DRAFT VERSIONMAY 3, 2011
Preprint typeset usingTgX style emulateapj v. 5/14/03

THE CHANDRADEEP FIELD-SOUTH SURVEY: 4 MS SOURCE CATALOGS

Y. Q. XUE,»?B. Luo,*?W. N. BRANDT,»? F. E. BAUER,** B. D. LEHMER,>® P. S. BRo0S® D. P. SHNEIDER,' D. M. ALEXANDER,’
M. BRUSA,2? A. CoMASTRI,*? A. C. FaBIAN,** R. GILLI,*® G. HASINGER,*? A. E. HORNSCHEMEIER*® A. KOEKEMOER,**
T. Liu,*>18V. MAINIERI,* M. PaoLILLO,*® D. A. RAFFERTY,*® P. RosATI,Y” O. SHEMMER,?° J. D. SLVERMAN ,?* I. SMAIL ,??
P. Tozzi,*®> AND C. VIGNALI?®

Draft version May 3, 2011

ABSTRACT

We present source catalogs for the 4 ®lsandraDeep Field-South (CDF-S), which is the deepébindra
survey to date and covers an area of 464.5 arénWe provide a maiChandrasource catalog, which contains
740 X-ray sources that are detected withvDETECT at a false-positive probability threshold of 2an at least
one of three X-ray bands (0.5-8 keV, full band; 0.5-2 keVt bafhd; and 2—-8 keV, hard band) and also satisfy
a binomial-probability source-selection criterionf 0.004 (i.e., the probability of sources not being real
is less than 0.004); this approach is designed to maximizadmber of reliable sources detected. A total of
300 main-catalog sources are new compared to the previousQDF-S main-catalog sources. We determine
X-ray source positions using centroid and matched-filtehnejues and obtain a median positional uncertainty
of =~ 0.42". We also provide a supplementary catalog, which consis@&aources that are detected with
WAVDETECT at a false-positive probability threshold of 0satisfy the condition of @04< P < 0.1, and have

an optical counterpart witR < 24. Multiwavelength identifications, basic optical/imed/radio photometry,
and spectroscopic/photometric redshifts are providedHerX-ray sources in the main and supplementary
catalogs. 716~ 97%) of the 740 main-catalog sources have multiwavelenggtimterparts, with 673~ 94%

of 716) having either spectroscopic or photometric redishifhe 740 main-catalog sources span broad ranges
of full-band flux and 0.5-8 keV luminosity; the 300 new maatalog sources span similar ranges although
they tend to be systematically lower. Basic analyses of tmay&and multiwavelength properties of the sources
indicate that> 75% of the main-catalog sources are AGNs; of the 300 new Tatizlog sources, about 35%
are likely normal and starburst galaxies, reflecting the aénormal and starburst galaxies at the very faint
flux levels uniquely accessible to the 4 Ms CDF-S. Near theeref the 4 Ms CDF-S (i.e., within an off-axis
angle of 3), the observed AGN and galaxy source densities have re@88393 deg? and 6900333° deg?,
respectively. Simulations show that our main catalog i$ilyigeliable and is reasonably complete. The mean
backgrounds (corrected for vignetting and exposure-tiarétions) are 0.063 and 0.178 count pixel™

(for a pixel size of 492’) for the soft and hard bands, respectively; the majorityhef pixels have zero
background counts. The 4 Ms CDF-S reaches on-axis flux liofits3.2 x 10717, 9.1 x 10718, and 55 x 107/

erg cm? s™* for the full, soft, and hard bands, respectively. An incesiasthe CDF-S exposure time by a factor
of ~ 2—-2.5 would provide further significant gains and probe kegxplored discovery space.
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characterization of the CXRB sources thanks to its extiaord is optimized for imaging wide fields (with a field of view
nary sensitivity. TheChandraDeep Field-North anc€Chan- of 16.9' x 16.9' = 2856 arcmirf). The focal-plane temper-
dra Deep Field-South (CDF-N and CDF-S, jointly CDFs) ature was-110°C during the first two observations (1431-0
are the two deepe§thandrasurveys (see Brandt & Hasinger and 1431-1; Giacconi et al. 2002; L08) anti20°C during
2005 and Brandt & Alexander 2010 for reviews of deep ex- the others. The 10 early CDF-S observations between 1999
tragalactic X-ray surveys), each coverisgt50 arcmin areas November 23 and 2000 December 23 were taken in Faint
with tremendous multiwavelength observational investtfien mode (Giacconi et al. 2002; L08); all the later CDF-S obser-
Most of the CDF sources are active galactic nuclei (AGNs), vations as well as the earliest one (observation 1431-0¢ wer
often obscured, at~ 0.1-5.2. The CDFs have found the taken in Very Faint mode in order to improve the screening of
highest density of reliably identified AGNs on the sky, with background events and thus increase the sensitivity of ACIS
an AGN source density approaching ten thousand sources pein detecting faint X-ray sources (Vikhlinin 2001).
ded (e.g., Bauer et al. 2004). At faint fluxes, the CDFs are  We inspected the background light curves for all 54 CDF-S
also detecting large numbers of starburst and normal galax-observations using th€handralmaging and Plotting Sys-
ies atz~ 0.1-2 as well as a few individual off-nuclear X-ray tem (ChIPS}* as well as EVENT BROWSER in the Tools for
binaries az ~ 0.05-0.3. ACIS Real-time AnalysisTARA; Broos et al. 2000) software
Deeper X-ray observations not only further improve the package® We find no significant flaring for all observations
photon statistics that are required to understand bettealth  (the background is stable withis20% of typical quiescent
ready detected sources via X-ray spectral and variabitity c =~ Chandravalues) except observation 1431-0, during which a
straints, but also probe further down the X-ray luminosgy-v ~ mild flare with a factor of~ 3 increase fors 5 ks occurred.
sus redshift plane to characterize better the propertigsamn We filtered the data on good-time intervals, removed the one
lution of typical AGNs and galaxies. The recent extension of mild flare, and obtained a total exposure time of 3.872 Ms for
the CDF-S survey from 2 Ms (Luo et al. 2008; hereafter L08) the 54 CDF-S observations.
to 4 Ms of exposure, via a large Director’s Discretionary &im The entire CDF-S covers an area of 464.5 arémihis is
project, has now provided our most sensitive 0.5-8 keV view considerably larger than the ACIS-I field of view because the
of the distant universe. These data, complemented by the reaim points and roll angles vary between observations. The
cent= 3.3 Ms XMM-Newtonobservations in the CDF-S (Co- average aim point, weighted using the 54 individual expssur
mastri et al. 2011), will enable detailed studies of AGN evo- times, iSaj20000 = 03'32M28.06%, 5320000 = —27°4826.4.
lution, physics, and ecology as well as the X-ray propeurfes .
normal and starburst galaxies, groups and clusters of igalax 2.2. Data Reduction
large-scale structures, and Galactic stars. Table 1 lists the versions of th€handra X-ray Center
In this paper, we presefhandrasource catalogs and data (CXC) pipeline software used to process the basic archive
products derived from the full 4 Ms CDF-S data set as well as data products for the 31 new observations (see Table 1 of LO8
details of the observations, data reduction, and techaialt for the information for the first 23 observations). We clgsel
ysis. We have made a number of methodological improve-followed LO8 in reducing and analyzing the data and refer
ments in catalog production relative to past CDF catalogs. readers to LO8 for details. Briefly, we utiliz&thandralnter-
The structure of this paper is the following: in § 2 we de- active Analysis of Observations(A0; we usedciA0 4.2 and
scribe the observations and data reduction; in § 3 we dbtilt CALDB 4.3.0) tools and custom software, including ttaRA
production of images, exposure maps, and the candidate-lispackage (version released on 2010 February 26), as appropri
catalog; in § 4 and § 5 we present the main and supplementargate.
source catalogs as well as description of the adopted method We reprocessed each level 1 observation withdia® tool
ology, respectively; in § 6 we perform simulations to assessACIS_PROCESSEVENTSto correct for the radiation damage
the completeness and reliability of the main source catalog sustained by the CCDs during the first few month€bandra
in 8 7 we estimate the background and sensitivity across theoperations using a Charge Transfer Inefficiency (CTI) arre
CDF-S and investigate the prospects for longer CDF-S expo-tion procedure (Townsley et al. 2000, 20€2}o remove the
sures; and in § 8 we summarize the results of this work. standard pixel randomization which causes point spreact fun
Throughout this paper, we adopt a Galactic column densitytion (PSF) blurring, and to apply a modified bad-pixel file.
of Ny =8.8x 10 cm™ (e.g., Stark et al. 1992) along the We made use of a customized stripped-down bad-pixel file
line of sight to the CDF-S. We use J2000.0 coordinates andrather than the standard CXC bad-pixel file because the latte
a cosmology oHp = 70.4 km st Mpc™, Qu =0.272, and excludes~ 6—7% of the ACIS-I pixels on which a large frac-
Qp =0.728 (e.g., Komatsu et al. 2011). tion of events are valid for source searching as well as pho-
tometry and spectral analysis (see § 2.2 of L08 for details).
2 OBSERVATIONS AND DATA RI_EDUCTION. . Our bad-pixel screening removed1.3% of all events. When
2.1. Observations and Observing Conditions cleaning background events, we sefECK_VF_PHA=YESin

Table 1 summarizes basic information for the 31 CDF-S ob- ACIS_PROCESS EVENTSfor observations taken in Very Faint
servations that were taken between 2010 March 18 and 201@node to utilize a 5 5 pixel event island to search for poten-
July 22, which comprise the second 2 Ms exposure. The firsttial cosmic-ray background events, which typically remeove
2 Ms exposure consisted of 23 observations (see Table 1 ofe 20-30% of the events of individual observations.

LO8 for basic information) that were performed between 1999 We used theciAO tool ACIS_DETECT_AFTERGLOW O re-
October 15 and 2007 November 4; the corresponding sourcénove cosmic-ray afterglows, which is more stringent than
catalogs were presented in LO8. , _

All 54 CDE-S observations made use of the Advanced CCD 24 See http://cxc.harvard.edu/ciao3.4/download/doc&hipanual/ for the
| : S t ter i . ACIS-I: G . t al ChIPS reference manual.

maging spec rome,er |mag|ng array ( T armlr_e etal. 25 pra is available at http://www.astro.psu.edu/xray/docs/FAR
2003). The ACIS-I is comprised of four 10241024 pixel 26 The CXC CTI correction procedure is only available fdr20°C data
CCDs (CCDs 10-13; each has a pixel size ofi¥2’) and and is thus not applied to observations 1431-0 and 1431-1.



TABLE 1. JOURNAL OF NEW ChandraDEEP FIELD-SOUTH OBSERVATIONS

Obs. Start Exposure Aim Poht Roll Angle®  Pipeline
Obs. ID uT) Timé (ks) « (J2000.0) ¢ (J2000.0) (deg) Versiéh
[The 23 observations made during the first 2 Ms exposure deellis Table 1 of LO8]

12043...... 2010 Mar 18, 01:39 129.6 0332 28.7827 48 52.1 252.2 8.2.1
12123...... 2010 Mar 21, 08:08 24.8 033228.7827 48 52.1 252.2 8.2.1
12044...... 2010 Mar 23, 11:31 99.5 03 32 28.5527 48 51.9 246.2 8.2.1
12128...... 2010 Mar 27, 13:08 22.8 03 32 28.5527 48 51.9 246.2 8.2.1
12045...... 2010 Mar 28, 16:38 99.7 03 3228.3227 4851.4 240.2 8.2.1
12129...... 2010 Apr 03, 15:21 77.1 033228.33274851.4 240.2 8.2.1
12135...... 2010 Apr 06, 09:36 62.5 03 32 28.0+27 48 50.2 231.7 8.2.1
12046...... 2010 Apr 08, 08:17 78.0 03 32 28.0+27 48 50.2 231.7 8.2.1
12047...... 2010 Apr12,13:21 10.1 033227.8627 48 48.9 225.2 8.2.1
12137...... 2010 Apr 16, 08:53 92.8 0332 27.5927 48 47.2 219.2 8.2.1
12138...... 2010 Apr 18, 12:40 38.5 0332 27.5927 48 47.3 219.2 8.2.1
12055...... 2010 May 15, 17:15 80.7 033226.7227 48 32.3 181.4 8.2.1
12213...... 2010 May 17, 14:22 61.3 03 3226.6927 48 31.1 178.9 8.2.1
12048...... 2010 May 23, 07:09 138.1 03 32 26.6427 48 27.6 171.9 8.2.1
12049...... 2010 May 28, 18:58 86.9 033226.6327 4824.4 165.5 8.2.1
12050...... 2010 Jun 03, 06:47 29.7 03 32 26.6127 48 21.7 160.2 8.2.1
12222...... 2010 Jun 05, 02:47 30.6 03 32 26.6327 48 21.7 160.2 8.2.1
12219...... 2010 Jun 06, 16:30 337 0332 26.63127 48 21.7 160.2 8.2.1
12051...... 2010 Jun 10, 11:30 57.3 0332 26.6327 48 19.2 155.2 8.2.1
12218...... 2010 Jun 11, 10:18 88.0 0332 26.6327 48 19.2 155.2 8.2.1
12223...... 2010 Jun 13, 00:57 100.7 03 32 26.637 48 19.2 155.2 8.2.1
12052...... 2010 Jun 15, 16:02 110.4 03 32 26.7€R7 48 14.5 145.7 8.2.1
12220...... 2010 Jun 18, 12:55 48.1 0332 26.7927 48 14.5 145.7 8.2.1
12053...... 2010 Jul 05, 03:12 68.1 0332 27.0227 48 06.0 127.0 8.3
12054...... 2010 Jul 09, 11:35 61.0 03 3227.0227 48 06.1 127.0 8.3
12230...... 2010 Jul 11, 03:52 33.8 0332 27.0227 48 06.0 127.0 8.3
12231...... 2010 Jul 12, 03:22 247 033227.1627 48 03.6 121.2 8.3
12227...... 2010 Jul 14, 21:04 54.3 03 3227.1627 48 03.7 121.2 8.3
12233...... 2010 Jul 16, 10:25 35.6 033227.1627 48 03.7 121.2 8.3
12232...... 2010 Jul 18, 19:53 32.9 03 3227.1627 48 03.7 121.2 8.3
12234...... 2010 Jul 22, 19:58 49.1 0332 27.1927 48 03.3 120.2 8.3

NOTE. — The 4 Ms CDF-S consists of 54 observations, with the first2eMposure composed of 23 observations (listed in Table 1&fmhék listed here to
avoid repetition) and the second 2 Ms exposure composed disdreations (listed in this table; these 31 observations @t taken with the Very Faint mode).
Right ascension has units of hours, minutes, and secondslestfidation has units of degrees, arcminutes, and arcsecond

aeach of the 54 observations was continuous. We filtered tteeatagood-time intervals and removed one mild flare in obsemveit#31-0 (during the first
2 Ms exposure). The summed exposure time for the 54 observadiGr&72 Ms.
bThe aim points of the individual observations are the nomimeds taken from th€handraarchive. The average aim point, weighted by the 54 exposure

times, isa320000 = 03132"]28065, 8320000 = —27°4826.4".

°Roll angle, describing the orientation of tidandrainstruments on the sky, ranges from @ 360° and increases to the west of north (opposite to the sense
of traditional position angle).

4The version of the CXC pipeline software used for the basicgssing of the data.

the C1AO tool ACIS_RUN_HOTPIX that often fails to flag a implementation of a customized stripped-down bad-pixe] fil
substantial number of obvious cosmic-ray afterglows. Evenwhich retains an appreciable number of valid events (adeoun
ACIS_DETECT_AFTERGLOW fails to reject all afterglows. ing for ~ 5% of all events) that would have been discarded
Working in CCD coordinates, we therefore utilized custom using the standard CXC bad-pixel file. As will be described
software to clean the data further by removing many addi- in § 3.1 and 8§ 3.2, when creating the CDF-S data products
tional faint afterglows with 3 or more total counts occur- (e.g., merged X-ray images) and source catalogs (e.g.yX-ra
ring within 20 s (or equivalently 6 consecutive frames) on a source positions), we registered individual X-ray obstoves
pixel2” We removed a total of 176 additional faint afterglows to a common optical/radio astrometric frame (see § 3.1) and
across the full 4 Ms dataset which, upon inspection, wererefined the absolute astrometry of the merged X-ray images
isolated and not associated with apparent legitimate X-rayand source positions using high-quality radio data (se@%§ 3.
sources. thereby producing sharp merged X-ray images and accurate
As stated above, one significant deviation of our data re- X-ray source positions (with< 0.2” astrometric shifts); in
duction from the CXC reduction of the CDF-S data®8és contrast, the CXC did not utilize multiwavelength data tg-re

ister and refine X-ray astrometry.
27 As shown later in Table 8, the full-band (i.e., 0.5-8 keV) meank-

ground rate of the 4 Ms CDF-S is 0.252 countMpixel™, which translates
into a count rate of B4 x 107 counts per 20 s per pixel. Given such a low
background count rate, the probability of 3 or more countat(gine not asso-
ciated with cosmic-ray afterglows) occurring within 20 s quixel by chance 3. IMAGES, EXPOSURE MAPS, AND CANDIDATE-LIST CATALOG
is negligible (254 x 10711), . . . .

The CXC CDF-S data products are available at VVhile following the general procedure described in § 3
http://cxc.harvard.edu/cda/Contrib/CDFS. html. of LO8 in the production of our source catalogs, we exten-

sively made use of the ACIS Extract (AE; version released
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on 2010 February 26; Broos et al. 2030point-source anal-  with a 3’ matching radius and a residual rejection lithiof
ysis software that appropriately computes source praserti 0.6”. Typically, 60-150 X-rayR-band matches were used
when multiple observations with different roll angles awd/ in each observation for the astrometric solutions. When us-
aim points are being combined (such as those analyzed herejng wCs_UPDATE, linear translations range from@32’ to
Significant improvements from the methodology of L0O8 in- 0.525’, rotations range from-0.048 to 0.035°, and scale
clude, e.g., (1) utilization of AE polygonal source-court e changes range from 1.00004 to 1.00145. Individual regis-
traction regions that approximate the shape of the PSF andrations are accurate ts 0.3”. We then reprojected all the
take into account the multi-observation nature of the data, observations to the frame of observation 2406, which is one
and (2) utilization of a two-stage approach to source detec-of the observations that requires the smallest translaidoe
tion, which filters candidate sources according to binomial aligned with the optical astrometric frame; however, weenot
no-source probabilities (i.e., probabilities of sourcesheing that it does not matter which observation is used as the-refer
real considering their local backgrounds) calculated by AE  ence frame for reprojection once each observation is aedlyz

We first generated a candidate-list catalog of sources de-consistently.
tected bywAvDETECT (Freeman et al. 2002) onthe combined  We utilized theciAo tool DMMERGE to produce a merged
images (see § 3.2) at a false-positive probability thretbbl event file by combining the individual event files. We con-
10°°. We then pruned the candidate-list catalog to obtain astructed images from this merged event file using the standar
more conservative main catalog by removing low-signifieanc ASCAgrade setASCAgrades 0, 2, 3, 4, 6) for three standard
source candidates, according to the AE-computed binomialbands: 0.5-8.0 keV (full band; FB), 0.5-2.0 keV (soft band;
no-source probabilities. As detailed later in § 3.2 and § 4, SB), and 2-8 keV (hard band; HB} Figure 1 shows the raw
this approach not only produces source catalogs that are ofull-band image. We generated effective-exposure maps for
similar quality to those produced by runnimghvDETECT at the three standard bands following the basic procedure out-
the more typical false-positive probability threshold &% lined in 83.2 of Hornschemeier et al. (2001) and normalized
or 107 used in previous CDF studies (e.g., Alexander et al. them to the effective exposures of a pixel located at the av-
2003, hereafter AO3; Lehmer et al. 2005, hereafter LO5; | .08) erage aim point. This procedure takes into account the ef-
but also allows for flexibility in including additional lef fects of vignetting, gaps between the CCDs, bad-column fil-
mate sources that fall below the®@r 1077 threshold. This  tering, bad-pixel filtering, and the spatial and time degnd
procedure has previously been employed in similar forms in degradation in quantum efficiency due to contamination on
a number of studies (e.g., Getman et al. 2005; Nandra et althe ACIS optical-blocking filters; thus, the derived effeet
2005; Laird et al. 2009; Lehmer et al. 2009). exposures are typically smaller than the nominal exposures
. (i.e., durations of observations). When creating the dffect

3.1. Image and Exposure Map Creation exposure maps, we assumed a photon indek f1.4, the

To construct the combined event file we initially ran slope of the cosmic 2—-10 keV X-ray background (e.g., Mar-
WAVDETECT at a false-positive probability threshold of 0 shall et al. 1980; Gendreau et al. 1995; Hasinger et al. 1998;
on the individual cleaned 0.5-8 keV image of each obser- Hickox & Markevitch 2006). Figure 2 shows the full-band
vation to generate initial source lists and used AE to deter- effective-exposure map, and Figure 3 displays the suniay so
mine centroid positions of each detected source. We thenangle as a function of the minimum full-band effective expo-
registered the observations to a common astrometric framesure. According to Fig. 3, about 52% and 38% of the CDF-S
by matching X-ray centroid positions to optical sources de- field has a full-band effective exposure greater than 2 Ms
tected in deepR-band images taken with the Wide Field and 3 Ms, respectively; the maximum effective exposure is
Imager (WFI) mounted on the 2.2-m Max Planck Gesell- 3.811 Ms, which is slightly smaller than the 3.872 Ms total
shaft/European Southern Observatory (ESO) telescope at La&xposure since the locations of the aim points of individual
Silla (see § 2 of Giavalisco et al. 2004). We have manu- observations vary. For a given full-band effective expesur
ally shifted all the WFIR-band source positions by 175’ the survey solid angle is up to a factor=fl.5 times larger
in right ascension and0.284’ in declination (also see Luo than that of the 2 Ms CDF-S (L08; Fig. 8ash-dot curviat
et al. 2010; hereafter L10) to remove the systematic off- the low end of effective exposure (1.5 Ms), and it is much
sets between the optical positions and the radio positibns o larger than that of the 2 Ms CDF-S above 1.5 Ms effective
sources in the Very Large Array (VLA) 1.4 GHz radio cat- exposure. Thus in addition to the fact that the 4 Ms CDF-S
alog presented in Miller et al. (2008). We did not di- can detect new sources that have lower fluxes than the 2 Ms
rectly match X-ray centroid positions to the VLA radio cat- sources, it can also detect new sources that have a simiar flu
alog because, for some observations, there are too few comdistribution to the 2 Ms sources over as much as 50% more
mon sources between the X-ray and radio source lists to enarea.
sure a robust astrometric solution, owing to the relatiely We followed § 3.3 of Baganoff et al. (2003) to con-
radio-source density and relatively small numbersCofin- struct exposure-corrected smoothed images. We first pro-
dra sources detected individual observations. However, as duced the raw images and effective-exposure maps in the
detailed in § 3.2, we are able to lock the absolute astrometry
of the combinedX-ray images to the VLA radio catalog be- 81 This is a parameter usednCs_UPDATE to remove source pairs based
cause of the larger number of X-ray sources detected. We per9”32§;\r/£‘;z':%°’;"’:'ezﬁ;e:§' cource cataloas made with the two uber ener
formed X-rayR-band matching and astrometric re-projection s of 7 keVpand 8 keVy(i.e., the set ofgenergy bands of 0.547?5?—2.5 ’

using theclAO toOISREPROJECT ASPECTandwcCs_UPDATE and 2-7 keV versus the set of energy bands adopted here; seagd3s 4.1
for the details of catalog production). We found no cleatistiaal difference

29 See  http://www.astro.psu.edu/xray/docs/TARA/ae_userisie.html between catalogs; the X-ray sources that are unique in esatog are faint
for details on ACIS Extract. o (i.e., close to or right on source-detection limits) and actdor only ~ 3%

30 Throughout this paper, we used the BLA 1.4 GHz radio catalog (N. of all detected sources. We thus adopted the traditionatiatal bands (i.e.,
A. Miller 2010, private communication) that has a limiting flursity of using the upper energy cut of 8 keV) to maintain continuitywaast catalogs

~ 40 pdy. (e.g., AO3; LO5; L0B).
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0.5-2.0 keV, 2-4 keV, and 4-8 keV bands, using the afore-the complex PSF at large off-axis angles, the X-ray souree po
mentioned procedures. We then adaptively smoothed thesition is not always located at the peak of the X-ray emission
raw images and effective-exposure maps using c¢heo The wWAVDETECT, centroid, and matched-filter positions have
tool csMOOTH (Ebeling, White, & Rangarajan 2006). Fi- comparable accuracy on-axis, while the matched-filter-posi
nally, we divided the smoothed images by their correspond-tions have better accuracy off-axis. Thus, we adopted aientr
ing smoothed effective-exposure maps and combined thepositions for sources with < 8 and matched-filter positions
exposure-corrected smoothed images together to produce #or sources withd > 8.
full-band color composite, as shown in Fig. 4 (note that this We refined the absolute astrometry of the raw X-ray im-
color composite is not background-subtracted); an exmhnde ages by matching the candidate-list sources to th&/BA
view of the central 8x 8’ region is also shown in Fig. 4. Note 1.4 GHz radio-catalog sources (see § 3.1). There are 359 ra-
that we ranwavDETECT only on the raw images for source dio sources across the CDF-S field with positions accurate
searching, although many detected X-ray sources appear morto < 0.1”. We performed cross-matching between the 892
clearly in the adaptively smoothed images. candidate-list catalog X-ray sources and the 359 radiccgsur
in the field using a2 matching radius and found 141 matches.
We estimated the expected false matches by manually ghiftin
the X-ray source positions in right ascension and decbnati
by +(5-60') in steps of B (i.e., in unique directions) and
recorrelating with the radio sources. The average number of
false matches iss 2.3 (~ 1.7%) and the median offset of these
false matches is.41”. Of the 141 matches, we identified five
16 pixels) and a false-positive probability threshold of*10  extended radio sources upon inspecting the radio image. We
We expect the use of a false-positive probability threslwdld  excluded two of these five extended radio sources for the as-
107 to introduce a non-negligible number of spurious sources trometry refinement analysis because these two matches are
that have< 2-3 source counts. However, as pointed out spurious with positional offsets greater thas1(see § 4.2
by Alexander et al. (2001), using a more stringent source-for more details on these two extended radio sources); the
detection threshold (e.g., 79 1077, or 108) can lose an ap-  other three matches are robust with small positional cffset
preciable number of real sources. In § 4, we create a morg(< 0.7”) and were included for the subsequent analysis. Us-
conservative main catalog by determining the detection sig ing these 139 matches, we found small shift and plate-scale
nificances of each candidate-list source in the three stdnda corrections when comparing the X-ray and radio source posi-
bands and discarding sources with significances below antions and applied these corrections to all the combinedyX-ra
adopted threshold value. images and source positions, which results in smal0’)

Our candidate-list catalog consists of 892 X-ray source can astrometric shifts.
didates; each candidate was detected in at least one of the We utilized AE to perform photometry for the candidate-list

3.2. Candidate-List Catalog Production
We ranwAVDETECT on each combined raw image in the
three standard bantfsto perform source searching and to
construct a candidate-list catalog, using\&2'sequence” of
wavelet scales (i.e., 12, 2, 2/2, 4, 4/2, 8, 8/2, and

three standard bands witlwAvDETECT at a false-positive
probability threshold of 1¢. We adopted, in order of pri-
ority, full-band, soft-band, or hard-band source posgidor

catalog sources. Compared to “traditional” circular-aper
photometry (e.g., L08), the most important difference ia th
AE-computed photometry is the use of polygonal source-

candidate sources. We performed cross-band matching usingxtraction region$® AE models theChandraHigh Reso-

a 25" matching radius for sources withirl 6f the average
aim point (i.e., off-axis anglé < 6') and a 40" matching ra-
dius for sources located at larger off-axis angles (§.e:,6').

lution Mirror Assembly (HRMA) using the MAR ray-
tracing simulator (version 4.4.0) to obtain the PSF model.
It then constructs a polygonal extraction region that ap-

The choice of these matching radii was made based on in-proximates the~ 90% encircled-energy fraction (EEF) con-
spection of histograms that show the number of matches agour of a local PSF measured at 1.497 keV (note that AE
a function of angular separation (e.g., see 82 of Boller et al also constructs PSFs at energies of 0.277, 4.510, 6.400, and
1998). With these matching radii, the mismatch probability 8.600 keV). When dealing with crowded sources having over-
is =~ 1% over the entire field. We removed a few duplicate lapping polygonal extraction regions, AE utilized smater
sources due to false matches near the edge of the field througtraction regions (corresponding 4¢40—75% EEFs) that were
visual inspectiorf? chosen to be as large as possible without overlapping. Less
We improved the above/AvDETECT source positions uti-  than 6% of the 892 candidate-list sources are crowded by this
lizing the centroid and matched-filter positions computgd b definition. For background extraction, we adopted the AE
AE. The matched-filter positions are obtained by corretatin  “BETTER_BACKGROUNDS” algorithm. This algorithm
the full-band image in the neighborhood around each sourcemodels the spatial distributions of flux for the source oint
with the source’s combined PSF. The combined PSF is generest and its neighboring sources using unmasked data. It then
ated by combining the individual PSFs of a source for each computes local background counts within background region
relevant observation, weighted by the number of detectedthat subtract contributions from the source and its neighbo
counts. This technigue takes into account the fact thatf@lue ing sources. In our AE usage, the background-extraction

33 We note thatvAvDETECT was run on theombinedaw images where
the average aim point (given in 8 2) is a good approximatiohefiage cen-
ter for the purpose of computing PSFs. Given that we used rriltipvelet
scales, the Mexican-Hat wavelet patterns (adopted/AyDETECT) provide
reasonable first-order approximations of the multi-obseue®SFs.

34 For a few sources that lie near the edge of the field, the dfisieteen
the X-ray positions determined from different bandsieywDETECTis > 4;
such a source will be counted twice (i.e., treated as twoces)iaccording to
our matching approach (i.e., &4 matching radius a8 > 6’). We removed
the duplicated sources in these few cases.

region is typically a factor o 16 larger than the source-
extraction region and contains at least 100 backgroundtsoun

35 The polygonal source-extraction regions typically becomeentmn-
circular toward larger off-axis angles. In particular, gwirce-extraction re-
gions for crowded sources at large off-axis angles are etifrom~ 90%
to =~ 40-75% encircled-energy fractions (EEFs) and thus reptelse most
dramatic examples of deviation from circular apertures (seg, Fig. 6 of
Broos et al. 2010 for such an example).

36 MARX is available at http://space.mit.edu/CXC/MARX/indasml.



Full Band

~
(@)
\

ol
O
\

Declination (2000)

—27° 55' |-

‘ | | | ‘ | | | ‘ |
33™M 30° 00° 32M 30° 00° 31™M 30°
Right Ascension (2000)

FIG. 1.— Full-band (0.5-8.0 keV) raw image of the 4 Ms CDF-S digethwith linear gray scales. The segmented boundary suriogitite image shows the
coverage of the entire CDF-S. The large polygon, the ret#aagd the central small polygon indicate the regions foGR¥ODS-S (Giavalisco et al. 2004), the
planned CANDELS GOODS-S (5-oritSTWFC3; see § 8 for more details about CANDELS), andHubbleUltra Deep Field (UDF; Beckwith et al. 2006),
respectively. The central plus sign indicates the averaggaint, weighted by exposure time (see Table 1). The patelike area near the field center is caused
by the ACIS-I CCD gaps in which the effective exposures aneltthan in the nearby non-gap areas (see Fig. 2). The apgsaemcity of sources near the field
center is mainly due to the small size of the on-axis PSF (sex &ignd 13 for clarification).

As discussed in § 7.15 of the AE manual, AE also imposesditional AE “EXTRACT_BACKGROUNDS” algorithm; the

an explicit requirement that the uncertainty in the estamat latter algorithm computes local background counts by mask-
of net counts be dominated by the uncertainty in the ex- ing all the sources and then searching around each source for
tracted source counts in order to ensure photometric accuthe smallest circular region that contains a desired nurober
racy; this requirement leads to enlargement of backgroend r background counts. AE analyzes individual observations in
gions/counts when necessary. As a result, the median numbedependently (including, e.g., the use of MARX for PSF mod-
of full-band background counts extracted for the mainiogta  eling and source and background extractions) and merges the
sources (see § 4.4) is 780, with an interquartile range ofdata to produce photometry for each soutcdhe resulting
278-2621. This algorithm produces accurate background ex-

tractions, which are particularly critical for crowded soes. For this work, we did not use the optional AE
For sources that are not crowded, this algorithm produces es MERGE_FOR_PHOTOMETRY" algorithm, as discussed in Broos

X . et al. (2010), that allows AE to discard some extractionsrdua merge of
sentially the same background-extraction results as e tr A préducts) from individual observations. b 9

37



7

ing PSF measurements at 1.497 (4.510) keV by the exposures
for the individual observations. Given that the full band is
a combination of the soft and hard bands, we derived the
full-band effective PSF fraction based on the derived soft-
band and hard-band effective PSF fractions: (1) if a source
was detected both in the soft and hard bands, we derived
the full-band effective PSF fraction by weighting the saftla
hard-band effective PSF fractions with the soft and hamtiba
background-subtracted counts; (2) if a source was detected
in the soft or hard band (but not both), we set the full-band
effective PSF fraction to the soft or hard band effective PSF
fraction, respectively; and (3) if a source was detectectin n
ther the soft band nor the hard band, we took the average of

Full Band

45

50

Declination (2000)

—27° 55 the soft and hard band effective PSF fractions as the fultiba
effective PSF fraction. The median aperture correctioms fo
the full, soft, and hard bands are 0.875, 0.898, and 0.826, re

_28° 00’ spectively. We then applied aperture corrections by digdi

T T A R the background-subtracted source counts by the derived-eff
33™ 30° 00° o Ajf:;sif 2000) 00° 31 30° tive PSF fractions. Since our candidate-list catalog was co
structed usingvAvDETECT with a liberal false-positive prob-
ability threshold of 10°, many candidate sources have?—3
Fic. 2.— Full-band (0.5-8.0 keV) effective-exposure map of thelst (background-subtracted) source counts. In the next sectio
CDF-S displayed with linear gray scales that are indicaiethb inset scale ~ we evaluate the reliability of candidate sources on a seurce

bar (effective exposure times are in unit_s of sec'onds). Trkedaareas rep- by_Source basis to produce amore robust main source Cata'og
resent the highest effective exposure times, with a maximum&ifi3Ms.

03"

The distributions of the ACIS-I CCD gaps can be clearly idfett (indicated 4. MAIN CHANDRA SOURCE CATALOG
by the radial trails). The regions and the plus sign are theesas those in . .
Fig. 1. 4.1. Selection of Main-Catalog Sources

As discussed above, we expect our candidate-list catalog
of 892 X-ray sources to include a significant number of false
500¢ ! ‘ ] sources since we rawAvDETECT at a liberal false-positive
g 1 4 Ms CDP=S 3 probability threshold of 1Q. If we conservatively treat the
E : e 2 Ms CDF-S 1 ) : >
b 1 Ms CDF—S 3 three standard-band images as independent, we can estimate
1 the number of expected false sources in the candidatealist ¢
alog for the case of a uniform background by multiplying the
WAVDETECT threshold of 10° by the sum of pixels in the
three bands (i.es 2.07 x 107). However, such a false-source
estimate is conservative, since over the majority of thelfiel
a single pixel will not be considered a source-detectioh cel
1 In particular, at large off-axis angl®gavDETECT suppresses
o E fluctuations on scales smaller than the PSF. As quantified in
2 \ Voo 1 § 3.4.1 of A03, the number of false-sources is likelg—3
OF. s N e times smaller than the above conservative estimate. We refe
0 1000 2000 readers to § 6.2 for relevant discussions.

400
3000 N

200F

Solid Angle (arcmin®)

VST R Lo
2000 3000 :
0.5-8.0 keV Effective Exposure (ks) To produce a more reliable ma®handrasource catalog,
we evaluated for each source the binomial probabRitjhat
Fic. 3.— Plot of survey solid angle as a function of minimum fulhda no source exists given the measurements of the source and lo-

effective exposure for the 4 Ms CDF-8(id curvg. The maximum exposure ; i
is 3.811 Ms. The vertical dotted line indicates an effecéixposure of 2 Ms. cal background. As discussed in § 5.10.3 of the AE manual

Approximately 242.3 arcmi(= 52%) of the CDF-S survey area ha® Ms (also see Appendix A2 of Weisskopf et al. 2007 for further de-
effective exposure. For comparison, the 1 Ms CDF-S reslalsifed curve tails), the binomial no-source probabili§/can be calculated
and the 2 Ms CDF-S resuliésh-dot curvi both of which are obtained using  using the following equation:

the procedures in this paper, are also shown in the plot.

N
N!
PX>9=) ———p‘1-p"™~. 1
X293 s ” P (1)
combined PSFs at 1.497 keV have typical FWHMs of 0,68 In this equation,S is the total number of counts in the
1.07’,1.76', 2.79, and 3.67 at off-axis angles 0f'1 3, 5, source-extraction region without subtraction of the back-
7', and 9, respectively; these FWHM values represent typical ground countBg. in this region;N = S+ Bgy, WhereBey; is
angular resolutions of the 4 Ms images. the total extracted background counts within a background-

AE estimates an energy-dependent aperture correction foextraction region that is typically a factor of 16 larger than
each source and applies the correction to the effective aredhe source-extraction region in our AE usage (see 8§ 3.2);
calibration file used for spectral modeling. For this work, and p =1/(1+BACKSCALl is the probability that a photon
we chose to apply aperture corrections to the background-ies in the source-extraction region (thus contributingStp
subtracted photometry as follows. For the soft (hard) baved, where BACKSCAL= Bey:/Bgrc With a typical value ofx~ 16,
derived an effective PSF fraction for each source by weight- as stated earlierP is computed by AE in each of the three
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Fic. 4.— (a)Chandra“false-color” image of the 4 Ms CDF-S, which is a color compesif the exposure-corrected and adaptively smoothed imadhe in
0.5-2.0 keV fed), 2-4 keV green), and 4-8 keVIflue) bands. (b) An expanded view of tizhandra‘false-color” image of the central & 8’ region (note that
a slightly different contrast ratio from that for the full igevis used here in order to render the faint sources moreyjed@te apparent smaller size and lower
brightness of sources near the field center is due to the sreaéeof the on-axis PSF. The regions and the plus sign arsaiihe as those in Fig. 1.
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standard bands. For a source to be included in our main cat51.9% for a minimunwAvDETECT probability of 108, 107,
alog, we requiredP < 0.004 in at least one of the three stan- 107, and 10°, respectively. As shown later in § 4.3, we
dard bands. We identified multiwavelength counterparts for find that 716 (96.8%) of the 740 main-catalog sources have
the X-ray sources (see § 4.3) and studied the identificationsecure multiwavelength counterparts (with a false-matghi
rate as a function of th® value, given that X-ray sources probability of~ 2.1%), where the identification rate is 98.1%
without identifications in ultradeep multiwavelength date (90.1%) for the 619 (121) sources with a minimumvDE-
more likely to be false detections (see, e.g., L10). The re- TECT probability of < 10°® (107°) in the main catalog. Given
quirement ofP < 0.004 was empirically chosen as a com- the relatively small false-matching rate, the above hignid
promise to keep the fraction of potential false sources Ismal tification rates indicate that the vast majority of the main-
while recovering the largest number of real sources. Usingcatalog sources are real X-ray sources (see, e.g., L10s, Thu
this criterion ofP < 0.004, our main catalog contains a total our main-catalog selection provides an effective ideratiftn

of 740 sources. We note that for a different choice of source-of real X-ray sources including those falling below the trad
detection criterion oP < 0.01, a total of 33 additional sources tional 10® wAVDETECT searching threshold.

with 0.004 < P < 0.01 would be included; however, only

~ 64% (i.e., 21) of these 33 sources have multiwavelength 4.2. X-ray Source Positional Uncertainty
counterparts, as opposed to an identification rate: &7%

for the main catalog (see § 4.3). We refer readers to § 6.2
for a detailed discussion on the completeness and retiabili
of the main catalog based on simulations.

Our adopted cataloging procedure, with the utilization
of AE, has a number of advantages over a “traditional”
WAVDETECT-0nly approach: (1) the more detailed treatment
of complex source-extraction regions (i.e., using polhajon
regions, as opposed to elliptical apertures, to simulage th
PSF) that is more suitable for the case of multiple observa-
tions with different aim points and roll angles, (2) the bett
source-position determination that maximizes the sigoal-
noise ratio and leads to more accurate count estimate$g3) t
more careful background estimates that take into accoent th
effects of all the neighboring sources and CCD gaps, and (4)
the more immediately transparent mathematical critetien, (
the binomial probability) that is utilized for source deten.

We will demonstrate below that our adopted procedure recov-
ers almost all of the sources detected witRvDETECT at a
false-positive probability threshold of 10and a significant

nﬂ?}‘%%g: ?gd'?\'/%ngl :r?gieszuertgialségi\t/%céiggfi(;se d ver- X-ray source (thus being a false match). Excluding the above
9 P three sources, we then estimated X-ray positional uncertai

2E1etcrfgeth(r)geSsotirrsgaﬁlfggﬁ(?riﬁneé \évse ;lsfglsmea-”ugsEitTi\l/EgT robagies using the remaining 132 X-ray detected radio sources.
i = 9 3 P P Figure 6(b) shows the positional residuals between theyX-ra
bility thresholds of 10°, 1077, and 108, and found detec-

tions for 659 (73.9%), 569 (63.8%), and 502 (56.3%) of and radio positions for these 132 sources; the “scattedtlou

the 892 candidate-list catalog sources, respectively. Hgno of positional residual appears circular, with no residuat d

the 152 candidate-list sources that failed the selectiorotu g)r:(tjlo;;ﬁrég-igamnollg Fé%ag%?ié??é? &rg;alef?zzo E?L)J(rlcszgngwith
P < 0.004, and thus were not included in the main catalog, 40 P '

. ; the former due to the degradation of tBeandraPSF at large
~ 4.5% of the 892 candidate-list sources) hadvDETECT . . ;o
galse—pgsitive probability detection thres)holds of 10°6. off-axis angles and the latter due to statistical limitatian

> ; . finding the centroid of a faint X-ray source. Implementing
Meanwhile, our main catalog includes 121 sources that had ot : . N
minimumwAvVDETECT probabilities of 10°.38 Therefore, our the parametrization provided by Kim et al. (2007)we de

. rived an empirical relation for the positional uncertaimty
adopted procedu“re, as opp osed to a digeiDETECT-based ur X-ray sources by fitting to these 132 X-ray sources that
approach, has a “net gain” of 81 sources. We note that a Iargeaave radio counterparts within a radius 05’1 The relation
net gain of sources could be achieved if we adopted a Ies§S
conservative no-source probability cut (e« 0.01) at the
expense of introducing more spurious sources.

Figure 5 shows the fraction of candidate-list sources in-
cluded in the main catalog and the-P distribution of
candidate-list sources as a function of the minimwavDE -
TECT probability. The fraction of candidate-list sources in-
cluded in the main catalog is 98.2%, 85.1%, 76.7%, and

Asin § 3.2, we cross matched the 740 main-catalog sources
with the 359 radio sources in the field using’ar@atching ra-
dius and found 135 matché$We estimated on average2.0
(=~ 1.5%) false matches and a median offset @&t for these
false matches. Figure 6(a) shows the positional offset be-
tween the X-ray sources and their radio counterparts asca fun
tion of off-axis angle. The median positional offset i24'.
There are three sources in Fig. 6(a) that have positionsetff
greater than B": (1) the one with the largest offset.@Ql"")
mistakenly matches to one of the two lobes of a radio galaxy
due to the fact that the radio core, which is likely the real
counterpart for this X-ray source, was not detected in thmra
catalog; (2) the one with the second largest offse8&1) is
likely a false match because such an offset is much larger tha
its expected positional uncertainty [see eq. (2) below]-con
sidering its off-axis angle (1&') and source-counts{100);
and (3) the one with the third largest offset§2’) has one
radio source, which is the core of a radio galaxy, and a few
optical sources within its’2radius, with the radio counter-
part not matching to the likely real optical counterpartfoft

log Ay = 0.04849 —0.4356 logC +0.1258 )

whereAy is the X-ray positional uncertainty in arcseconds,

is the off-axis angle in arcminutes, a@ds the source counts

in the energy band where the source position was determined
(see the description of Columns 8-16 of the main catalog in

38 . o ) 39 We note that 6 (i.e., 142135 = 6; also see § 3.2) candidate-list X-ray
The minimumwAvDETECT probability represents theavDETECT sig- sources that have a radio counterpart were not includeceimtin catalog;

nificance of a source, with lower values indicating highgngicances. For  these sources are likely real X-ray sources that fail tesatiur relatively
example, if a source was detected WitAVDETECT in at least one of the stringent source-selection criterion@k 0.004 (see § 4.1).

three standard bands at a false-positive probability Hulelsof 107 but was 40 We note that the Kim et al. (2007) parametrization fits our cate-
not detected in any of the three standard bands at a threshal@®, then quately (i.e., the AE-derived positions and photometryhaigh it was orig-
the minimumwAvDETECT probability of this source is 18. inally based orwAvDETECT-derived positions and photometry.
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Fic. 5.— The fraction of sources in the candidate-list cataldtph\wn AE binomial no-source probability < 0.004, which were included in the main
catalog, as a function of minimuwavDETECT probability?® (shown as five-pointed stars). The number of sources Rith 0.004 versus the number of
candidate-list catalog sources detected at each minimewnETECT probability are annotated in the figure (note that, in thisrégy 502+67+90+233=892 and
493+57+69+121=740). The fraction of candidate-list egadources included in the main catalog falls from 98.2% t@%ilbetween minimumvAvDETECT

probabilities of 108 and 105. Shown in the insets are the histograms effifor the candidate-list catalog sources at each minimavDETECT probability,
with shaded areas highlighting those included in the maialegt(i.e., having +P > 0.996).

§ 4.4 for details on photometry calculation). We set an up- LO8 positional uncertaintié$ (corresponding to a median ra-
per limit of 2000 onC since the positional accuracy does not tio of 0.67 between areas of our and the LO8 positional error
improve significantly above that level. As a guide to the de- regions); such an improvement is in agreement with the above
rived relation, we show positional uncertainties @ 20, expectation. We also cross matched the 462 L08 main-catalog
200, and 2000 in Fig. 6. The stated positional uncertaintiessources with the 359 radio sources in the field using a match-
are for thex 68% confidence level, which are smaller than ing radius of 2, taking into account the systematic positional
the WAVDETECT positional uncertainties, particularly at large offsets between the optical catalogs and the VLA radio cata-
off-axis angles, due to our adopted positional refinememt. | log (see § 3.1). The median positional offset.i4®@ between
Figure 7, we show the distributions of positional offsetanif the LO8 main-catalog sources and their radio counterparts f
bins of X-ray positional uncertainty, as well as the expécte a total of 94 matches, as opposed t24) in our case. This
false matches assuming a uniform spatial distributiondifra  significant improvement is not only because of the improved
sources. For each histogram in Fig. 7, as expectesh% of photon statistics, but also because we locked the astrpaietr
the positional offsets between the X-ray sources and their r the combined X-ray images to the VLA radio sources rather
dio counterparts are less than the corresponding mediay X-r than the WFIR-band sources that were adopted by LO8.
ositional uncertainty. . e
P Owing to the fact%r of~ 2 increase in exposure/source 4.3. Multiwavelength Identifications
counts from 2 Ms to 4 Ms, the areas of source positional error We utilized the likelihood-ratio matching procedure pre-
regions are expected to be reducedb80% on average (see sented in 8 2 of L10 to identify the optical/near-
§ 4.2 of L10). We thus compared our positional uncertain- infrared/infrared/radio (ONIR) counterparts for the main
ties with the positional uncertainties for the 440 mairatag catalog X-ray sources. Briefly, the likelihood-ratio teichre
sources that were previously detected in the LO8 main cata-
|og (See the description of Column 59 of the main Cata]og in 41n L08, the X-ray positional uncertainties are quoted atth&5% con-

: ; ; fidence level. For straightforward comparison, we thus atbhie~ 68%
§ 4'4)' We find a median ratio of 0.82 between our and the confidence-level positional uncertainties reported ing&wof L10 that were

used in the L10 likelihood-ratio matching procedure (see3&dr. more de-
tails).
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FIG. 6.— (a) Positional offset vs. off-axis angle for the 135 redtialog
sources that have counterparts in the\BLA 1.4 GHz radio catalog using
a matching radius of’2 (see § 4.2 for descriptions of the three sources with
> 1.5 positional offsets). Red filled, green filled, blue filleddarliack open
circles represent X-ray sources with2000,> 200, > 20, and< 20 counts
in the energy band where the source position was determinsgectively.
The red dotted curve shows the running median of positiorfaébfn bins
of 2’. The horizontal dashed line indicates the median offsd5() of the
expected false matches. We used these data to derive @886 confidence-
level X-ray source positional uncertainties, i.e., eq. (Bhree solid curves
indicate thexx 68% confidence-level positional uncertainties for souveiés
20, 200 and 2000 counts. (b) Positional residuals betweerXthay and
radio positions for the 132 main-catalog sources that halie @unterparts
within a radius of 15" [see Panel (a)]. Red and black filled circles indicate
sources with an off-axis angle of 6 and> €', respectively. A large blue
circle with a radius of &'’ is drawn at the center as a guide to the eysse|
the electronic edition of the Supplement for a color vergibthis figure]
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FIG. 7.— Histograms showing the distributions of positionakefffor
the 135 main-catalog sources that have counterparts inothd. 8 1.4 GHz
radio catalog using a matching radius df.2These 135 sources were di-
vided into four bins according to their positional uncertass estimated using
eq. (2): @/-0.25", 0.25”"-0.50", 0.50"-0.75", and 075"-1". The vertical
dashed line in each panel indicates the median X-ray poaitiomcertainty
in each bin. The dotted line shows the total expected numbrandiom radio
sources as a function of the positional offsgt35% of the radio counterparts

lie beyond the median X-ray positional uncertainty in each bi

1.5 2.0

(e.g., Sutherland & Saunders 1992; Ciliegi et al. 2003; Brus
et al. 2005, 2007) searches for probable counterpartsgakin
into account the positional accuracy of both the ONIR and
ChandraX-ray sources and also the expected magnitude dis-
tribution of the counterparts. Compared to a simple match-
ing method that searches for the nearest counterpart within
a given radius, the likelihood-ratio method significanté¢ r
duces the false-match probability toward faint ONIR magni-
tudes (see, e.g., § 2.4 of L10).

We used seven ONIR catalogs for identification purposes
(see Table 1 of L10 for further details):

1. The ESO 2.2-m WFIR-band catalog (denoted as
“WFI"; Giavalisco et al. 2004), with a& limiting AB
magnitude (Oke & Gunn 1983) of 23,

2. The GOODS-SHubble Space Telescof@lST) ver-
sion r2.0zz-band catalog (denoted as “GOODS-S”; Gi-
avalisco et al. 2004), with as5limiting AB magnitude
of 28.2;

3. The GEMSHST zband catalog (denoted as “GEMS?”;
Caldwell et al. 2008), with adblimiting AB magnitude
of 27.3;

4. The GOODS-S MUSIC catalog (denoted as “MUSIC”;
Grazian et al. 2006; we used theselected sources
in the V2 catalog that was presented in Santini et al.
2009) based on the Retzlaff et al. (2010) VLT/ISAAC
data, with a limitingK-band AB magnitude of 28 (at
90% completeness);

5. The MUSYCK-band catalog (denoted as “MUSYC";
Taylor et al. 2009), with a & limiting AB magnitude
of 22.4;

6. The SIMPLE Spitzer/IRAC 3.6m catalog (denoted as
“SIMPLE”"; Damen et al. 2011), with ablimiting AB
magnitude of 23.8; and
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7. The VLA 1.4 GHz radio catalog (denoted as “VLA’; band counts of 49.8; 17 were detected in the soft band, with a
Miller et al. 2008), with a & limiting flux density of median number of soft-band counts of 40.5; 9 were detected
~ 40 pJdy. in the hard band, with a median number of hard-band counts

of 58.7; and 17 were detected in at least two of the three stan-

As mentioned in § 3.1, we find systematic positional off- dard bands. We also investigated @legandraevents for these
sets between the optical/near-infrared catalogs and tlie ra 24 sources and concluded that they were not compromised by
catalog and have chosen to shift all the optical and near-short-lived cosmic-ray afterglows. Of these 24 uniderdifie
infrared/infrared source positions throughout this paper  sources, 5 were previously detected in the LO8 main catalog,
0.178’ in right ascension ang0.284" in declination to be 3 were previously detected in the LO8 supplementary CDF-S
consistent with the radio astrometry. plus E-CDF-Chandracatalog, and 16 were only detected in

We found that 716 (96.8%) of the 740 main-catalog sourcesthe 4 Ms observations. As for the nature of these 24 uniden-
have ONIR counterparts. For an X-ray source having multi- tified sources, we refer readers to § 4.1 of L10 and references
ple counterparts from the likelihood-ratio matching (108ts therein for detailed discussion of the possibilities. Fare-
cases), we chose a primary counterpart from, in order of pri-ple, 5 of these 24 unidentified sources are probably related
ority, the VLA, GOODS-S, GEMS, MUSIC, WFI, MUSYC, to off-nuclear X-ray sources associated with nearby gakaxi
or SIMPLE catalog. This order is chosen based on several(e.g., Hornschemeier et al. 2004; Lehmer et al. 2006; note
related factors: the positional accuracy, angular reosiut that, in this paper, we did not attempt a thorough identifica-
(to minimize any blending effects), false-match probaili  tion of off-nuclear X-ray sources).
and catalog depth. Manual adjustments were made to a few

sources based on visual inspection (e.g., we selected the op 4.4. Main-Catalog Details

tical position rather than the VLA radio position if the radi We summarize in Table 2 the columns (a total of 79) in the
counterpart is clearly extended; see § 2.3 of L10 for more de-mainChandraX-ray source catalog; the main catalog itself is
tails). presented in Table 3. The details of the 79 columns are given

We used the Monte Carlo approach described in Broos et al.below.
(2007, 2011) to estimate the false-match probability fahea 1. Column 1 gives the source sequence number (i.e., XID).
ONIR catalog. The main-catalog X-ray sources are consid-We list sources in order of increasing right ascension.
ered to consist of two populations: an “associated popriati 2. Columns 2 and 3 give the right ascension and declination
for which true counterparts are expected in an ONIR catalog,of the X-ray source, respectively. We determined source pos
and an “isolated population” for which no counterparts are e tions following the procedure detailed in § 3.2. To avoidhtru
pected (e.g., the true counterparts may be too faint or biénd cation error, we quote the positions to higher precision tha
with other sources and thus not included) in an ONIR cata- the International Astronomical Union (IAU) registered resm
log. We estimated the false-match probability for the aissoc that begin with the acronym “CXO CDFS”.
ated population by producing a mock ONIR counterpart for 3. Columns 4 and 5 give the minimum value of P@P
each X-ray source and running the likelihood-ratio matghin is the AE-computed binomial no-source probability) among
procedure to find the counterpart recovery fraction. The off the three standard bands, and the logarithm of the mini-
set between the mock counterpart and the X-ray source is semumwAvDETECT false-positive probability detection thresh-
lected randomly based on the positional uncertaintiestlead  old, respectively. More negative values of BgColumn 4)
magnitude of the mock counterpart is drawn randomly from and false-positive probability threshold (Column 5) iratie
the expected magnitude distribution of the counterpams (d a more significant source detection. We setReg—99.0 for
rived previously in the likelihood-ratio matching proceeu sources withP = 0. For the main-catalog sources, the me-
The mock ONIR catalog is thus composed of the mock coun- dian value of lod is —8.9 (note thatP < 0.004, correspond-
terparts and the original ONIR catalog with source posgtion ing to logP < -2.4, is the condition for a source to be in-
shifted and potential counterparts removed. To estimae th cluded in the main catalog). There are 493, 57, 69, and 121
false-match probability for the isolated population, witsh sources with minimunwAVDETECT probabilities® of 1078,
the X-ray source positions and recorrelated the shifteccesu 1077, 10°°, and 10°, respectively (see Fig. 5).
with the ONIR sources using likelihood-ratio matching. The 4. Column 6 gives the: 68% confidence-level X-ray po-
above simulations were performed 100 times for each X-ray sitional uncertainty in arcseconds computed using eq. (2),
source population, and the results were used to solve féirthe which is dependent on both off-axis angle and aperture-
nal false-match probability for each ONIR catalog (see Broo corrected net source counts. The68% confidence-level
et al. 2011 for details). The false-match probability foe th  X-ray positional uncertainty was used in the likelihootiga
associated population is generally smaller than that fer th matching procedure (see § 4.3). The positional uncertéanty
isolated population, and the final false-match probabftity the main-catalog sources ranges frorbJ to 1517, with a
each ONIR catalog is. 4%. The expected mean false-match median value of @2".
probability for the main-catalog sourcesas2.1%, derived 5. Column 7 gives the off-axis angle of the X-ray source in
by weighting the false-match probabilities of individual® arcminutes, which is the angular separation between thayX-r
catalogs with the number of primary counterparts in each cat source (coordinates given in Columns 2 and 3) and the CDF-S
alog. We note that the high identification rate, combinedhwit average aim point (given in Table 1). The off-axis angle for
the small false-match rate, provides independent evidéiate  the main-catalog sources ranges frol8to 1236, with a
the vast majority of our X-ray detections are robust. median value of B2. The maximum off-axis angle of 126

For the 24 main-catalog sources that do not have highly sig-is slightly larger than a half of the diagonal size of the ACIS
nificant multiwavelength counterparts, we visually indpec ~ field of view (1195), due to the fact that the CDF-S obser-
the X-ray images and found that the majority of them have vations have varying aim points and roll angles, as shown in
apparent or strong X-ray signatures. Of these 24 sources, 19able 1.
were detected in the full band, with a median number of full- 6. Columns 8-16 give the aperture-corrected net (i.e.,
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TABLE 2. OVERVIEW OF COLUMNS IN THE MAIN ChandraSOURCE CATALOG

Column  Description

1 Source sequence number (i.e., XID)

2,3 Right ascension and declination of the X-ray source

4 Minimum value of log® among the three standard banBsg the AE-computed binomial no-source probability)
5 Logarithm of the minimunwavDETECT false-positive probability detection threshold

6 ~ 68% confidence-level X-ray positional uncertainty

7 Off-axis angle of the X-ray source

8-16 Aperture-corrected net (i.e., background-subticteurce counts and the corresponding errors for the timedard bands
17 Flag of whether a source shows any evidence for spatiahext

18, 19 Right ascension and declination of the optical/igeared/infrared/radio (ONIR) counterpart

20 Offset between the X-ray source and ONIR counterpart

21 AB magnitude of the ONIR counterpart

22 Name of the ONIR catalog from which the primary counterpastieen taken

23-43 Right ascension, declination, and AB magnitude of theterpart in seven ONIR catalogs
44-46 Spectroscopic redshift, redshift quality flag, aredréference for the redshift
47-57 Photometric-redshift information taken from sourcethé literature

58 Preferred redshift adopted in this paper

59 Corresponding 2 Ms CDF-S source number from the main andesapptaryChandracatalogs presented in LO8
60, 61 Right ascension and declination of the corresporiddgsource

62 Corresponding 250 ks E-CDF-S source number from the mais@glementarhandracatalogs presented in L05

63, 64 Right ascension and declination of the correspondd&ge-CDF-S source

65-67 Effective exposure times derived from the exposure rioatise three standard bands
68-70 Band ratio and the corresponding errors

71-73 Effective photon index with the corresponding errors

74-76 Observed-frame fluxes for the three standard bands

77 Absorption-corrected, rest-frame 0.5-8 keV luminosity
78 Estimate of likely source type
79 Notes on the source

TABLE 3. MAIN ChandraSOURCE CATALOG

X-ray Coordinates Detection Probability Counts
No. Q2000 82000 logP  WAVDETECT Pos Err Off-Axis FB FB Upp Err  FB Low Err SB SB Upp Err  SB Low Err
o @ 3 4 5) (6) ™ (8 9 (10) (11 (12) (13)
1.. 033135.79 -275136.0 -99.0 -8 0.5 11.98 186.8 19.0 17.9 117.8 135 12.4
2.. 033140.12 -274746.6 -30.9 -8 0.5 10.62 155.7 19.8 18.6 101.5 13.4 12.2
3.. 033141.01 -274434.7 -15.6 -8 0.6 11.10 96.5 15.7 145 315 8.5 7.3
4 .. 033143.25 -275405.6 -6.5 -5 0.8 11.41 54.1 13.8 12.6 199 -1.0 -1.0
5.. 033143.42 -275103.8 -5.9 -8 0.5 10.21 109.0 27.5 25.7 38.1 14.7 12.9
NoTE. — Units of right ascension are hours, minutes, and seconds, and units infatiecl are degrees, arcminutes, and arcseconds. Table 3 is presented in its entlirety in

electronic edition. A portion is shown here for guidance regarding its form amtgéco The full table contains 79 columns of information for the 740 X-rayes.

background-subtracted) source counts and the corresgpndi § 3.2, we rarwAVDETECT using 9 wavelet scales up to 16
1o upper and lower statistical errors (Gehrels 1986) for the pixels, which potentially allows detection of sources thisg
three standard bands, respectively. The photometry was calextended on such scales. We utilized the following prooedur
culated by AE using the position given in Columns 2 and 3 to assess extent. We first derived a set of cumulative EEFs by
for all bands and following the procedure described in § 3.2, extracting the PSF power within a series of circular apegur
and was not corrected for vignetting or exposure time vari- (centered at the source position) up to a 90% EEF radius from
ations. To be consistent with our source detection criterio the merged PSF image. We then derived another set of cu-
(i.e., P < 0.004), we considered a source to be “detected” mulative EEFs by extracting source counts within a series of
for photometry purposes in a given band only if the AE- circular apertures (also centered at the source positipnd u
computed binomial no-source probability for that band $sle  the same 90% EEF radius from the merged source image. Fi-
than 0.004. For sources not detected in a given band, we calnally, we used a Kolmogorov-Smirnov (K-S) test suitable for
culated upper limits and placedl.00 in the corresponding  two distributions to compute the probabilitys) that the two
error columns. When the total number of counts within the sets of cumulative EEFs are consistent with each other. €f th
polygonal extraction region of an undetected sourceswa®, 740 main-catalog sources, 7 hayg < 0.01 (i.e., the merged
we computed the upper limit using the Bayesian method of PSF and source images are inconsistent with each other at or
Kraft et al. (1991) for a 99% confidence level; otherwise, we above a 99% confidence level) and have the value of this col-
computed the upper limit at ther3evel for Poisson statistics umn set to 2; 24 have 01 < pks < 0.05 and have the value of
(Gehrels 1986). this column set to 1; all the remaining sources have the value
7. Column 17 gives a flag indicating whether a source of this column set to 0. A total of 31 main-catalog sources are
shows any evidence for spatial extent in basic testing. Inflagged as 1 or 2 that corresponds t® 85% confidence level,



14

which is comparable to the expected number of false-pasitiv scopic redshifts using a matching radius &0 Of the 716
determinations, i.e., 37 = 740(1-95%). These 31 sources main-catalog sources that have multiwavelength identifica
are located across the entire CDF-S field and do not show theions, 419 (58.5%) have spectroscopic redshift measuresmen
likely expected pattern of central clustering (since th&BS 343 (81.9%) of these 419 spectroscopic redshifts are secure
sharpest near the field center), which might also indicade th i.e., they are measured 2{95% confidence levels with mul-
many of these sources could be false positives. Moreover, wetiple secure spectral features (flagged as “Secure” in Colum
did not find any significant signature of extension for theke 3 45); 76 (18.1%) of these 419 spectroscopic redshifts are in-
sources upon visual inspection. For the sources thattavgh  secure (flagged as “Insecure” in Column 45). We estimated
slight extents or are point sources sitting on top of highty e  the false-match probability to bg 1% in all cases. Sources
tended sources, our AE-computed photometry should be reawithout spectroscopic redshifts have these three columns s
sonably accurate, as detailed in § 3.2. We note that a fewo -1.000, “None”, and-1, respectively.

highly extended sources in the CDF-S (e.g., Giacconi et al. 14. Columns 47-57 give the photometric-redshifid)
2002; LO5) cannot be identified here because these sourcegmformation taken from sources in the literature. Columns
have larger extents than _the maximum value of our adopted47-50 give the photometric redshift, the correspondiag 1
wavelet scales (i.e., 16 pixels); a full study of such exeehd |jower and upper boundS, and the alternative photometric
sources is beyond the scope of this paper and will be presenteredshift (set to-1.000 if not available) from L10. Columns
in A. Finoguenov et al. (in preparation). _ 51-54 give the photometric redshift, the correspondiag 1
8. Columns 18 and 19 give the right ascension and dec-jower and upper bounds, and the corresponding quality flag
lination of the ONIR counterpart (see § 4.3 for the details of Q. (smaller values of), indicate better quality; & Q, <1-3

multiwavelength identifications). Sources without mulie- jngjicates a reliable photometric-redshift estimate) froar-
length identifications have these right ascension andrecli  gamone et al. (2010). Columns 55-57 give the photometric
tion values set to “0 00 00.00" ané-00 00 00.0". redshift and the corresponding lower and upper bouné

9. Column 20 gives the measured offset between the X-rayfrom Rafferty et al. (2011). We chose the above photometric-
source and ONIR counterpart in arcseconds. Sources withoufegshift catalogs because they utilized extensive muwa
multiwavelength identifications have a value set1d00. length photometric data and produced accurate photometric

10. Column 21 gives the AB magnitude of the ONIR regshifts. L10 derived high-quality photometric redshifior
counterpart, measured in the counterpart-detection tand. the 462 L08 main-catalog X-ray sources with a treatment of
Sources without counterparts have a value set.t00. . photometry that included utilizing likelihood-matchimgan-

11. Column 22 gives the name of the ONIR catalog (i.e., ya| source deblending, and appropriate upper limits. Car-
VLA, GOODS-S, GEMS, MUSIC, WFI, MUSYC, or SIM- gamone et al. (2010) employed new medium-band Subaru
PLE) from which the primary counterpart has been taken. hhotometry and a PSF-matching technique to create a uni-
Sources without counterparts have this column setto “..".  form photometric catalog and derived photometric redshift

12. Columns 23-43 give the right ascension, declination, for over 80,000 sources in the E-CDF-S; their photometric
and AB magnitude of the counterpart in the above sevenyayghifts are of high quality, in particular for bright soes.
ONIR catalogs that are used for identifications (i.e., WFI, Rafferty et al. (2011) derived photometric redshifts foeov
GOODS-S, GEMS, MUSIC, MUSYC, SIMPLE, and VLA). 100,000 sources in the E-CDF-S, using a compiled photomet-
We cross matched the positions of primary ONIR counter- yic catalog that probes fainter magnitudes than the Cardamo
parts (i.e., Columns 17 and 18) with the seven ONIR cata- gt 5], (2010) catalog by including sources in the GOODS-S
logs using I|keI|hood—rat|o.mat_chlng. Sources without OU  MUSIC catalog (Grazian et al. 2006; Santini et al. 2009);
terparts have corresponding right ascension and dedmati thejr photometric redshifts are accurate down to faint fiuxe
values set to “0 00 00.00" and-00 00 00.0” and AB magni-  \ve cross matched the positions of primary ONIR counterparts

tudes set t0-1.00. We find~ 75%, 61%, 72%, 55%, 70%, (je. Columns 18 and 19) with the above photometric-retishi

GOODS-S, GEMS, MUSIC, MUSYC, SIMPLE, and VLA catalog sources that have multiwavelength identificati668

counterparts? respectively, with a false-match probability of (93 39%) have photometric-redshift estimates from at least
< 2% for each ONIR catalog (see § 4.3 for details). source (this number excludes sources identified as staes) gi
13. Columns 44-46 give the spectroscopic redshifed,  in Column 78, that have all these columns set-0000).
redshift quality flag, and the reference for the redshifteSp  \we estimate the false-match probability to 1% in all
troscopic redshifts were collected from Le Feévre etal. @00 o565 Sources without photometric redshifts have alkthes
Szokoly et al. (2004), Zheng et al. (2004), Mignoli et al. 5 ,mns set to-1.000. We show in Fig. 8 the histograms of
(2005), Ravikumar et al. (2007), Vanzella et al. (2008), (Zohot = Zsped /(1 + Zsped @nd (b) zonot for the above three
Popesso et al. (2009), Treister et al. (2009Balestra g5 rces of photometric redshift. It seems clear that thegpho
et al. (2010), and Silverman et al. (2010) with the ref- ouic redshifts from each of these three sources have high

erence numbers of 1-10 in Column 46, respectively. We 4 41itv#6 in terms of accuracy and outlier percentage [see
cross matched the positions of primary ONIR counterpartsq y y P ge [

(i.e., Columns 18 and 19) with the above catalogs of Spectro- 45 the photometric-redshift errors derived with the Zurich rgtlac-
tic Bayesian Redshift Analyzer (ZEBRA; Feldmann et al. 20Q6éher-

42 The AB magnitudes for the radio counterparts were converted the ally underestimate the real errors by factors=of3 and= 6 for the spec-
radio flux densitiesn(AB) = —2.5log(f, ) —48.60. troscopic and non-spectroscopic samples, respectivey €sg., § 3.4 of

43 Note that the GOODS-S and MUSIC catalogs coxeB9% of the L10). Therefore, mul'tiplying the _photometric-redshift esquesentec_l here
CDF-S while the other five catalogs cover the entire CDF-$ (Eable 1 by these corresponding factors (i.e:,3 and= 6 for the spectroscopic and
of L10 for more details);~ 70% of the main-catalog sources are in the non-spectroscopic samples, respectively) will roughlggealistic b errors.
GOODS-S/MUSIC area [see Fig. 13(a)]. 46 In Fig. 8(a), the photometric redshifts from both L10 and Bdf et al.

44 We flagged the spectroscopic redshifts from Treister et 2009) as (2011) appear to have smaller outlier percentages than ttwyeéCardamone

“Insecure” since Treister et al. (2009) did not provide tefigjuality flags. et al. (2010) because the spectral energy distribution @teplvere opti-
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Fig. 8(a)] and cover a similar range of 0-5 [see Fig. 8(b)]. 17. Columns 60 and 61 give the right ascension and decli-
We refer readers to the cited references for the respeative d nation of the corresponding L0O8 source (corrected for tise sy
tails of the photometric-redshift derivations, the adagets of ~ tematic positional shifts described in § 3.1) indicated oi-C
the adopted methodologies, and the caveats when using thesemn 59. Sources without an LO8 match have right ascension
photometric redshifts. and declination values set to “0 00 00.00” ard)0 00 00.0".

15. Column 58 gives the preferred redshift adopted in 18. Column 62 gives the corresponding 250 ks E-CDF-S
this paper. We chose redshifts, in order of preference,source number from the main and supplementahandra
as follows: (1) secure spectroscopic redshifts; (2) insecu catalogs presented in LO5. We adopted the same matching ap-
spectroscopic redshifts that are in agreement with at leastproach between X-ray catalogs as used for Column 59, again
one of the L10, Cardamone et al. (2010), or Rafferty with the E-CDF-S source positions corrected for the system-
et al. (2011) photometric-redshift estimates [i.EZspec— atic positional shifts described in § 3.1. For the 740 main-
Zphoo) /(1 + Zsped| < 0.15, where ZspedZpnot iS the spectro-  catalog sources, we find (1) 239 have matches in the E-CDF-S
scopic/photometric redshift]; (3) the L10 photometric red main Chandracatalog (the value of Column 62 is that from
shifts; (4) the Cardamone et al. (2010) photometric retishif col. [1] of Table 2 in LO5); (2) 5 have matches in the E-CDF-S
and (5) the Rafferty et al. (2011) photometric redshiftsth@f supplementary optically brigl@handracatalog (the value of
716 main-catalog sources that have multiwavelength iflenti  Column 62 is that from col. [1] of Table 6 in LO5 with a prefix
cations, 673 (94.0%) have spectroscopic or photometric red of “SP_", e.g., SP_1); and (3) 496 have no match in either of

shifts. the E-CDF-S main or supplementaBhandracatalogs (the
16. Column 59 gives the corresponding 2 Ms CDF-S sourcevalue of Column 62 is set to 0).
number from the main and supplement&iyandracatalogs 19. Columns 63 and 64 give the right ascension and decli-

presented in LO8. We matched our X-ray source positionsnation of the corresponding LO5 E-CDF-S source (corrected
(i.e., Columns 2 and 3) to LO8 source positions (corrected for the systematic positional shifts described in § 3.1)-ind
for the systematic positional shifts described in 8 3.1hgsi cated in Column 62. Sources without an E-CDF-S match have

a 25" matching radius for sources with off-axis angle: & right ascension and declination values set to “0 00 00.08” an
and a 40” matching radius for sources with> 6'. The mis- “—00 00 00.0".

match probability is~ 1% using this approach. For the 740  20. Columns 6567 give the effective exposure times de-
main-catalog sources, we find rived from the exposure maps (detailed in § 3.1) for the full,

) soft, and hard bands. Dividing the counts in Columns 8-

(a) 440 have matches to the 462 LO8 main-catalog sources|g by the corresponding effective exposure times will pro-
(the value of Column 59 is that from col. [1] of Table 2 vide effective count rates that have been corrected for vi-
in LO8; see § 4.5 for more details); gnetting, quantum-efficiency degradation, and exposure ti

variations.

(b) 41 have matches to the 86 LO8 supplementary CDF-S' 21 Columns 68-70 give the band ratio and the corre-
plus E-CDF-SChandracatalog sources (the value of gponding upper and lower errors, respectively. We defined
Column 59 is that from col. [1] of Table 5 in LO8 with  the hand ratio as the ratio of counts between the hard and soft
a prefix of “SP1_", e.g., SP1_1); bands, correcting for differential vignetting between tized

and soft bands using the appropriate exposure maps. We fol-

lowed the numerical error-propagation method described in

§1.7.3 of Lyons (1991) to compute band-ratio errors. This

method avoids the failure of the standard approximate vari-

ance formula when the number of counts is small and the
error distribution is non-Gaussian (e.g., see §2.4.5 ofi€ead
et al. 1971). We calculated upper limits for sources detecte
in the soft band but not the hard band and lower limits for
sources detected in the hard band but not the soft band. For
these sources, we set the upper and lower errors to the com-
puted band ratio. We set band ratios and correspondingserror
to —1.00 for sources detected only in the full band.

22. Columns 71-73 give the effective photon indexwith

the corresponding upper and lower errors, respectively, fo

a power-law model with the Galactic column density given

in 8 1. We calculated the effective photon index based on

In summary, of the 740 main-catalog sources, 503 were de-the band ratio in Column 68, using a conversion between the
tected previously in the 2 Ms CDF-S observations (the value €ffective photon index and the band ratio. We derived this
of Column 59 is greater than 0) and 237 were detected onlyconversion using the band ratios and photon indices calcu-
in the 4 Ms observations (the value of Column 59 is either lated by the AE-automated XSPEC-fitting procedure for rel-

-1 or 0). Compared to the LO8 main catalog, there are 300atively bright X-ray sources (with full-band counts greate

(i.e., 740-440 = 300) new main-catalog sources (see § 4.7 for than 200; this ensures reliable XSPEC-fitting results).sThi
more details of these 300 sources). approach takes into account the multi-epdghandra cali-

bration information and thus has an advantage over meth-
mized using the spectroscopic-redshift information befereptlate fitting in ods using only single-epoch calibration information sush a

both L10 and Rafferty et al. (2011). Blind-test results stibat the actual the CXC's Portable. Interactive. Multi-Mission Simulator
outlier percentages from L10 and Rafferty et al. (2011) an@garable to ’ .

those from Cardamone et al. (2010) (see, e.g., § 3.4 of L1Mwodetails of (PIMMS) method used by L0O8. We calculated upper limits
blind tests). for sources detected in the hard band but not the soft band

(c) 22 have matches to the 30 LO8 supplementary opti-
cally brightChandracatalog sources (the value of Col-
umn 59 is that from col. [1] of Table 6 in LO8 with a
prefix of “SP2_", e.g., SP2_1);

(d) 6 were outside of the 2 Ms CDF-S footprint of LO8 (the
value of Column 59 is set tel); the detection of these
sources is simply due to the new sky coverage (rather
than the improved sensitivity) of the 4 Ms CDF-S; and

(e) 231 have no match in any of the LO8 main and supple-
mentaryChandracatalogs; these sources were inside
the 2 Ms CDF-S footprint but are only detected now
due to the improved sensitivity of the 4 Ms observations
(the value of Column 59 is set to 0).
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FIG. 8.— (a) Histogram 0fZnot — Zsped/ (1 + Zsped for L10 (218 sources), Cardamone et al. (2010; 314 souraad)Rafferty et al. (2011; 339 sources). (b)
Histogram ofzynet for L10 (black histogram; 417 sources), Cardamone et al. (20atk-gray histogram; 508 sources), and Rafferty et al. 120ght-gray
histogram; 611 sources). The histograms have been slighftgdifor clarity.

and lower limits for sources detected in the soft band but notas opposed to the observed flux given in Column 74), and fol-
the hard band. For these sources, we set the upper and lowdows the equatiorLos-g kev = 47d{ fo5-5 kev,im(1+z)Fim‘2 to
errors to the computed effective photon index. For low-¢oun derivelgs-g kev (Whered, is the luminosity distance armis
sources, we are unable to determine the effective phot@xind the adopted redshift given in Column 58). In this procedure,
reliably; we therefore assumé&ud= 1.4, which is arepresenta- we set the observed band ratio to a value that corresponds to
tive value for faint sources that should yield reasonabbefu I' = 1.4 for sources detected only in the full band; for sources
and set the corresponding upper and lower errors to 0.00. Wehaving upper or lower limits on the band ratio, we adopted
defined sources with a low number of counts as being (1) de-their upper or lower limits for this calculation. Basic lumi
tected in the soft band witk: 30 counts and not detected in nosity estimates derived in this manner are generally faand
the hard band, (2) detected in the hard band with5 counts  agree with those from direct spectral fitting to within a &act
and not detected in the soft band, (3) detected in both the sofof ~ 30%*'; the direct spectral-fitting approach should pro-
and hard bands, but with 15 counts in each, or (4) detected duce more reliable estimates, but is beyond the scope of this
only in the full band. paper. Sources without redshift estimates have this column
23. Columns 74-76 give observed-frame fluxes in units of set to—1.000; negative luminosity values other thah.000
erg cm? st in the full, soft, and hard bands. We computed indicate upper limits.
fluxes using the counts in Columns 8-16, the appropriate ex- 25. Column 78 gives a basic estimate of likely source
posure maps (Columns 65—-67), and the effective power-lawtype. We categorized the X-ray sources into three basistype
photon indices given in Column 71. We did not correct fluxes “AGN”", “Galaxy”, and “Star”. We utilized four criteria that
for absorptions by Galactic material or material intrirtsithe are based on distinct AGN physical properties and one cri-
source. Negative flux values indicate upper limits. We note terion that is based on optical spectroscopic informatmn t
that, due to the Eddington bias, sources with low net countsidentify AGN candidates, which must satisfy at least one of
(given in Columns 8-16) could have true fluxes lower than these five criteria. We briefly describe these criteria below
those computed here (see, e.g., Vikhlinin et al. 1995; Geor- . o o ] ]
gakakis et al. 2008). We do not attempt to correct for the (&) A source with an intrinsic X-ray luminosity (given in
Eddington bias, since we aim to provide only observed fluxes Column 77) ofLos-g kev > 3x 10* erg s* will be iden-
here. Determining more accurate fluxes for these sources tified as a luminous AGN.
would require (1) using a number-count distribution prior t
estimate the flux probabilities for sources near the seityiti
limit and/or (2) directly fitting the X-ray spectra for each-o
servation; these analyses are beyond the scope of this paper
24. Column 77 gives a basic estimate of the absorption-
corrected, rest-frame 0.5-8 keV luminositip§-g kev) In
units of erg 3. We calculated.o5-g kev USiNg the procedure
detailed in § 3.4 of Xue et al. (2010). Briefly, this procedure

models tt'je X-Iray_emtl)ssmn_usm_g a power-lzw with kt))o_th IN- (d) A source with excess (i.e., a factor®f3) X-ray emis-
trinsic and Galactic absorption (i.&powx wabsx zwabsin sion over the level expected from pure star formation
XSPEC) to find the intrinsic column density that reproduces

f[he observed band rath (givenin Column 68_), assuming a tYP- 47 we caution that our baslg s-g kev estimates could be subject to larger
ical power-law photon index dfi; = 1.8 for intrinsic AGN uncertainties for heavily obscured AGNs. This is not onlg tuthe increas-
spectra. It then corrects for both Galactic and intrinsie ab ing difficulty in determining the intrinsic column density frothe observed

; ; A . band ratio, but also due to the fact that other components (eftgction, and
sorption to obtain the absorpuon corrected ﬂd%5('8 keViints scattering) become stronger in such heavily obscured saurce

(b) A source with an effective photon index (given in Col-
umn 71) of" < 1.0 will be identified as an obscured
AGN.

(c) A source with an X-ray-to-optical flux ratio of

log(fx/fr) > -1 (where fx = fos-gkev, fos5-2kev, OF
fo-g kev) Will be identified as an AGN.
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will be identified as an AGN, i.e., withos-g kev >
3% (8.9x 1017|-R), whereLg is the rest-frame 1.4 GHz TABLE 4. SUMMARY OF ChandraSOURCEDETECTIONS
monochromatic luminosity in units of W HZz and Number of Detected Counts Per Source

8.9 x 10""Lg is the expected X-ray emission level that  pand (kev) ~ Sources — Maximum Minimum Median Mean
originates from starburst galaxies (see Alexander et al.

, L 99 = Full (0.5-8.0 634 35657.0 11.4 101.4 4974
2005 for the details of this criterion). ngt((o.s—z.o)) 650 25470.7 6.0 451 2038
Hard (2-8) 403 10219.3 10.7 99.9  302.8

(e) A source with optical spectroscopic AGN features such
as broad emission lines and/or high-excitation emis-

sion lines will be identified as an AGN; we cross gat48 since the production of the L08 catalogs. The detailed
matched the sources (using the ONIR counterpart po-gjsferences (e.g., scattering) in the derived X-ray phattmn
sitions given in Columns 18 and 19) with the Spectro- gre mainly due to source variability and/or the above bB
scopically identified AGNs in Szokoly et al. (2004), pdates (e.qg., sources with different X-ray spectral shape
Mignoli et al. (2005), and Silverman et al. (2010), Us- affected differently by theseALDB updates). The approx-
ing & matching radius of.8". imately doubled exposure improves the source positions and

: o . spectral constraints significantly. Hence, the 4 Ms CDF4S ca
We note that the above five criteria are effective but not com- alogs presented here supersede those in LOS.

plete in identifying AGNs and refer readers to, e.g., Bauer Twenty-two (i.e., 462440 = 22) of the 462 sources de-
etal. (2004), Alexander et al. (2005), Lehmer et al. (2008), yo¢teq in the LO8 main catalog are not included in our main
and Xue et al. (2010) for discussions and caveats (€.9., 0W-atal0g, among which 3 are included in our supplementary
luminosity and/or highly obscured AGNs may still not be c41510g (see § 5). Thus, there are a total of 19 “missing” LO8
identified through the criteria presented here). We also-ide  main_catalog sources not included in the 4 Ms main or sup-
tified likely stars by cross matching the sources (using the plementary catalogs. Among these 19 missing sources, there

ONIR counterpart positions given in Columns 18 and 19) gre two cases where a source was previously listed as being
with (1) the spectroscopically identified stars in Szokdlgle in a close pair but is now removed due to no apparent sig-

(2004), Mignoli et al. (2005), and Silverman et al. (2010), patyre of a close pair in the 4 Ms images. Of the remaining
(2) the likely stars with stellarity indices greater tharr 0. 17 sources, 12, 3, and 2 have a logarithm of the minimum
in the GEMSHST catalog (Caldwell et al. 2008), and (3) ~\aypeTECT false-positive probability detection threshold of
the likely stars W|th best-fit stellar templates in the MUSYC _g _7 and-8in the LO8 main catalog, respectively. Among
photometric-redshift catalog (Cardamone et al. 2010pQISi  these 17 sources, 9 have no multiwavelength counterpatts an
a matching radius of §”. We inspected each of the sources 46 ng emission clearly distinct from the background in the
identified as stars in tH@STimages and retrieved sources that 4 \s images, which indicates that most of these 9 sources are

appear to be galaxies (i.e., set our classification to glaxy jiely false detectiond? For the other 8 sources that have rel-
The sources that were not identified as AGNs or stars are Clasatively faint multiwavelength counterparts, they alsoéao

sified as "galaxies”. Of the 740 main-catalog sources, 568 5narent X-ray signatures in the 4 Ms images although a few
(7?'8%)' 16% (2,[1'9%)' and t.lo I(l'sgf’t)harg égexg';'\led. athGNs_, of them have full-band counts ¢f 20-30 in the L08 catalog;

galaxies, and stars, respectively. € SINM&MAI yhage 8 sources are likely real %—ray sources, but they dre no
catalog, 65.1%, 40.3%, 91.7%, 14.8%, and 1.1% satisty thejetecte in the 4 Ms images probably due to source variabil-

A o oo, e annotated? 2T ackoround ucuatons, s the second 2 s expo-
. ) . ; y ure was takers 2.5 years after the completion of the first
\s/gurg?esaa;[,vti?he I:Ee,!d(gggeséﬁégeoﬂ?r;'ig dogéﬂ?cigfi:]h?:lggé 2 Ms exposure. Indeed, all of these 8 sources were variable
dO)l/Jb|eS or triples with “C” (a total ())/f 35 sources; these 35 lga_t 2 99.7% Eom_‘lden(;e Ievegsf}bzased fl)n K-Stests) ang became
sources have overlapping polygonal extraction regions tha ainter (i.e., having a factor ~ §ma er count rates) uring
correspond texz 40—-75% EEFs; see § 3.2). Sources not an- the second 2 Ms of observations; consequently, the addifion
: Lk background counts diluted their signals from the first 2 Ms of
notated have this column set to “...". ionso > _
observations’ We note that source variability is not uncom
) ) ) mon among the CDF sources: Qve_r_short timescales (gays—to—
4.5. Comparison with 2 Ms CDF-S Main-Catalog Sources  eeks) a~ 35% median flux variability for the sources in the
We summarize in Table 4 the source detections in the thredfirst 2 Ms data set has been observed; over long timescales
standard bands. In total 740 sources are detected, with 634(years) source fluxes could vary by up to a factor&-10
650, and 403 detected in the full, soft, and hard band, respecin a few extreme cases (Paolillo et al. 2004; M. Paolillo et al
tively. As stated earlier in § 4.4 (see the description of-Col 2011, in preparation).
umn 59), 503 of the main-catalog sources were detected in We summarize in Table 5 the number of sources detected
the LO8 main or supplementary catalogs, among which 440in one band but not another. There are 21, 101, and 5 sources
were detected in the LO8 main catalog. For these 440 com- o .
mon sourrces, we find general agreemen between the derived, 7o S¥Tfle, here was = eeaibiaen o g ACe AR
X'fg}’ photgmgtrty presente? fl]lell;e agd in LCt)8. ::OI’ 'nséirr]]eei_g‘gthe effective area below 2 keV anda0-8% reduction between 2 and 5 keV/
median ratio between our tuli-pana count rates an € (see http://cxc.harvard.edu/ciao/why/caldb4.1.1_hintl).
full-band count rates for the 387 full-band detected sairce  “° We note that L08 estimated the number of false detections inrtieen
(among these 440 common sources) is 1.03, with an imerquarcatalog to bex 18, which is a conservative estimate; the real number of false
: _ : . _ detections is likely= 2-3 times smaller, i.eaz 6-9 (see § 3.2 of L08).
gloeurnat“:gteegfisoi.‘g;in::-.ldh Thgs% Ifncreasc? Itn tf][e 'IIEIJ” ban.?l 50 Of these 8 sources, only 3 satisfy the 0.004 criterion during the first
_ y caused by a tew updates 1o the ancilliarys s exposure, while none satisfies the 0.004 criterion during the second
response file (ARF) and contamination model in tre.DB 2 Ms exposure.
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TABLE 5. SOURCESDETECTED IN ONE BAND BUT NOT ANOTHER 1‘2*8 3 05-80 Kkev 3
100 F 4
Detection Band Nondetection Energy Band 80 3
(keV) u 0 ar 28 E 3
Full (0.5-8.0) N 85 236 2 28F E
Soft (0.5-2.0) 101 ... 316 5 159F 0.5-2.0 keV 3
Hard (2-8) 5 69 . @ 100 3
5 80F =
. c 60F 3
NoOTE. — For example, there were 85 sources detected in the full & ‘ZLO E E
band but not in the soft band. € o8E
“ soc 2.0-8.0 keV 3
200 ig E E
150 0.5-8.0 keV g E
20 3
100 ok E

=17 —16 —15 —14 =13

=0 10 10 10 10 10

X—ray Flux (erg ecm™2s™")

FIG. 10.— Histograms of X-ray fluxes for the main-catalog souroefe
full (top), soft (middle, and hard jotton) bands. Sources with upper limits
have not been included in the plots. The vertical dottedslimglicate the
median fluxes of 8 x 10716, 1.0 x 10716 and 11 x 10715 erg cm? s71 for
the full, soft, and hard bands, respectively.

0.5-2.0 keV

Number of Sources
o
o
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100 2.0-8.0 keV
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Detected Counts r 1
FiG. 9.— Histograms of detected source counts for the main-aatalo 200 7
sources in the fulltbp), soft (middlg, and hard ljotton) bands. Sources r ]
with upper limits have not been included in the plots. Theivattdotted = 450l b
lines indicate median numbers of counts in each band (see Zpble B :
100 F .
detected only in the full, soft, and hard band, respectj\ady i ]
opposed to 31, 56, and 3 sources detected only in the full, sof 50 -
and hard band in the LO8 main catalog. r 1
of ‘ L - ‘ ]
4.6. Properties of Main-Catalog Sources 20 15 10 -5
In Figure 9 we show the distributions of detected counts in log P
the three standard bands for the main-catalog sources. The
median number of counts is 101. 45. and 100 for the full FIG. 11.— Histogram of the AE-computed binomial no-source prdtgb

. .. P, for the main-catalog sources. For the purpose of illustnative set the
soft, and hard band, respectively. There are 319 sources wit | o< ofp <102 to P = 1020 in this plot. The shaded areas indicate

> 10_0 full-band counts, for which basic spectra} analyses aresources that have no multiwavelength counterparts, withtinebers of these
possible; there are 202, 101, and 60 sources wig00, 500, unidentified sources listed above the corresponding shadec.
1000 full-band counts, respectively.

In Figure 10 we show the distributions of X-ray flux in the

three standard bands for the main-catalog sources. Thg X-ra
fluxes span roughly four orders of magnitude, with a median WF! R-band, the GOODS-S/GEMSIST zband, and the

value of 68 x 10—16, 1.0 % 10—16’ and 11 x 10715 erg cm‘z sl SIMPLE IRAC 36um band Wlth adaptive!y smoothed full-
for the full, soft, and hard band, respectively. band X-ray contours over]ald for t_he main-catalog sources.
We show in Figure 11 the distribution of the AE-computed |he Size of X-ray sources in these images spans a wide range
no-source probabilit (given in Column 4) for the main-  largely due to PSF broadening with off-axis angle.
catalog sources; sources without multiwavelength counter . .
parts (given in Columns 18 and 19) are highlighted by shaded 47 Properties of the 300 New Main-Catalog Sources
areas. Itis clear that the majority of the main-catalog sesir In this section we examine the properties of the 300 main-
have low no-source probabilities (i.e., with IBgL —6). We catalog sources that were not detected in the LO8 main ¢atalo
find that 1.3% of the lo§ < -6 sources have no multiwave- (hereafter new sources), putting emphasis on the compariso
length counterparts, as opposed to the 6.6% oPlog—6 with the sources previously detected in the LO8 main catalog
sources that lack multiwavelength counterparts. Combined(hereafter old sources; a total of 74800 = 440 sources).
with the small false-match rate (see § 4.3), the above oaserv  Figure 13(a) shows the positions of the new sources (shown
tions suggest that an X-ray source having a secure multiwave as filled symbols) and the old sources (shown as open sym-
length counterpart is an effective indicator of it beinglrea bols), with source types (given in Column 78) being color-
We show in Figure 12 “postage-stamp” images from the coded (red for AGNs, black for galaxies, and blue for stars,
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FIG. 12.— Typical postage-stamp images from (a) the \fHand, (b) the GOODS-S/GEMSST zband, and (c) the SIMPLE IRAC 36m band for the
main-catalog sources with full-band adaptively smoothe@yeaontours overlaid. The contours have a logarithmic saaderange fron~0.003%—-30% of the
maximum pixel value. The labels at the top of each image givedhece name (for right ascension, the hours “03” have been edrfitr succinctness) derived
from the source coordinates and the source type (“A’ derfd8dl”; “G” denotes “Galaxy”; and “S” denotes “Star”). The mbers at the bottom of each image
indicate the source number, the adopted redshift, and thbdad counts or upper limit (with a” sign). There are several cases where no X-ray contours are
present, either because these sources were not detectedfirl tband or their full-band counts are low resulting ieittobservable emission in the adaptively
smoothed images being suppressedbyiooTH Each image is 25x 25", with the source of interest located at the center. The ¢siwfiall the main-catalog
sources are available in the electronic editid®eg the electronic edition of the Supplement for a compégtgon of this figurg.
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respectively). Different symbol sizes represent differdk frame 0.5-8 keV luminosity (given in Column 77) for new
binomial no-source probabilities (see Column 4 of Table 3), sources (main panels) and old sources (insets), sepanated b
with larger sizes indicating lower no-source probabiitiee., source type. Based on our source-classification scheme, it
higher source-detection significances). In the GOODS-S re-is clear that sources with different types have disparate di
gion, there are 512 main-catalog sources, with 221 being newtributions of flux and luminosity when either new or old
in the CANDELS region, there are 258 main-catalog sources,sources are considered, and that overall galaxies becane th
with 123 being new; and in the UDF region, there are 45 numerically dominant population at full-band fluxes lesath
main-catalog sources, with 20 being new. The source densi~ 10716 erg cm? s or 0.5-8 keV luminosities less than
ties of both new and old sources decline toward large off-axi ~ 10*? erg s*;>! this trend is more pronounced when only
angles as the sensitivity decreases (see 8§ 7.2); such a trendew sources are considered. It is also clear that (1) new
appears more apparent among new sources than among olsburces (either AGNs or galaxies) have similar ranges of flux
sources, e.g., 22.0% of new sources and while only 14.8% ofand luminosity to those of old sources (either AGNs or galax-
old sources havé < 3, and 62.0% of new sources and while ies); (2) new sources (either AGNs or galaxies), as expected
only 46.1% of old sources hawe < 6, respectively. Fig-  typically have smaller fluxes (i.e., have a smaller mediax)flu
ure 13(c) presents the observed source density as a fulétion than old sources (either AGNs or galaxies); (3) compared
off-axis angle for all the main-catalog sources. OveraBMs to old AGNs, new AGNSs typically have smaller luminosities
have larger observed source densities than galaxies. Howev (i.e., have a smaller median luminosity); and (4) compaoed t
since the slope of the observed galaxy number counts at fainbld galaxies, new galaxies have comparable luminosities (i
fluxes is steeper than that of the observed AGN number countdave about the same median luminosity).
(e.g., Bauer et al. 2004), the galaxy source density aphesac We show in Figure 16(a) the band ratio as a function of full-
the AGN source density toward smaller off-axis angles,(i.e. band count rate for new sources (shown as filled symbols)
toward lower flux levels). This can also be seen in Fig. 13(d) and old sources (shown as open symbols). The sources are
that plots the observed source density versus off-axiseangl color-coded according to their likely types, with red, {ac
for new sources; withi = 3, the new galaxies already out- and blue colors indicating AGNs, galaxies, and stars, @spe
number the new AGNSs (36 versus 30). Near the center of thetively. Also shown in Figure 16(a) are the average bandsatio
4 Ms CDF-S (withing = 3'), as shown in Fig. 13(c), the over- derived from stacking analyses following the procedure de-
all observed AGN and galaxy source densities have reachedcribed in Luo et al. (2011), for all AGNs, all galaxies, afid a
98001359 deg? and 69005:3° deg?, respectively. We note  sources (including both AGNs and galaxies), shown as large
that detailed analyses of the overall source densitiesfferd crosses, triangles, and diamonds, respectively. As eggect
ent source types, which consider effects such as the Eddingt the overall average band ratio is dominated by AGNs because
bias and incompleteness, are beyond the scope of this work. most of the main-catalog sources are AGNs and AGNs typ-
We show in Figure 14 plots of (a) observed-frame full- ically are more X-ray luminous than galaxies (see Fig. 15).
band flux (given in Column 74) vs. redshift (given in Col- The overall average band ratio rises between full-bandtcoun
umn 58), (b) absorption-corrected, rest-frame 0.5-8 keV Iu rates of~ 102 and~ 10 count §*, and it levels off and
minosity (given in Column 77) vs. redshift, and (c) band ra- subsequently decreases below full-band count ratesidi*
tio (given in Column 68) vs. absorption-corrected, reatyfe count §*. The former increasing trend of the average band ra-
0.5-8 keV luminosity, for new sources (shown as filled cir- tio is due to an increase in the number of absorbed AGNs de-
cles) and old sources (shown as open circles), respectivelytected at fainter fluxes and has been reported previousgly, (e.
Compared to old sources, new sources typically have smallefTozzi et et. 2001; A03; LO5; L08); the latter decreasingdren
full-band fluxes and 0.5-8 keV luminosities [see their @ust  of the average band ratio is partly because the contribution
ing at the faint-flux end in Fig. 14(a) and at the low-lumirtgsi ~ from normal and starburst galaxies increases at these fowes
end in Fig. 14(b)], which is expected since the 4 Ms CDF-S count rates (e.g., Bauer et al. 2004). Note that, at the low-
has fainter flux limits than the 2 Ms CDF-S. The existence est count rates studied, most of the sources have only band-
of a small number of new sources at the high-flux/luminosity ratio upper limits; thus the average band ratio lies belasv th
end leads to the full range of flux/luminosity for new sources individual-source upper limits. We show in Figure 16(b) the
being similar to that for old sources; these bright/lumisiou fraction of new sources as a function of full-band count rate
sources are typically located at relatively large off-aais for the main-catalog sources. Above full-band count rates
gles. As shown in Fig. 14(a), there is no apparent correla-of ~ 10 count s, the fraction of new sources is small
tion between full-band flux and redshift for either new or old and roughly constant{ 5-13%); below full-band count rates
sources, and the 4 Ms CDF-S is detecting an appreciable numef ~ 10 count s?, the fraction of new sources rises from
ber of the faintest sources at least upzte: 3. According ~ 12% to= 67% toward smaller full-band count rates.
to Fig. 14(b), the 0.5-8 keV luminosity spans a very broad To examine further the band-ratio behavior of new and old
range (roughly six orders of magnitude) for both new and old sources, we show in Fig. 17 the average (i.e., stacked) band
sources; 13.6% of the main-catalog sources are very lumi-ratio in bins of redshift and X-ray luminosity for new AGNs,
nous (withLos-g kev > 10* erg s%; most are old sources), old AGNs, new galaxies, and old galaxies, respectively. Ac-
among which there are a number of sources that are highlycording to Fig. 17, (1) new AGNs have larger band ratios than
obscured [see the upper right corner of Fig. 14(c)]. As seenold AGNs no matter which bin of redshift or X-ray luminosity
in Fig. 14(c), new sources could potentially have a similar
range or distribution of band ratio to that of old sourcegeni ®1 There may be a selection effect that can potentially cortgitio
that 82.7% of new sources have either lower limits (19.0%) or e result that galaxies numerically dominate over AGNL.@-s kev

P . . . 2 <1 i 2 <1
upper lmits (BL.0%) on thei band ratos (see relevantuisc i 8.5, 0ets esaions 20, 0% 29 el
ions on this point later in this section). ' ¢ . : ascapt
ston T Column 78),> 92% of the AGNSs in the main catalog can be identified by the
Flgure 15 shows distributions of observed-frame full-band criteria other than the luminosity criterion; thereforeclsa selection effect

flux (given in Column 74) and absorption-corrected, rest- should be minimal.
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FiGc. 13.— (Top) Source spatial distributions for (a) the mairatg and (b) the supplementary optically bright catalog.r8esithat are considered AGNSs,
galaxies, and stars (given in Column 78) are colored redkbkw blue, respectively. Open circles indicate AGNskjakthat were previously detected in (a)
the LO8 main catalog or (b) the LO8 main or supplementary ofyitaight catalog; open stars in (a) indicate stars that ypeegiously detected in the LO8 main
catalog; filled circles and stars indicate new AGNs/gakgird stars, respectively. The regions and the plus sigrhargaime as those in Fig. 1. In panel (a),
the sizes of the circles and stars indicate the AE binomiadawree probabilities, with larger sizes indicating lowersource probabilities: as the size becomes
smaller, the AE binomial no-source probabiliymoves from log® < -5, -5 < logP < -4, -4 < logP < -3, to logP > 3. In panel (b), all sources have
logP > -3 and are plotted as circles/stars of the same size. (Bottorsgrdd source density for different source types as a famat off-axis angle for (c)
all the main-catalog sources and (d) the new main-catalogesuas computed in bins &0 = 1’. 1o errors are calculated using Poisson statistisse [the
electronic edition of the Supplement for a color versiorhig figure]
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FiG. 14.— Plots of (a) observed-frame full-band flux vs. redskiify absorption-corrected, rest-frame 0.5-8 keV luminosstyredshift, and (c) band ratio vs.
absorption-corrected, rest-frame 0.5-8 keV luminosity tfier main-catalog sources. Gray open circles indicate the-osalog sources that were previously
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indicate limits. Several sources shown in Panels (a) andd@ photometric redshifts greater thamd.5; these photometric redshifts are probably not very
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description of Column 78 for details).



22

GOFTT T T DR galaxies, and stars, respectively. For comparison, we also
show in Fig. 18(c) the IRAC 3.eum magnitude versus the
full-band flux for new sources (filled symbols) and old sosrce
(open symbols), since a higher fraction of the main-catalog
sources have counterparts in the IRAC a1@ band than in
the WFIR-band (i.e.~ 88% vs.~ 75%; see the description
of Columns 23—-43). Overall, a total of 568 (76.8%) of the
main-catalog sources are likely AGNs, and the majority of
them lie in the region expected for relatively luminous AGNs
[i.e., log(fx/fr) > —1; dark gray areas in Fig. 18(a)]; of these
568 AGNs, 192 (33.8%) are new. A total of 162 (21.9%) of
the main-catalog sources are likely galaxies, and the rityajor
BTN == TN ==== S of them lie in the region expected for normal galaxies, star-
—16 15 R —12 burst galaxies, and low-luminosity AGNSs [i.e., Idg( fr) <
log [0.5-8 keV Flux (erg em™ s™)] -1; light gray areas in Fig. 18(a)]; of these 162 sources, 104
‘ ‘ . (64.2%) are new. Only 10 (1.3%) of the main-catalog sources
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are likely stars with low X-ray-to-optical flux ratios; ofeke

10 stars, 4 are new. Among new sources, normal and starburst
galaxies account for a fraction ef 35%, in contrast tez 13%

if old sources are considered. The above source-clasgificat
analysis indicates that, as expected, the 4 Ms CDF-S survey

30 3
E is detecting sources in or close to a regime where the galaxy

number counts approach the AGN number counts, due to the
steeper number-count slope expected for galaxies (e.gerBa
et al. 2004).

Figure 19 shows the distributions of X-ray-to-optical flux
ratio for new AGNSs, old AGNs, new galaxies, and old galax-

N - ‘ N ies, respectively. It is clear that (1) new AGNs generallyeha
40 42 44 46 smaller X-ray-to-optical flux ratios than old AGNs and (2)
109[Los-g rev (erg s7)] new and old galaxies have similar distributions of X-ray-to

FIG. 15.— Distributions of (a) observed-frame full-band flux aff) optical flux ratio.

absorption-corrected, rest-frame 0.5-8 keV luminosity feg hew main-
catalog sources. The red and black histograms indicate AGNsgalax-

|
|
|
40 |
|
|
L
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5. SUPPLEMENTARY OPTICALLY BRIGHT CHANDRA SOURCE

ies, respectively. The vertical red and black dashed linégate the median CATALOG

values for AGNs and galaxies, respectively. Sources witheugimits on 5.1. Supplementary Catalog Production

full-band fluxes have not been included in the plotting fonglga); sources ] . .

without estimates of X-ray luminosities (due to no availaleléshift) or with Of the 152 (i.e., 892 740 = 152) candidate-list X-ray

uppelrlit;nits r(])n X-ray Iurr{ninositiels hfave r?ot lljc;aen includeld @ plotting far sources that were not included in the m&handra cata-
ane . The insets show results for the old main-catal . fee the H 'S
glectro(ni)c edition of the Supplement for a color versiorf\tixi‘mtgi;((;&gsfe]{S log (see § 4.1), 119 were Qf moderate S|gn|f|cancé(?(_@<
P < 0.1). To recover genuine X-ray sources from this sam-
ple, we constructed a supplement&yandrasource catalog
consisting of the subset of these sources that have bright op
is considered (presumably due to the fact that the deteofion tical counterparts. Given that the density of opticallyghbii
highly absorbed AGNs with large band ratios requires deepsources on the sky is comparatively low, it is likely that the
observations given the small ACIS-I effective area at high Chandrasources with such counterparts are real. We selected
energies); (2) in the two lower redshift bins €0z < 1 and bright optical sources from the WR-band source catalog de-
1 < z< 2), the band ratios of new and old galaxies appear scribed in § 3.1. We searched for bright optical countegpart
roughly consistent and constant within errors (hinting @t n (havingR < 24.0) to the 119 X-ray sources of interest using
evolution in the X-ray spectral shape of the accreting lyinar a matching radius of.2”. The choices of @04< P < 0.1,
populations that dominate the X-ray emission of nhormal and the R-band cutoff magnitude, and the matching radius were
starburst galaxies); (3) new AGNs and old AGNs have similar made to ensure a good balance between the number of de-
patterns of band ratio versus X-ray luminosity, both pegkin tected sources and the expected number of false sources. We
at the bin of 425 < log(Lx) < 435; and (4) in the lowest find a total of 36 optically bright X-ray sources, of which &ar
luminosity bin [loglx) < 41.5], new galaxies have a larger L08 main-catalog sources that were not included in our main
average band ratio than old galaxies, while in a higher lumi- catalog and 3 are L08 supplementary optically bright sairce
nosity bin [415 <log(Lx) < 42.5], new and old galaxies have (i.e., 30 new sources in the 4 Ms supplementary catalog). We
consistent band ratios. note that the majority (22 out of 30) of the LO8 supplemen-
We show in Figure 18(a) the WHR-band magnitude ver- tary optically bright sources are included in our main azgal
sus the full-band flux for new sources (filled symbols) and (see the description of Column 59); this explains the small
old sources (open symbols), as well as the approximate fluxnumber of LO8 supplementary sources included in our sup-
ratios for AGNs and galaxies (e.g., Maccacaro et al. 1988;plementary catalog. We estimated the expected number of
Stocke et al. 1991; Hornschemeier et al. 2001; Bauer et al.false matches to be 2.2 (i.e.,~ 6.1%) by manually shifting
2004; also see the description of Column 78 for AGN iden- the X-ray source positions in right ascension and decbnati
tification). The sources are color-coded according to their and recorrelating with the optical sources.
likely types, with red, black, and blue colors indicating N& We present these 36 X-ray sources in Table 6 as a supple-



23

0.5-8.0 keV Flux (erg cm™ s7")

/‘0716 /‘Ofk‘:) /‘0774 /‘0713
T T T T T T
(a) o O/® 0ld/New AGNs
100 r=—05 ° o b O/® 0ld/New Galoxies

Band Ratio (2.0—8.0 keV)/(0.5—2.0 keV)

©

% of New Sources
o~
O
\H‘\H‘\H‘\\\
[ ]
\H‘\H‘\H‘\\\

107° 107" 1077 1077
0.5—8.0 keV Count Rate (count s™")

FiG. 16.— (a) Band ratio vs. full-band count rate for the mairatzd sources (for reference, the toxis shows representative full-band fluxes, which
are derived from full-band count rates assuminig a 1.4 power law). Sources that are considered AGNs, galaxiesstans are colored red, black, and blue,
respectively. Open circles and stars indicate AGNs/gata&nd stars that were previously detected in the LO8 maitogatfiled circles and stars indicate
new AGNs/galaxies and stars, respectively. Arrows in@iagiper or lower limits, which mostly lie in the area of low couates. Sources detected only
in the full band cannot be plotted. Large crosses, trianglad diamonds show average band ratios as a function of dalitlwount rate derived in bins of
Alog(Count Rate) = ® from stacking analyses, for all AGNs, all galaxies, andalirces (including both AGNs and galaxies), respectidétrizontal dotted
lines show the band ratios corresponding to given effegh@on indexes. (b) Fraction of new sources as a functionlbbind count rate for the main-catalog
sources. The fractions are calculated in bing\ddg(Count Rate) = ®. [see the electronic edition of the Supplement for a coloriwersf this figure]

o
&

mentary optically brigh€Chandrasource catalog. The format expected for normal galaxies, starburst galaxies, and low-

of Table 6 is identical to that of Table 3 (see § 4.4 for the de- luminosity AGNs; 2 (5.6%) of these 36 sources are likely

tails of each column). We note that the source-detectida-cri stars. The majority of these 36 supplementary sources ap-

rion is P < 0.1 for the sources in this supplementary catalog, pear to be optically bright, X-ray faint non-AGNs (e.g., A03

as opposed t® < 0.004 for the main-catalog sources. Ad- Hornschemeier et al. 2003) as a result of our selection-crite

ditionally, we set the multiwavelength identificationatdd ria, and thus they are not representative of the faintestyx-r

columns (i.e., Columns 18-22) to the WIRIband matching  sources as a whole. A total of 31 (86.1%) of these 36 sources

results. have either spectroscopic or photometric redshifts. Ofsthe

. sources that have no redshift estimate, 2 are bright stains wi

5.2. Properties of Supplementary-Catalog Sources their redshifts set te1.000; the other 3 have their photometry

We show in Fig. 13(b) the positions of the 36 sources in severely affected by a nearby bright source, thus no redshif

the supplementary optically briglithandracatalog, with the  estimates were available.

30 new sources shown as filled circles. These 36 supplemen-

tary sources havB-band AB magnitudes ranging from 15.1 6. COMPLETENESS AND RELIABILITY ANALYSIS

to 23.9. We show in Fig. 18(b) the-band magnitude ver- We performed simulations to assess the completeness and
sus the full-band flux for these 36 sources, with the sourcesygjiapility of our main catalog; such practice has been com-

being color-coded based on their likely types. For compari- jon among X-ray surveys (e.g., Cappelluti et al. 2007, 2009;
son, Fig. 18(d) shows the IRAC 3;6n magnitude versus the  pyccetti et al. 2009).

full-band flux for these 36 sources. A total of 12 (33.3%)
of these 36 sources are likely AGNs; 22 (61.1%) of these

36 sources are likely galaxies and they all lie in the region 6.1. Generation of Simulated Data
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TABLE 6. SUPPLEMENTARY OPTICALLY BRIGHT ChandraSOURCE CATALOG

X-ray Coordinates Detection Probability Counts
No. Q2000 82000 logP WAVDETECT PosErmr Off-Axis FB FBUppErr FBLowErr SB SBUppErr SBLowErr
o @ 3 (C)] 5 (6) ™ 8 © (10) (11) 12) 13)
1.. 033144.64 -274519.4 -19 -5 0.8 10.10 35.4 19.2 18.0 258 -1.0 -1.0
2.. 033155.98 -273942.8 -2.0 -5 1.1 11.25 24.2 141 12.9 14.6 8.1 6.9
3.. 033156.42 -274411.4 -19 -5 0.6 8.19 39.5 21.5 18.9 16.6 12.4 9.8
4.. 033157.24 -274537.2 -1.3 -5 0.8 7.38 64.8 -1.0 -1.0 16.7 115 10.3
5.. 033207.63 -274927.2 -23 -8 0.5 4.63 23.4 11.2 10.0 12.2 6.7 5.5
NoTE. — Units of right ascension are hours, minutes, and seconds, and units infatieol are degrees, arcminutes, and arcseconds. Table 6 is presented in its entirety in

electronic edition. A portion is shown here for guidance regarding its form ametico The full table contains 79 columns of information for the 36 X-raycesi
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Fic. 17.— Average (i.e., stacked) band ratio in bins of (a) rét$h <
z<1,1<z<2,2<z<3,andz> 3) and (b) X-ray luminosity [lod(x) <
415,415<log(Lx) < 425,425<log(Lx) < 435, 435 < log(Lx) < 44.0,
and log(x) > 44.0] for new AGNs (filled circles), old AGNs (open circles),
new galaxies (filled squares), and old galaxies (open sguafide median
redshift or X-ray luminosity in each bin is used for plottiribhe number of
stacked sources in each redshift or luminosity bin is anadtat

the soft-band galaxy loly — log S relation of the “peak-M"
model by Ranalli, Comastri, & Setti (2005). The AGN and
galaxy integrated fluxes match the cosmic X-ray background
fluxes. The minimum soft-band fluxes simulated3 x 10718

erg cm? s for AGNs andr 2 x 1078 erg cm? s for galax-

ies) are a factor of 3—-5 below the detection limit of the cen-
tral 4 Ms CDF-S (see § 7.2); inclusion of these undetectable
sources simulates the spatially non-uniform backgroumal-co
ponent due to undetected sources. The soft-band fluxes of the
simulated AGNs and galaxies were converted into full-band
fluxes assuming power-law spectra with= 1.4 andIl" = 2.0,
respectively.

Second, we constructed event lists from 54 simulated
ACIS-I observations of the mock catalog, each configured to
have the same aim point, roll angle, exposure time, and aispec
solution file as one of the CDF-S observations (see Table 1).
The MARX simulator was used to convert source fluxes to a
Poisson stream of dithered photons, and to simulate their de
tection by ACIS. These event lists represent only evenss ari
ing from the mock point sources.

Third, we extracted the corresponding background event
files that are appropriate to the simulated source event files
from the real 4 Ms CDF-S event files. For each real event
file, we masked all the events relevant to the main-cataldg an
supplementary-catalog sources and then filled the masked re
gions with events that obey the local probability distribat
of background events. The resulting background event files
include the contributions¢ 0.5%) of unresolved faint sources
that was also present in the MARX-simulated source event
files. To avoid counting the contribution of unresolved fain
sources twice, we removed 0.5% of the events at random in
each background event file and then combined it with the cor-
responding source event file. Thus we produced a set of 54
simulated ACIS-I observations that closely mirror the 54l re
CDF-S observations.

Finally, we obtained a simulated merged event file (i.e.,
sum of source and background events) following § 3.1, con-
structed images from this simulated merged event file for the

First, we produced a mock catalog that covers the entireihree standard bands following § 3.1, rAMVDETECT on

CDF-S and extends well below the detection limit of the 4 Ms
exposure [i.e., mock 0.5-2 keV flux limits of (2-3)0718

erg cm? s!]. Source coordinates were assigned using a
recipe by Miyaji et al. (2007) to include realistic sourcasl
tering. In this mock catalog, each simulated AGN was as-
signed a soft-band flux that was drawn randomly from the
soft-band log\ — log Srelation in the AGN population syn-
thesis model by Gilli, Comastri, & Hasinger (2007). Each
simulated galaxy has a soft-band flux drawn randomly from

each simulated combined raw image at a false-positive prob-
ability threshold of 10° to produce a candidate-list catalog
following 8§ 3.2, and utilized AE to perform photometry (and
thus computeP values) for the sources in this candidate-list
catalog following § 3.2.

6.2. Completeness and Reliability
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FiG. 18.— (Top) WFIR-band magnitude vs. full-band flux for sources in (a) the maialog and (b) the supplementary optically bright catalogdrtbat the
legend in Panel (b) applies for all the panels in this figuBgurces that are considered AGNs, galaxies, and stars lare¢oed, black, and blue, respectively.
Open circles indicate AGNs/galaxies that were previoustected in (a) the LO8 main catalog or (b) the LO8 main or suppiéang optically bright catalog;
open stars in (a) indicate stars that were previously deddatthe LO8 main catalog; filled circles and stars indicate A&Ns/galaxies and stars, respectively.
Arrows indicate limits. Diagonal lines indicate constankfratios between the WHR-band and the full band, with the shaded areas showing th®xiprate
flux ratios for AGNs (dark gray) and galaxies (light gray).ofdm) IRAC 3.6pm magnitude vs. full-band flux for sources in (c) the main catalod (d) the
supplementary optically bright catalog. All the symbols dre $ame as those in Panels (a) and (b). The diagonal linesiadionstant flux ratios between the
IRAC 3.6 um band and the full band. Note that several galaxies that Rehend detections were not detected in the IRAC&6band, probably due to source
blending in the IRAC 3.6:m band and/or these galaxies being very blue systeses.the electronic edition of the Supplement for a colorieersf this figure]

Our simulations allow us to assess the completeness and relevel for the case of 8 counts is, as expected, lower than that
liability of our main catalog. Completeness is defined as the for the case of 15 counts, for both the centtal 6 area and
ratio between the number of detected sources (given a specifithe entire CDF-S field; and the completeness level for the cas
detection criteriorP < Py) and the number of input simulated of either 8 counts or 15 counts within the centtat 6' area
sources, above a specific source-count limit (this souocevc is higher than the corresponding completeness level inrthe e
limit applies to both the detected sources and the input sim-tire CDF-S field. At the chosen main-catalBghreshold of
ulated sources). Reliability is defined as 1 minus the ratio 0.004, the completeness levels within the central 6’ area
between the number of spurious sources and the number oére 100.0% and 75.8% (full band), 100.0% and 94.1% (soft
input simulated sources, above a specific source-count limi band), and 100.0% and 68.6% (hard band) for sources with at
(again, this source-count limit applies to both the spwgiou least 15 and 8 counts, respectively. The completenesslevel
sources and the input simulated sources). The top panels ofor the entire CDF-S field are 82.4% and 49.3% (full band),
Fig. 20 show the completeness and reliability as a function 95.9% and 63.5% (soft band), and 74.7% and 47.6% (hard
of the AE-computed binomial no-source probabiRyvithin band) for sources with at least 15 and 8 counts, respectively
the centrab < 6’ area for the simulations in the full, soft, and The reliability level ranges from 99.2% to 99.8% for each en-
hard bands, for sources with at least 15 counts and 8 countsergy band and each source-count limit, which implies timat, i
The bottom panels of Fig. 20 correspond to the case for thethe main catalog (i.e., the entire CDF-S field), there araiabo
entire CDF-S field. 8 counts is close to our source-detection4, 4, and 3 spurious detections with15 counts in the full,
limit in the soft band. In each energy band, the completenesssoft, and hard bands, and about 4, 5, and 3 spurious detgction
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FIG. 19.— Distributions of X-ray-to-optical flux ratio for (a)ew AGNs
(solid histogram) and old AGNs (dashed histogram) and (b) nalax@ges
(solid histogram) and old galaxies (dashed histogram) withiameftLix ratios
indicated by vertical lines. Shown in the insets are theibistions ofR-band
magnitude for new AGNs/galaxies (solid histograms) and oldN&@alaxies
(dashed histograms). Only sources with both full-bandRébadnd detections
are shown.
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TABLE 7. FLUX LIMIT AND COMPLETENESS

Completeness  fos5-g kev f0.5-2 kev fo-g kev
(%) (ergem?s™y  (ergem?sl) (ergcm?s)
90 28x 10715 7.3x 10716 40x 1015
80 13x 10715 35x 10716 2.0x 1015
50 30x 10716 7.8x 1017 4.6x 10716
20 11x 10716 29x 1077 1.8x 10716

with > 8 counts in the full, soft, and hard bands, respectively.
We show in Fig. 21 the completeness as a function of flux

under the main-cataldg < 0.004 criterion for the simulations

in the full, soft, and hard bands. These curves of complstene

versus flux derived from the simulations approximatelykrac

the normalized sky coverage curves (i.e., the curves oesurv

solid angle versus flux limit; shown as solid curves in Fig. 21

derived from the real CDF-S data (see § 7.2). Table 7 gives

the flux limits corresponding to four completeness levels in
the full, soft, and hard bands, as shown as horizontal dotte
lines in Fig. 21.

7. BACKGROUND AND SENSITIVITY ANALYSIS

7.1. Background Map Creation

sources and the 36 supplementary catalog sources using circ
lar apertures with radii of 1.5 (2.0) times the99% PSF EEF
radii for sources with full-band counts below (above) 10,00
Larger masking radii were used for the brightest sources
(there are 3 main-catalog sources with full-band counts@bo
10,000) to ensure their source photons were fully removed.
Approximately 18.3% of the pixels were masked. By design,
the background maps include minimal or no contributions
from the sources in the main and supplementary catalogs;
however, the background in the regions of a few extended
sources (e.g., Bauer et al. 2002; LO5; A. Finoguenov et al.
in preparation) will be slightly elevated. We then filled het
masked regions for each source with background counts that
obey the local probability distribution of counts within an-
nulus with an inner radius being the aforementioned masking
radius and an outer radius of 2.5 (3.0) times $h89% PSF
EEF radius for sources with full-band counts below (above)
10,000. We summarize in Table 8 the background properties.
We find our mean background count rates to be in agreement
with those presented in LO8. Our background is the sum of
contributions from the unresolved cosmic background,ipart
cle background, and instrumental background (e.g., Marke-
vitch 2001; Markevitch et al. 2003). We do not distinguish
between these different background contributions becaase
are here only interested in the total background. Even with a
4 Ms exposure, the majority of the pixels have no background
counts; i.e., in the full, soft, and hard bands65%, 89%, and
72% of the pixels are zero, respectively.

7.2. Sensitivity Map Creation

According to Table 4, the minimum detected source counts
are~ 114, 6.0, and 10.7 in the full, soft, and hard bands
for the main-catalog sources, which correspond to fullt,sof
and hard-band fluxes of 3.5 x 1077, 8.8 x 107*8, and 64 x
107 erg cm? s71, respectively, assuming that sources having
these minimum counts are located at the average aim point
and have &' = 1.4 power law spectrum with Galactic absorp-
tion. This calculation provides a measure of the ultimate se
sitivity of the main catalog, which, however, is only relava
for a small central region near the average aim point. We cre-
ated sensitivity maps in the three standard bands for the mai
catalog in order to determine the sensitivity as a functibn o
position across the field.

In the binomial no-source probability equation [i.e., €. (
in § 4.1], we need to measuBg,c andBgy; to obtain the min-
imum number of counts required for a detecti@®), (given
the criterion ofPpreshoig= 0.004. We determined,. in the
background maps for the main catalog using circular apestur
with ~ 90% PSF EEF radii. Due to the PSF broadening with
off-axis angle, the value d,; has an off-axis angle depen-
dency, i.e., the larger the off-axis angle, the larger tHaeva
of Beyxt. To follow the behavior of AE when extracting back-
ground counts of the main-catalog sources, we derived the
value of Bey as follows: for a given pixel in the background
map, we computed its off-axis anglg and set the value of
Bext t0 the maximumBgy; value of the main-catalog sources
hat are located in an annulus with the inner/outer radius be
ng 0,—0.25/6,+0.25 (note that the adopted maximuBay
value corresponds to the highest sensitivity). Given tha-co
putedBs;c and By, we numerically solved eq. (1) to obtain
the minimum countsS (in the source-extraction region) re-
quired for detections under the main-catalog source-tletec

We created background maps for the three standard-bandriterionP < 0.004. We then created sensitivity maps for the
images as follows. We first masked the 740 main-catalogmain catalog using the exposure maps, assumibg=al.4
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FiG. 20.— (Top) Case of < 6': completeness (solid and dashed-dot curvesytettis) and reliability (long dashed and short dashed cumight y-axis)
as a function of, the AE-computed binomial no-source probability threshdidsen for detection, for the simulations in the full, softddvard bands, for
sources with at least 15 counts (red solid and long dashe@€uand at least 8 counts (blue dashed-dot and short dashess); respectively. Note that the
short dashed curves overlap almost exactly along the lorfgedasurves in some cases (e.g., top-left and top-right pariéie vertical dotted lines indicate the
chosen main-catalog source-detection thresholgyef 0.004. (Bottom) Same as top panels, but for the entire CDF-S f[skek the electronic edition of the
Supplement for a color version of this figgre.

TABLE 8. BACKGROUND PARAMETERS

Mean Background Total Backgrouhd Count Ratid
Band (keV) (count pixe)  (count Ms™ pixel )P (10° counts) (Background/Source)
Full (0.5-8.0) 0.482 0.252 33.3 10.6
Soft (0.5-2.0) 0.119 0.063 8.2 4.3
Hard (2-8) 0.363 0.178 25.1 20.5

aThe mean numbers of background counts per pixel measured feotmattkground maps (see § 7.1; note that a pixel has a sizé¢@#1), which were not
corrected for vignetting or exposure-time variations.

bThe mean numbers of counts per pixel divided by the mean eféeesiposures (i.e., 1.909 Ms, 1.877 Ms, and 2.040 Ms for théduid, soft band, and hard
band, respectively) that are measured from the background (sep § 7.1) and exposure maps (see § 3.1), respectivelg;dhlesilations take into account the
effects of vignetting and exposure-time variations.

“Total numbers of background counts in the background maps.

dRatio between the total number of background counts and takriember of detected source counts.

power-law model with Galactic absorption. The above pro- the full, soft, and hard bands, respectively.
cedure takes into account effects such as the PSF broadening
with off-axis angle, the varying effective exposure (dug to 7 3 sensitivities of and Prospects for Longer Chandra
e.g., vignetting and CCD gaps; see Fig. 2), and the varying Exposures
background rate across the field. There are 11 main-catalog
sources lyingr~ 1-9% below the derived sensitivity limits,
i.e., 5 sources in the full band, 6 sources in the soft ban
and none in the hard band, probably due to background fluc-
tuations and/or their redl values deviating significantly from
the assumed value.

We show in Figure 22 the full-band sensitivity map for
the main catalog. It is apparent that higher sensitivities a

To investigate the improvement in sensitivity due to addi-
g.tional exposure, we also created exposure maps, background
'maps, and sensitivity maps for the 1 Ms and 2 Ms CDF-S and
simulated exposure maps, background maps, and sensitivity
maps for the 8 Ms CDF-S. We followed the procedure de-
tailed in 8§ 3.1 to create exposure maps for the 1 Ms and 2 Ms
CDF-S. We simulated the 8 Ms CDF-S exposure maps by ro-

achieved at smaller off-axis angles. Thel arcmirf re- tating the 4 Ms CDF-S exposure maps 90 degrees clockwise

gion at the average aim point has mean sensitivity limits of about the_average aim point (this rotation appr(_)ach sirasilat
~3.2x 1017, 9.1x 1078, and 55 x 1077 erg cm2 s for the variations of roll angles between observations) and the
' ' adding the rotated 4 Ms exposure maps to the real 4 Ms ex-
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real 4 Ms CDF-S background map; we then rotated the simu-
lated 4 Ms background maps 90 degrees clockwise about the
average aim point and added the rotated 4 Ms background
maps to the real 4 Ms background maps. We followed the
procedure detailed in 8 7.2 to create sensitivity maps fer th

1 Ms, 2 Ms, and 8 Ms CDF-S under the source-detection cri-
terion P < 0.004, where we appropriately scaled the value of
Bex: that was derived when creating the 4 Ms sensitivity maps
(i.e., scaling factors of 0.25, 0.50, and 2.0 were adopted fo
the 1 Ms, 2 Ms, and 8 Ms CDF-S, respectively).

We show in Figure 23 plots of solid angle versus flux limit
in the three standard bands for the 1-8 Ms CDF-S under
the source-detection criteridh < 0.004. It is clear that, for
each of the three standard bands, the quantitative in@é@ase
sensitivity are comparable between the cases of 1 to 2 Ms,
2to 4 Ms, and 4 to 8 Ms. To examine the improvement
in sensitivity more clearly, we created sensitivity impsev
ment maps by dividing the 1 Ms, 2 Ms, and 4 Ms sensitivity
maps by the 2 Ms, 4 Ms, and 8 Ms sensitivity maps, respec-
tively. We show in Figure 24 plots of solid angle versus mini-
mum factor of improvement in sensitivity in the three staxida
bands between the 1 Ms, 2 Ms, and 4 Ms CDF-S and the 2 Ms,
4 Ms, and 8 Ms CDF-S, respectively. Figure 24 only consid-
ers the centrad = 8 area, since such an area will be covered
by any individual CDF-S observation. It is clearly shown in
Fig. 24 that (1) for the three standard bands, the majority of

the central CDF-S area generally has a factor-0{/2 im-
provement in sensitivity for each doubling of exposure time

(note thaty/2 = 1414 corresponds to the background-limited
case under the assumption, here inapplicable, of Gaussian
statistics); and (2) among the three standard bands, the im-
provement in sensitivity is most pronounced in the soft band
for each doubling of exposure time, due to the fact that the
soft band has the lowest background level (see, e.g., Table 8
We note that, for each of the three standard bands during each
doubling of exposure time, the improvement in sensitivity
greater than a factor of 1.5-1.6 generally occurs in the ACIS
CCD gap areas (see Fig. 2) where the improvement in expo-
sure time is often greater than a factor of two. For the céntra
~ 100 arcmii area, the average improvement in sensitivity
is typically a factor of 1.4-1.6 for each of the three staddar
bands, no matter which case of 1 to 2 Ms, 2 to 4 Ms, or 4 to
8 Msis considered. Based on the above analyses, we conclude
that additional exposure over the CDF-S region, e.g., dogbl
the current 4 Ms exposure, will still yield higher senskivi
ties in the central area of the field by a comparable amount
to any previous doubling of exposure time (i.e., 1 to 2 Ms, or
2 to 4 Ms). The faintest sources detected in an 8 Ms CDF-S
should have full, soft, and hard-band fluxes0f.1 x 107,
6.0 x 10718 and 37 x 1017 erg cm? s71, respectively. Based
upon the derived sensitivity maps and CXRB synthesis mod-
els (e.g., Gilli, Comastri, & Hasinger 2007; Treister, Urgy
Virani 2009), a total of- 1000 sources, including 120-130
new AGNs and~ 90-100 new galaxies, are expected to be
detected in an 8 Ms CDF-S.

In addition to the improvements in sensitivity described
above that would probe unexplored discovery space, signif-
icant additional CDF-S exposure could greatly improve the

posure maps. We followed § 7.1 to create background mapsx-ray spectra, light curves, and positions for the nearl9 80
for the 1 Ms and 2 Ms CDF-S. To obtain the 8 Ms CDF-S known X-ray sources in our main and supplementary cata-
background maps, we first simulated a set of 4 Ms CDF-S|ogs. This would provide improved physical understandihg o

background maps by filling in each pixel in a simulated back-

ground map with background counts that obey the local prob-

ability distribution of counts derived from the corresporgl

these sources; e.g., AGN content and luminosity, level @ad n
ture of AGN obscuration, shape of the X-ray continuum, and
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The vertical dashed lines indicate a factord® improvement in sensitivity
that is expected for each doubling of exposure time in a backgt-limited
case under the assumption, here inapplicable, of Gaussitstiss.

level of X-ray emission from X-ray binaries and supernova
remnants.

8. SUMMARY

We have presented catalogs and basic analyses of X-ray
sources detected in the deep€$tandrasurvey: the 4 Ms
CDF-S. We summarize the most-important results as follows.

1. The entire CDF-S consists of 54 individual observa-
tions, with a summed exposure of 3.872 Ms and a total
solid angle coverage of 464.5 arcrhin

2. The mainChandrasource catalog contains 740 sources
that were detected withhvavDETECT at a false-positive
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probability threshold of 1® and satisfy our binomial-
probability source-selection criterion Bf< 0.004; this
approach is designed to maximize the number of re-
liable sources detected. These 740 sources were de-
tected in up to three standard X-ray bands: 0.5-8.0 keV
(full band), 0.5-2.0 keV (soft band), and 2-8 keV (hard
band). 716 (96.8%) of these 740 sources have multi-
wavelength counterparts, with 673 (94.0% of 716) hav-
ing either spectroscopic or photometric redshifts.

. The supplementar@handrasource catalog consists of

36 sources that were detected witAvDETECT at a
false-positive probability threshold of T0and satisfy
the conditions of having.004 < P < 0.1 and having
bright optical counterparts(< 24.0).

. X-ray source positions for the main and supplemen-

tary Chandrasource catalogs have been determined us-
ing centroid and matched-filter techniques. The ab-
solute astrometry of the combined X-ray images and
X-ray source positions has been established using a
VLA 1.4 GHz radio catalog. The median positional un-
certainty at the~ 68% confidence level is.027/0.72'

for the main/supplementaghandrasource catalog.

. Basic analyses of the X-ray and optical properties of

the sources indicate that they represent a variety of
source types. More than 75% of the sources in the
main Chandracatalog are likely AGNs. Near the cen-
ter of the 4 Ms CDF-S (i.e., within an off-axis angle
of 3'), the observed AGN and galaxy source densities
have reached 980593 deg? and 69005:5° deg?, re-
spectively. The majority of the sources in the supple-
mentary optically bright catalog are likely normal and
starburst galaxies.

. Atotal of 300 main-catalog sources are new, compared

to the 2 Ms main-catalog sources. Of the 300 new main-
catalog sourcesy 64% are likely AGNs whilex 35%

are likely normal and starburst galaxies (the remain-
ing = 1% are likely stars), reflecting the rise of nor-
mal and starburst galaxies at these very faint fluxes. In-
deed, based on our source-classification scheme, galax-
ies become the numerically dominant population of
sources appearing at 0.5-8 keV fluxes less thdi@ 16

erg cm? st or luminosities less thas 10*2 erg s™.

. Simulations show that our main catalog is highly reli-

able (e.g.,< 5 spurious detections are expected in the
soft band) and is reasonably complete (e.g., the com-
pleteness level for the soft band:s94% for sources
with > 8 counts in the centrdl < 6 area).

. The mean background (corrected for vignetting and

exposure-time variations) is 0.252, 0.063, and 0.178
count Ms? pixel™ for the full, soft, and hard bands,
respectively; the majority of the pixels have zero back-
ground counts.

. The 4 Ms CDF-S reaches on-axis flux limits of

~3.2x1017,91x10*8 and55x 10" ergcm? st

for the full, soft, and hard bands, respectively, a factor
of 1.5-1.6 improvement over the 2 Ms CDF-S. Another
doubling of the CDF-S exposure time would still yield
higher sensitivities in the central area of the field by a
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comparable amount to any previous doubling of expo- and multiwavelength data will be critical to allow comprake
sure time, thus providing a significant number of new sive understanding of faint X-ray sources.
X-ray sources that probe the key unexplored discovery

space. We thank the referee for helpful feedback that improved this

work. We thank theChandraDirector’s Office for allocating

The CDF-S source catalogs and data products providedpe (ime for these observations. We also thank L. K. Townsley
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