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Notation

We continue to use notation defined in Volume I, mostly without repeat-

ing mention of them here. Some symbols are used in more than one way.

The intended interpretation should be clear from the context in which

it arises.

Symbol Meaning

A∗ The adjoint of the matrix A. See page
T:BilinDuality
422.

B(z) Beurling’s function. See page
B(z)
358.

C(T) The set of continuous functions with period 1. See §
S:UAprox
E.1.

cq(n) Ramanujan’s sum. See Theorem 4.1.

D(N,α) = Z(N,α)−Nα. Discrepancy. See page
D(N,alpha)
395.

D⋆(N) Discrepancy. See page
D^star(N)
396.

D(N) Discrepancy. See page
D(N)
399.

degP The degree of the polynomial P .

e(x) = e2πix; the complex exponential with period 1. See page
e(x)
355.

Eσ Entire functions of exponential type σ; see page
ExpType
358.

E0(χ) = 1 if χ = χ
0
, = 0 otherwise. See page

E:DefE0chi
20.

f̂(t) The Fourier transform of f . See page
DefFC
355.

n2(p) The least positive quadratic nonresidue of p. See page
lqnr
171.

Pk An almost prime; i.e. a product of at most k primes. See page
E:AlmostGoldbach
194.

s(x) The sawtooth function. See page
E:Defsawtoothfcn
400.

s(n) sum of the binary digits of n. See page
E:MauRiv1
90.

S±(x) Selberg’s functions. See page
Spm
361.

si(x) The sine integral. See page
E:IntEst4
375.

sgn(x) = x/|x| for x ̸= 0; sgn(0) = 0. The sign or signum function.{
n
k

}
Stirling number of the second kind. See page

Stirling2
151.

w(u) The Buchstab function, used to approximate Φ(x, y). See §7.2.

Z(N,α) The number of n, 1 ≤ n ≤ N , such that {un} ≤ α; see page
DefZ(N,alpha)
391.

δ Dirac delta measure. See page
DiracDelta
393.

∆(x) is the error term in the Dirichlet Divisor Problem. See page
T:DirDivProb
47.

∆(n) Hooley’s function; see (
E:CHfcn
21.121).

∆N (x) is the Fejér kernel; see (
E:DefFK
E.2).

λ Lebesgue measure, see page
Lebesgue
393.

ν(A) numerical radius of the square matrix A. See page
nu(A)
427.

ρ(A) spectral radius of the square matrix A. See page
rho(A)
427.
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Symbol Meaning

ρ(y) = lim supx→∞ π(x+ y)− π(x). See page
fcnsrho,overlinerho
142.

ρ(N) = maxM
∑M+N

n=M+1
p|n =⇒ p>N

1. See page
fcnsrho,overlinerho
142.

ρ(u) The Dickman function, used to estimate ψ(x, y). See §7.1.

σN (x) A Cesàro partial sum of a Fourier series; see page
E:DefsigmaN
355.

Φ(x, y) The number of n ≤ x composed entirely of primes p ≥ y. See §7.2.∑⋆
χ A sum over primitive characters modulo q. See page

DefSumstar
185.

ψ(x, y) The number of n ≤ x composed entirely of primes p ≤ y. See §7.1.

Xni=1 Si A Cartesean product of sets. See page
DefCartProd
405.

⌊x⌋ The floor of x, which is the unique integer n such that n ≤ x < n+ 1;

formerly denoted by [x].

⌈x⌉ The ceiling of x, which is the unique integer n such that n− 1 < x ≤ n.

f̂(n) is a Fourier coefficient of f ; see page
DefFC
355.

f̂(t) is the Fourier transform of f ; see page
DefFT
357.

∥x∥ Norm of the vector x. See page
Normx
421.

∥α∥ = minn∈Z |α− n|. See page
L:GeoSumEst
5.

∥A∥ The operator norm of the matrix A. See page
E:BilinFormIneq1
421.
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Preface

We reiterate that our object is to introduce the interested student to

the techniques, results, and terminology of multiplicative number the-

ory. Whilst it is not intended that our discussion will always reach the

research frontier, it is hoped that the material here will prepare the stu-

dent for tackling the more advanced research literature. As far as possible

the topics of this volume are either self-contained or build on material

in the first volume. We continue to assume that the reader has some

acquaintance with the fundamentals of elementary number theory, ab-

stract algebra, measure theory, complex analysis, and classical harmonic

analysis. More specialized or advanced background material in analysis

is provided in the appendices. It should be noted that as we build on the

earlier volume and develop the more advanced material there is often

also increased complexity of detail and this requires greater stamina in

the reader. The average chapter length in this volume is about 50 pages,

compared with 30 or so for volume 1.

The relationship of exercises to the material developed in a given

section varies widely. Some exercises are designed to illustrate the theory

directly whilst others are intended to give some idea of the ways in which

the theory can be extended, or developed, or paralleled in other areas.

The reader is cautioned that papers cited in exercises do not necessarily

contain a solution.

The years since our first volume appeared have witnessed many devel-

opments, especially in sieves and gaps between primes, and very recently

on large values of Dirichlet polynomials and zero density estimates. As

happened with the first volume, we again have too much material for

one volume, so we are emphasising sieves in this volume, and postpone

such topics as Vinogradov’s method of exponential sums, the wider zero

free region for the zeta function, mean and large values of Dirichlet poly-

nomials, zero density theorems, Linnik’s theorem, probabilistic number

theory, and pair correlation of zeta zeros for the next volume.

While it is to be expected that we will be building on the first volume,

there are three topics that might have appeared minor but will take on

a greater rôle as we continue: (1) The Ramanujan sum, as discussed in

§4.1 will turn up repeatedly. (2) The function ψ(x, y), which counts the

integers n ≤ x all of whose prime factors are ≤ y was discussed in §7.1,

where we found that it is asymptotic to ρ(u)x with u = (log x)/ log u.

Here ρ(u) is the Dickman function. (3) The quantity Φ(x, y) is defined

to be the number of integers n ≤ x all of whose prime factors are ≥ y. In
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§7.2 we found that Φ(x, y) ∼ (w(u)x−y)/ log y when u is bounded. Here

w(u) is the Buchstab function. The Dickman and Buchstab functions

are determined by differential-delay equations, which imparts striking

behaviour:

uρ′(u) = −ρ(u− 1),

(uw(u))′ = w(u− 1).

Many people have assisted us in this work — including P. T. Bateman,

E. Bombieri, T. Chan, J. B. Conrey, H. G. Diamond, T. Estermann,

J. B. Friedlander, S. W. Graham, S. M. Gonek, A. Granville, D. R.

Heath-Brown, H. Iwaniec, H. Maier, G. G. Martin, D. W. Masser, A.

M. Odlyzko, G. Peng, C. Pomerance, H.–E. Richert, K. Soundararajan,

and U. M. A. Vorhauer. In particular, our doctoral students, and their

students also, have been most helpful in detecting errors of all types.

We are grateful to them all. We would be most happy to hear from any

reader who detects a misprint, or might suggest improvements.

Finally we thank our loved ones and friends for their long term sup-

port, and David Tranah at Cambridge for his encouragement and patient

endurance.
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Exponential sums I: van der Corput’s
method

C:ExpSumI

We are interested in non-trivial bounds for sums of the form

N∑
n=1

e(f(n))

where f(x) is a smooth real-valued function. In this chapter we develop

methods whereby one may show that such a sum is indeed o(N). The

quality of the results depend on the finer properties of f . In some simple

cases the estimates are best possible, but in most situations the bounds

we achieve fall far short of what we suppose to be the truth. We begin

with the simpler continuous analogue. This provides motivation, and the

results we obtain are also useful in dealing with the discrete case.

16.1 Exponential integrals
S:ExpInt

We seek bounds for integrals of the form
∫ b
a
r(t)eiθ(t) dt in terms of the

behaviour of r(t) and θ(t). We begin by generalizing the obvious inequal-

ity ∣∣∣ ∫ b

a

eiαt dt
∣∣∣ ≤ min

(
b− a,

2

|α|

)
. (16.1) E:ExpIntEst0

T:ExpIntEst1 Theorem 16.1 Let r(t) and θ(t) be real-valued functions on [a, b] for

which r(t) is continuous on [a, b], θ(t) is differentiable on [a, b] (where

if necessary we take the right and left hand derivatives at a and b re-

spectively), θ′(t) is continuous on [a, b], and θ′(t) ̸= 0. Suppose that λ

satisfies Var[a,b]r(t)/θ
′(t) ≤ 2λ and |r(t)/θ′(t)| ≤ λ when a ≤ t ≤ b.

1



2 Exponential sums I: van der Corput’s method

Then ∣∣∣ ∫ b

a

r(t)eiθ(t) dt
∣∣∣ ≤ 4λ.

In many interesting cases r(t)/θ′(t) is monotonic and then the bound

on r/θ′ implies the bound on the variation.

Proof Let ρ(t) = r(t)/θ′(t). We integrate by parts, using the Riemann–

Stieltjes integral as developed in Appendix A. Thus∫ b

a

r(t)eiθ(t) dt = −i
∫ b

a

ρ(t)deiθ(t)

=
[
− iρ(t)eiθ(t)

∣∣∣b
a
+ i

∫ b

a

eiθ(t) dρ(t).

(16.2) E:Intre^itheta1

Hence ∣∣∣ ∫ b

a

r(t)eiθ(t) dt
∣∣∣ ≤ |ρ(a)|+ |ρ(b)|+

∫ b

a

|dρ(t)| ≤ 4λ.

It is instructive to view the above argument geometrically. When a ≤
t ≤ b, let Z(t) =

∫ t
a
r(u)eiθ(u) du. These points describe a curve in the

complex plane, with tangent vector r(t)eiθ(t). Thus Z(t) is moving with

speed |r(t)|, and the argument of the tangent vector is changing at a

rate θ′(t). Hence the curve has curvature κ = |θ′(t)/r(t)|. Consequently
the radius of curvature at time t is |ρ(t)|, and C(t) = Z(t)+ iρ(t)eiθ(t) is

the centre of the osculating circle. One may reach Z(b) from the origin

by following the path Z(t). Alternatively, to reach Z(b) one may first

move along the line segment from 0 to C(a), then follow the path C(t)

to C(b), and finally pass along the line segment from C(b) to Z(b).

These two alternatives are expressed in the identity (
E:Intre^itheta1
16.2). When ρ(t) is

differentiable we find that C ′(t) = iρ′(t)eiθ(t). Thus the tangent vector

C ′(t) to the curve C(t) is at all times perpendicular to the tangent vector

Z ′(t) to the curve Z(t), and C(t) moves with a speed equal to the rate

of change of the radius of curvature. Suppose for simplicity that ρ(t)

is positive and decreasing. Then the curve Z(t) spirals inward, in the

sense that the osculating circles are nested. To see this, observe that if

a ≤ t1 ≤ t2 ≤ b, then∣∣C(t1)− C(t2)
∣∣ = ∣∣∣i ∫ t2

t1

eiθ(t) dρ(t)
∣∣∣ ≤ ∫ t2

t1

|dρ(t)| = ρ(t1)− ρ(t2).

In particular, the circle with centre C(a) and radius ρ(a) passes through
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the point Z(a) = 0, whilst Z(b) falls within the circle. Hence Z(b)| ≤
2ρ(a) in this case.

In many cases we do not need the full generality of Theorem
T:ExpIntEst1
16.1, and

the following special case suffices.

Cor:ExpIntEst1a Corollary 16.2 Let r(t) and θ(t) be real-valued functions on [a, b] for

which r(t) is continuous on [a, b], θ(t) is differentiable on [a, b] (where if

necessary we take the right and left hand derivatives at a and b respect-

ively), θ′(t) is continuous on [a, b], and θ′(t) ̸= 0. Put ρ(t) = r(t)/θ(t). If

ρ is monotonic and λ is a number such that −λ ≤ ρ(t) ≤ λ for a ≤ t ≤ b,

then ∣∣∣ ∫ b

a

r(t)eiθ(t) dt
∣∣∣ ≤ 4λ.

If θ′(t) vanishes at some point of the interval [a, b], then Theorem
T:ExpIntEst1
16.1

does not apply, but we can still obtain a bound when θ′′(t) exists and is

not too small.

T:ExpIntEst2 Theorem 16.3 Suppose that r(t) and θ(t) are real valued and con-

tinuous on [a, b], that 0 < r(t) ≤ M , that θ(t) is twice differentiable on

[a, b] (where if necessary we take the right and left hand derivatives at a

and b respectively), that θ′(t)/r(t) is monotonic and that 0 < µ ≤ θ′′(t)

when a ≤ t ≤ b. Then ∣∣∣ ∫ b

a

r(t)eiθ(t) dt
∣∣∣ ≤ 8M

√
µ
.

The above often suffices in applications. If necessary, a more precise

approximation can be derived, say via the more elaborate Theorem
T:Inte(g(x))Est1
16.19

below. However, generally the above bound is of the correct order of

magnitude. For example, in the case r(t) ≡ 1 and θ(t) = ct2 with c > 0

we have θ′′(t) = 2c and∫ ∞

−∞
eict

2

dt = e(1/8)
√
π/c. (16.3) E:IntExp(ict^2)

(A proof of this is outlined in Exercise 9.3.5.) If we were to apply The-

orem
T:ExpIntEst2
16.3 to the integral above, we would find that it is ≪ 1/

√
c, which

is to say we would obtain a bound of the correct order of magnitude.

In Figure
F:EulerInt
16.1 we depict the curve Z(t) =

∫ t
−∞ eiu

2

du, which spirals

tightly except near the inflection point at t = 0.

Proof Let δ > 0 be a parameter at our disposal. Since θ′′(t) > 0,

we know that θ′(t) is increasing, and hence if there are t for which
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|θ′(t)| ≤ δµ, then such t comprise an interval, say I0. If I0 is a proper

subinterval of [a, b], then the complement of I0 consists of one or two

intervals, say I±1. The length of I0 is at most 2δ, since θ′′(t) ≥ µ. Hence∣∣∣ ∫
I0

r(t)eiθ(t) dt
∣∣∣ ≤ 2Mδ.

For t ∈ I±1 we have |θ′(t)| ≥ δµ. Thus, by Theorem
T:ExpIntEst1
16.1 with λ =

Mµ−1δ−1, we deduce that∣∣∣ ∫
I±1

r(t)eiθ(t) dt
∣∣∣ ≤ 4M

δµ
.

Hence altogether ∣∣∣ ∫ b

a

r(t)eiθ(t) dt
∣∣∣ ≤ 2Mδ +

8M

δµ
,

and the desired bound follows on taking δ = 2µ−1/2.

K K K K

K

K

K

K

Figure 16.1 Graph of z(t) =
∫ t
0
eiu

2
du for −7 ≤ t ≤ 7. F:EulerInt
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S:ExpInt

16.1.1 Exercises

1. Suppose that k ≥ 2, that f : [a, b] → R is k times differentiable on

[a, b] and that there is a positive number λk such that for each x in

(a, b) we have f (k)(x) ≥ λk. Show that∣∣∣ ∫ b

a

e(f(x)) dx
∣∣∣ ≤ k2kλ

−1/k
k .

2. Suppose that α1, α2, . . . αk are real and let

I(t;α) =

∫ t

0

e(α1u+ α2u
2 + · · ·αkuk) du.

Show that for any positive number t,

I(t;α) ≪ t

(1 + |α1|t+ |α2|t2 + · · ·+ |αk|tk)1/k
.

3. (Talmage 2022) Suppose that k ≥ 2 and θ1, . . . , θk, β and γ are real

numbers with θkγ ̸= 0, (k+1)/(k+2) ≤ β ≤ 1, and write ρ = β+ iγ.

Suppose further that X is a real number with X ≥ 1, and put

I(X;θ, ρ) =

∫ X

0

e(θ1t+ · · ·+ θkt
k)tρ−1dt.

Show that

I(X;θ, ρ) ≪ Xβ

(1 +X|θ1|+ · · ·+Xk|θk|+ |γ|)1/(k+1)
.

16.2 Elementary estimates
S:ElEst

We now derive discrete analogues of the estimates of the preceding sec-

tion. Corresponding to the estimate (
E:ExpIntEst0
16.1) we have the following

L:GeoSumEst Lemma 16.4 Let ∥α∥ denote the distance from the real number α to

the nearest integer, ∥α∥ = minn∈Z |α− n|. Then∣∣∣∣ N∑
n=1

e(nα)

∣∣∣∣ ≤ min
(
N,

1

2∥α∥

)
. (16.4) E:GeoSumEst

Proof The above sum has N summands, each of them unimodular,

so by the triangle inequality we see that N is an upper bound for the

modulus of the sum. Now suppose that α is not an integer. Then e(α) ̸=
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1, so by the formula for the sum of a geometric progression we see that

the left hand side above is

=

∣∣∣∣e((N + 1)α)− e(α)

e(α)− 1

∣∣∣∣ ≤ 2

|e(α)− 1|
=

1

| sinπα|
≤ 1

2∥α∥
.

As an analogue of Theorem
T:ExpIntEst1
16.1 we have

T:KusLand Theorem 16.5 (Kusmin–Landau) Let α1, α2, . . . , αN be real numbers

and for 1 ≤ n < N put δn = αn+1 − αn. Suppose that ∆ is a positive

real number and that ∆ ≤ δ1 ≤ δ2 ≤ . . . ≤ δN−1 ≤ 1−∆ < 1. Then∣∣∣ N∑
n=1

e(αn)
∣∣∣ ≤ cot

π∆

2
.

Proof Let zn = e(αn), wn = zn+1/zn = e(δn) and ρn = 1/(1 − wn).

Then

N∑
n=1

e(αn) =

N−1∑
n=1

ρn(zn − zn+1) + zN .

By partial summation the right hand side above is

= ρ1z1 +

N−1∑
n=2

(ρn − ρn−1)zn + (1− ρN−1)zN , (16.5) E:ExpSumId

so by the triangle inequality∣∣∣ N∑
n=1

e(αn)
∣∣∣ ≤ |ρ1| +

N−1∑
n=2

|ρn − ρn−1| + |1− ρN−1|.

If ρ = 1/(1−w) and w = e(δ) with 0 < δ < 1, then ρ = (1 + i cotπδ)/2

and |ρ| = |1− ρ| = 1/(2 sinπδ). Hence the above is

≤ 1

2 sinπδ1
+

1

2

N−1∑
n=2

(
cotπδn−1 − cotπδn

)
+

1

2 sinπδN−1

=
1

2

( 1

sinπδ1
+

1

tanπδ1
− 1

tanπδN−1
+

1

sinπδN−1

)
≤ 1

sinπ∆
+

1

tanπ∆

= cot
π∆

2
,

and the proof is complete.
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The above argument can be interpreted geometrically as follows. Let

sn denote the n-th partial sum of the sum on the left of (
E:ExpSumId
16.5), and

for 1 < n < N , put cn = sn + zn+1ρn. Then cn = sn−1 + znρn =

sn+1 − zn+1(1 − ρn). Thus cn is the centre of the circle that passes

through the three points sn−1, sn, sn+1, and the radius of this circle is

|ρn|. Hence ρn corresponds to the function ρ(t) introduced in the proof

of Theorem
T:ExpIntEst1
16.1. One may construct a polygonal path from 0 to sN

whose vertices are the partial sums sn. Alternatively, we may construct

such a path that goes from 0 to c1, then to c2, and so on, and finally

from cN−1 to sN . This suggests writing sN as a telescoping sum

sN = c1 +

N−1∑
n=2

(cn − cn−1) + (sN − cN−1).

Since cn − cn−1 = zn(ρn − ρn−1), this is precisely the identity (
E:ExpSumId
16.5).

In most applications, the αn are values of a function with continuous

derivatives, as follows.

Co:ExpSumEst1 Corollary 16.6 Let f(x) be a real valued function continuous on [a, b],

with a continuous derivative on (a, b), and such that f ′(x) is increasing.

Suppose further thatM1 is a positive real number such that ∥f ′(x)∥ ≥M1

for all x ∈ (a, b). Then ∣∣∣ ∑
a≤n≤b

e(f(n))
∣∣∣ ≤ 2

πM1
.

Proof If there were an integer k such that for some x and y in (a, b) with

x ̸= y we had f ′(x) ≤ k ≤ f ′(y) it would follow from the intermediate

value theorem that there is a z ∈ (a, b) such that f ′(z) = k and ∥f ′(z)∥ =

0. Hence we may suppose that there is an integer k such that for every

x ∈ (a, b) we have k < f ′(x) < k+1 and so k+M1 ≤ f ′(x) ≤ k+1−M1.

If we replace f(x) by f(x) − kx, then as kn ∈ Z the sum is unchanged

and M1 ≤ f ′(x) ≤ 1−M1, which allows us to apply Theorem
T:KusLand
16.5 with

αn = f(n) and ∆ = M1. By the mean value theorem for derivatives we

know that if [n, n+ 1] ⊆ [a, b], then there is a ξn ∈ (n, n+ 1) such that

δn = f(n + 1) − f(n) = f ′(ξn). Thus the hypotheses of Theorem
T:KusLand
16.5

are satisfied and it remains only to note that cotu < 1/u when 0 < u

≤ π/2.

The bounds provided in Theorem
T:KusLand
16.5 and Corollary

Co:ExpSumEst1
16.6 are quite

sharp (see Exercise 16.2.1). The partial sums spiral tightly in intervals in

which ∥f ′(x)∥ is large, but the terms tend to pull in one direction when
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(a) (b)

Figure 16.2 (a)
∑800

n=1 e
(
n2/1600

)
; (b)

∑300
n=1 e

(
(n/3)3/2

)
= 25.56+25.81i. F:PartSums2

f ′(x) is near an integer. For example, consider f(x) = x2/1600 with

a = 0, b = 800. Then f ′(a) = 0 and f ′(b) = 1, but f ′(x) is increasing

and ∥f ′(x)∥ ≥ 1/50 when 16 ≤ x ≤ 784, so that

∣∣∣ 784∑
n=16

e
( n2

1600

)∣∣∣ ≤ 100

π
< 31.831.

By combining this with the trivial bound for the contribution of the first

15 and last 16 terms we find that∣∣∣ 800∑
n=1

e
( n2

1600

)∣∣∣ < 62.831.

The exact value of this sum is 20 + 20i, as we see from Corollary 9.16.

In general when f ′(b)−f ′(a) is large but f ′′(x) is small we may obtain

a useful bound by treating separately the subintervals in which ∥f ′(x)∥
is small or large.

T:ExpSumEst2 Theorem 16.7 Let N be a positive integer with a ≤ b ≤ a + N and

suppose that f is twice differentiable on [a, b] and that 0 < M2 ≤ f ′′(x) ≤
AM2 when a ≤ x ≤ b. Then∑

a≤n≤b

e(f(n)) ≪A M
1/2
2 N +M

−1/2
2 .

If instead we have −AM2 ≤ f ′′(x) ≤ −M2, then the same bound

applies, as we see by taking complex conjugates. This remark also applies
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later to the corresponding derivatives in Theorems
T:ExpSumEst3
16.11,

T:SumEstrthderiv
16.12 and

T:ExpSumEstThirdDeriv
16.20

and Corollary
Co:4derivs
16.21.

If M2 ≥ 1, then the bound given above is trivial, as it must be, since

f(x) may be increasing so rapidly that all the numbers f(n) are integers

(consider the case f(x) = x(x + 1)/2). If M2 ≤ N−2, then again the

bound is trivial, because f(x) may be essentially constant throughout

the interval in question (here consider f(x) = (x/(2N))2 on the interval

[a, b] = [0, N ]). If N−2 ≤ M2 ≤ N−1, then the bound provided is likely

to be of the correct order of magnitude, unless Theorem
T:KusLand
16.5 is applic-

able. If N−1 ≤ M2 ≤ 1, then it may be possible to obtain a sharper

estimate by using Theorem
T:ExpSumEst3
16.11. We could estimate how the impli-

cit constant depends on A, but in practice one should cut the interval

into subintervals so that A is bounded in each application. For example,

suppose that we wish to estimate

N∑
n=1

e
(
(n/3)3/2

)
. (16.6) E:sume((n/3)^3/2)

We take f(x) = (x/3)3/2, and note that we may take M2 ≍ a1/2 and

A≪ 1 when a ≤ x ≤ b ≤ 2a. Then Theorem
T:KusLand
16.5 gives the estimate∑

a≤n≤b

e
(
(n/3)3/2

)
≪ a3/4.

On summing over dyadic blocks, we deduce that the sum in (
E:sume((n/3)^3/2)
16.6) is

≪ N3/4, which is best possible (see Exercise 16.3.3). In Figure
F:PartSums2
16.2(b)

one may note that the partial sums resemble a number of copies of the

curve in Figure
F:EulerInt
16.1, one for each solution of f ′(x) ∈ Z. If f ′(xν) =

ν ∈ Z, then we obtain a copy of the curve of Figure
F:EulerInt
16.1, scaled by

a factor ≍ f ′′(xν)
−1/2, and rotated by 2π(f(xν) − νxν). In the case

under consideration we find that xν = 12ν2, and hence f(xν) − νxν =

−4ν3 ∈ Z, so that these contributions all pull in the same direction.

More typically in general the f(xν) are not integers and one is led to

consider a new exponential sum of the form
∑
ν e(f(xν) − νxν). The

transformation from the original sum to this new sum is achieved by

means of an analytic technique that we develop in the next section.

Proof of Theorem
T:ExpSumEst2
16.7 We have already noted that the bound is trivial

when M2 ≫ 1. Thus we suppose that M2 ≤ 1/4. Since f ′(b) − f ′(a) =

(b− a)f ′′(ξ) ≤ AM2(b− a) and f ′ is increasing, we see that the interval

f ′([a, b]) contains ≪ AM2(b− a) + 1 integers. Let λ be a positive para-

meter at our disposal. Then the set of x ∈ [a, b] such that ∥f ′(x)∥ ≥ λ
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can be partitioned into at most ≪ AM2(b−a)+1 intervals, and likewise

so can the set x ∈ [a, b] such that ∥f ′(x)∥ < λ and in the latter case each

interval is of length at most ≪ λM−1
2 . By Corollary

Co:ExpSumEst1
16.6 the contribu-

tion to the sum from the terms with n in a subinterval of the first kind

is ≪ λ−1, and trivially the contribution from such n in a subinterval of

the second kind is ≪ λM−1
2 + 1. Hence the sum in question is

≪A (M2N + 1)
(
λ−1 + λM−1

2 + 1
)
,

and the choice λ =M
1/2
2 gives the stated bound.

As a further application of Theorem
T:ExpSumEst2
16.7, we consider the trigonomet-

ric polynomial

P (α) =

N∑
n=1

e(n log n+ nα). (16.7) E:TrigPoly1

Take f(x) = x log x + αx. Then we find that f ′′(x) = 1/x, and The-

orem
T:ExpSumEst2
16.7 gives the estimate∑

a≤n≤b

e(n log n+ nα) ≪ a1/2

when a ≤ b ≤ 2a. On summing over dyadic blocks we deduce that

P (α) ≪ N1/2 (16.8) E:TrigPolyEst1

This is best possible, at least for some α, since by Parseval’s identity we

have ∫ 1

0

|P (α)|2 dα = N.

Thus P (α) is an example of a trigonometric polynomial with unimodular

coefficients and such that ∥P∥2 ≍ ∥P∥∞.

We have noted that Corllary
Co:ExpSumEst1
16.6 is useless when f ′(x) is large, but

that Theorem
T:ExpSumEst2
16.7 provides a substitute when f ′′(x) is small. If f ′′(x) is

large, then Theorem
T:ExpSumEst2
16.7 is useless, but we may still obtain non-trivial

estimates if f ′′′(x) (or some higher derivative) is small. To derive bounds

that depend on higher derivatives we introduce an important new idea.
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L:vdCorputDiff Lemma 16.8 (van der Corput) Let z1, z2, . . . , zN be arbitrary com-

plex numbers. Then for any integer H with 1 ≤ H ≤ N we have

H2
∣∣∣ N∑
n=1

zn

∣∣∣2 ≤ H(N +H − 1)

N∑
n=1

|zn|2

+ 2(N +H − 1)

H−1∑
h=1

(H − h)
∣∣∣N−h∑
n=1

zn+hz̄n

∣∣∣.
Proof To simplify the ranges of summation, we suppose that zn = 0

when n < 1 or n > N . Then

H

N∑
n=1

zn =
∑

0≤r<H

∑
0<n<N+H

zn−r =
∑

0<n<N+H

∑
0≤r<H

zn−r.

Hence by Cauchy’s inequality we see that

H2
∣∣∣ N∑
n=1

zn

∣∣∣2 ≤ (N +H − 1)
∑

0<n<N+H

∣∣∣ ∑
0≤r<H

zn−r

∣∣∣2. (16.9) E:vdCDiff1

On multiplying out the square on the right, and inverting the order of

summation, we see that this is

= (N +H − 1)
∑

0≤r<H
0≤s<H

∑
n

zn−rzn−s.

The inner sum depends only on r−s, and a given value h of r−s occurs
for H − |h| different pairs r, s. Thus the above is

H(N+H−1)

N∑
n=1

|zn|2+2(N+H−1)Re

H−1∑
h=1

(H−h)
∑
n

zn+hzn, (16.10) E:vdCDiff2

and the desired result now follows.

In applications, it is likely that some cancellation has been discarded

when Cauchy’s inequality is applied. That is, there may be some loss

in the inequality (
E:vdCDiff1
16.9). Similarly, in passing from (

E:vdCDiff2
16.10) to the final

result by means of the triangle inequality, some further cancellation may

have been lost.

The van der Corput Lemma has an immediate application to Weyl’s

Criterion concerning the distribution of a sequence un modulo 1, as
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discussed in §
S:UDmod1
F.1: We take zn = e(kun) in the above, and thus find that

N∑
n=1

e(kun) ≪ NH−1/2 +N1/2
( 1

H

H∑
h=1

∣∣∣N−h∑
n=1

e(k(un+h − un))
∣∣∣)1/2.
(16.11) E:vdCDiff3

Suppose that the sequence un+h − un is uniformly distributed, for each

fixed positive h. Then by Weyl’s Criterion (Theorem
T:WeylCrit
F.1) the inner sum

over n on the right hand side above is o(N). Hence the entire term

containing this sum is o(N). Since H may be taken to be arbitrarily

large, it follows that

N∑
n=1

e(kun) = o(N)

as N → ∞, for any fixed nonzero integer k. Thus by a second application

of Weyl’s Criterion we have

T:vdCDiffThm Theorem 16.9 (van der Corput) Let {un} be a sequence of real num-

bers with the property that, for each positive integer h, the sequence

{un+h − un} is uniformly distributed. Then the sequence {un} is uni-

formly distributed.

From the example un = nθ with θ irrational we see that the converse

of the above theorem is false.

Co:WeylThm Corollary 16.10 (Weyl) Let P (x) =
∑
cjx

j be a polynomial with real

coefficients. If there is a j > 0 for which the coefficient cj is irrational,

then the sequence {P (n)} is uniformly distributed modulo 1.

The constant term c0 may be rational or irrational, since it only causes

the sequence to be translated. The converse is obvious, for if the coef-

ficients cj were to be rational for all j > 0, then the sequence {P (n)}
would be periodic and then the numbers P (n) would not even be dense

in T.

Proof We first prove the assertion by induction under the stronger hy-

pothesis that the leading coefficient is irrational. If degP = 1, then the

result follows by Theorem
T:n*alphaUD
F.2. If degP = d > 1 and the leading coef-

ficient cd is irrational, then for any positive integer h the polynomial

P (x + h) − P (x) has an irrational leading coefficient hdcd. Hence the

numbers P (n + h) − P (n) are uniformly distributed by the inductive

hypothesis. This establishes the result when the leading coefficient is

irrational.
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Now suppose that P (x) has an irrational coefficient (other than the

constant term), which may or may not be the leading coefficient. Write

P (x) = Pi(x) + Pr(x)/q where all the non-zero coefficients of Pi are

irrational and all the coefficients of Pr are integers. Then Pi(x) has

positive degree. Moreover, for any integer a the polynomial Pi(qx+a) has

positive degree and an irrational leading coefficient. Hence the sequence

Pi(qn + a) s uniformly distributed. On the other hand, the sequence

Pr(qn+ a)/q is constant modulo 1. Hence the sequences P (qn+ a) are

uniformly distributed. It follows at once from the definition of uniform

distribution that the sequence P (n) is also uniformly distributed.

We now use the van der Corput Lemma (Lemma
L:vdCorputDiff
16.8) to derive

bounds for the exponential sum
∑
e(f(n)) that depend on higher deriv-

atives of f .

T:ExpSumEst3 Theorem 16.11 Let N be a positive integer and suppose that a ≤ b ≤
a+N and 0 < M3 ≤ f ′′′(x) ≤ AM3 when a ≤ x ≤ b. Then∑

a≤n≤b

e(f(n)) ≪A N
(
M

1/6
3 +N−1/4 +N−3/4M

−1/4
3

)
.

IfM3 < N−3 orM3 > 1, then the bound is trivial, for then the second

factor on the right is larger than 1. Of the three terms in parentheses

on the right, we see that the first one is largest when N−3/2 ≤M3 ≤ 1,

the second is largest when N−2 ≤M3 ≤ N−3/2, and the third is largest

when N−3 ≤M3 ≤ N−2.

Proof In view of the remarks above, we may suppose that N−3 ≤
M3 ≤ 1. Suppose that 0 < h ≤ b − a, and let fh(x) = f(x + h) − f(x)

for a ≤ x ≤ b− h. By the van der Corput Lemmawe see that∑
a≤n≤b

e(f(n)) ≪ NH−1/2 +N1/2

(
1

H

H∑
h=1

∣∣∣∑
n

e(fh(n))
∣∣∣)1/2. (16.12) E:DiffExpSum1

Since f ′′h (x) = f ′′(x + h) − f ′′(x) = hf ′′′(ξ) ≍ hM3, it follows from

Theorem
T:ExpSumEst2
16.7 that the inner sum is ≪A h

1/2M
1/2
3 N +h−1/2M

−1/2
3 . On

inserting this estimate, we see that the right hand side above is

≪A NH
−1/2 +M

1/4
3 H1/4N +M

−1/4
3 H−1/4N1/2.

If N−3/2 ≤M3 ≤ 1, then we take H =
[
M

−1/3
3

]
, and the first two terms

are the same size and the third is smaller. If N−2 ≤M3 ≤ N−3/2, then

we take H =
[
M−1

3 N−1
]
, whence the second and third terms are the

same size and the first is smaller. In both these cases the chosen value
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of H satisfies the requirement that 1 ≤ H ≤ N . Finally, if N−3 ≤M3 ≤
N−2, then we take H = N , and the third term is the largest.

We note that if the innermost sum on the right in (
E:DiffExpSum1
16.12) is estimated

trivially, then the bound obtained for the left hand side is trivial, but no

worse. Consequently, a non-trivial estimate for the inner sum on the right

will yield a non-trivial estimate for the sum on the left. Thus the Weyl–

van der Corput inequality is a very useful tool, although (as we have

already noted) it may be expected to involve some loss of quantitative

precision. One may attempt to avoid some of this loss by constructing

estimates for two-dimensional exponential sums, i.e. sums of the form∑
h,n e(f(h, n)). Such estimates may then be applied to the double sum

in (
E:vdCDiff2
16.10), thereby avoiding the appeal to the triangle inequality in the

last step of the proof of the Lemma.

If f ′′′(x) is large, then the estimate of Theorem
T:ExpSumEst3
16.11 is trivial, but if

f (4)(x) is small, then we may still obtain a useful estimate by applying

the van der Corput Lemma and Theorem
T:ExpSumEst3
16.11, in the same way that

we derived Theorem
T:ExpSumEst3
16.11 from Theorem

T:ExpSumEst2
16.7. Continuing by induction,

we obtain the following general result, of which Theorems
T:ExpSumEst2
16.7 and

T:ExpSumEst3
16.11

are the first two cases.

T:SumEstrthderiv Theorem 16.12 Let N be a positive integer, and let r be an integer

with r ≥ 2. Suppose that a ≤ b ≤ a + N and that 0 < Mr ≤ f (r)(x) ≤
AMr when a ≤ x ≤ b. Put R = 2r. Then∑

a≤n≤b

e(f(n)) ≪A,r N
(
M1/(R−2)
r +N−2/R + (NrMr)

−2/R
)
.

Proof Since we have already established this for r = 2 and r = 3, we

may suppose that r ≥ 4, and that the estimate has been established

for r − 1. We may also suppose that N−r ≤ Mr ≤ 1, for otherwise

the bound is trivial. We apply the van der Corput Lemma as in the

proof of Theorem
T:ExpSumEst3
16.11, to obtain the estimate (

E:DiffExpSum1
16.12). As f

(r−1)
h (x) =

f (r−1)(x+h)−f (r−1)(x) = hf (r)(ξ) ≍ hMr, we deduce from the induct-

ive hypothesis that∑
a≤n≤b−h

e(fh(n)) ≪A,r N
(
(hMr)

2/(R−4) +N−4/R + (Nr−1hMr)
−4/R

)
.

Inserting this in (
E:DiffExpSum1
16.12), we find that the sum in question is

≪A,r N
(
H−1/2 + (HMr)

1/(R−4) +N−2/R + (Nr−1HMr)
−2/R

)
.

If Mr is not very small, say N−2+4/R ≤ Mr ≤ 1, then we take H =
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M

−2/(R−1)
r

]
. Then the first two terms are the same size, and the remain-

ing terms are smaller. IfMr is extremely small, sayN−r ≤Mr ≤ N−r+1,

then we take H = N . Then the last term is largest. In the intermediate

range N−r+1 ≤ Mr ≤ N−2+4/R we have some freedom in our choice of

H, because it suffices to choose H so that the first, second and fourth

terms are majorized by the third term. That is, we take H to be an

integer such that H ≫ N4/R, H ≪ M−1
r N−2+8/R, H ≫ M−1

r N2−r,

and of course 1 ≤ H ≤ N . To complete the proof it suffices to verify

that the lower bounds for H are indeed smaller than the upper bounds

when Mr is in the interval under consideration.

We now consider what our estimates yield when they are applied to

sums of the form
∑
a≤n≤b n

−it. By Corollary
Co:ExpSumEst1
16.6 with f(x) = −t

2π log x

we see that if τ ≤ a ≤ b ≤ 2a, then∑
a≤n≤b

n−it ≪ a

τ
. (16.13) E:Sumn^-itEst1

Similarly, by Theorem
T:ExpSumEst2
16.7 we find that if τ2/3 ≤ a ≤ τ and a ≤ b ≤ 2a,

then ∑
a≤n≤b

n−it ≪ τ1/2. (16.14) E:Sumn^-itEst2

This bound also holds for τ1/2 ≤ a ≤ τ2/3, but for such smaller a we

obtain a better bound from Theorem
T:ExpSumEst3
16.11: If τ1/3 ≤ a ≤ τ2/3 and

a ≤ b ≤ 2a, then ∑
a≤n≤2a

n−it ≪ a1/2τ1/6. (16.15) E:Sumn^-itEst3

Further such estimates can be derived for smaller values of a, but they

become successively weaker. Our very first estimate, (
E:Sumn^-itEst1
16.13), is the cor-

rect order of magnitude, but is flawed because we can derive a much

more precise statement about such sums, by using the following

T:TrapRuleApprox Theorem 16.13 Suppose that 0 < δ ≤ 1/2, that f is continuous and

monotonic on [a, b], and that −1 + δ ≤ f ′(x) ≤ 1 − δ for a ≤ x ≤ b.

Then ∑
a≤n≤b

e(f(n)) =

∫ b

a

e(f(x)) dx+Oδ(1).

This is a precursor to the more elaborate Theorem
T:ProcessB1
16.18 that we shall

prove in the next section. The above may be viewed as an instance of

a Riemann sum approximation to an integral, but with an error term



16 Exponential sums I: van der Corput’s method

that is much smaller than would normally be the case, due to the special

shape of the integrand.

Proof First assume that f ′ is increasing. By Riemann–Stieltjes integ-

ration we see that the left hand side above is∫ b

a−
e(f(x)) d⌊x⌋ =

∫ b

a

e(f(x)) dx−
∫ b

a−
e(f(x)) d{x}.

Thus our only task is to bound this last integral, which is

=

∫ b

a−
e(f(x)) d({x} − 1/2)

=
[
e(f(x))({x} − 1/2)

∣∣∣b
a−

−
∫ b

a

(1/2− {x}) de(f(x))

= 2πi

∫ b

a

({x} − 1/2)e(f(x))f ′(x) dx+O(1). (16.16) E:exp0

In (
E:Defs(x)
E.13) we define the sawtooth function s(x) to be s(x) = {x} − 1/2

when x /∈ Z, and s(x) = 0 when x ∈ Z (see also Lemma D.1). Thus

we can switch from {x} − 1/2 to s(x) in the above integral without

altering its value. In Appendix D we determined the Fourier Series of

s(x), showed that the Fourier Series is boundedly convergent to s(x),

and even established this in a sharp quantitative form:

s(x) = −
∑

0<|k|≤K

e(kx)

2πik
+ O

(
min

(
1,

1

K∥x∥

))
. (16.17) E:STFExp

We can now see why the integral above is so small: s(x) is essentially

a linear combination of functions of the form e(kx), each one of which

is turning quite quickly, while e(f(x)) is turning comparatively slowly.

Thus the product e(f(x))e(kx) is turning at approximately the same

speed as e(kx), and so we can estimate the contribution of this term by

appealing to Theorem
T:ExpIntEst1
16.1. We take r(x) = f ′(x), θ(x) = 2π(kx+f(x)).

Thus

r(x)

θ′(x)
=

f ′(x)

2π(k + f ′(x))
. (16.18) E:exp1

Now it is familiar that a function of the form au+b
cu+d is linear if c = 0,

but if c ̸= 0 it has a simple pole at −d/c, and is monotonic on both

the intervals (−∞,−d/c), (−d/c,∞). Moreover, on both these intervals

the function is increasing, constant, or decreasing, according to the sign

of ad − bc. In the present case, the point −d/c = −k lies outside the
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interval [−1 + δ, 1 − δ] and ad − bc = 2πk, so if k ≥ 1 the expression is

increasing and lies in the interval[ −1 + δ

2π(k − 1 + δ)
,

1− δ

2π(k + 1− δ)

]
.

Thus the expression (
E:exp1
16.18) has absolute value not exceeding

1− δ

2π(k − 1 + δ)
≤ 1

k − 1 + δ
≤ 1

kδ
.

A similar argument applies when k ≤ −1, so by Theorem
T:ExpIntEst1
16.1 it follows

that ∫ b

a

e(kx+ f(x))f ′(x) dx≪ 1

|k|δ

for all nonzero integers k. Thus when the sawtooth function in (
E:exp0
16.16)

is replaced by the two terms in (
E:STFExp
16.17), the first term contributes an

amount ≪ δ−1
∑∞
k=1 k

−2 ≪ 1/δ. Clearly∫ 1

0

min
(
1,

1

K∥x∥

)
dx≪ logK

K
,

so the contribution to (
E:exp0
16.16) of the second term in (

E:STFExp
16.17) is ≪ (b+1−

a)(logK)/K, and this can be made arbitrarily small by taking K to be

large. Thus we have the result when f ′ is increasing. If f ′ is decreasing,

then −f ′ is increasing, so we have the result for −f , and we obtain the

result for f by taking complex conjugates.

By taking f(x) = −t
2π log x in the above, we see immediately that if

τ ≤ x ≤ y, then ∑
x<n≤y

n−it =
y1−it − x1−it

1− it
+O(1). (16.19) E:sumn-it

This allows us to establish a further useful result.

L:sumn-s Lemma 16.14 If σ ≥ 0, s ̸= 1, and τ ≤ x ≤ y, then∑
x<n≤y

n−s =
y1−s − x1−s

1− s
+O

(
x−σ

)
. (16.20) E:sumn-s

Proof If σ = 0, then this is just (
E:sumn-it
16.19), so we assume that σ > 0. In

what follows, we consider t to be fixed. Put

A(u) =
∑

x<n≤u

n−it, B(u) =
u1−it − x1−it

1− it
.
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We see easily that∫ y

x

u−σ dA(u) =
∑

x<n≤y

n−s,

∫ y

x

u−σ dB(u) =
y1−s − x1−s

1− s
.

Put R(u) = A(u)−B(u). The difference between the two main terms in

(
E:sumn-s
16.20) is∫ y

x

u−σ dR(u) = R(y)y−σ −R(x)x−σ + σ

∫ y

x

R(u)

uσ+1
du.

By (
E:sumn-it
16.19) we know that R(u) ≪ 1. Hence the above is ≪ x−σ, and we

have the stated result.

On future occasions, we may dismiss an argument of the above type

by saying simply, “By integration by parts it follows that . . .”. However,

it is worth noting that the integration by parts is simpler if one first

removes the main term (as we did above) before integrating.

T:ZetaEst2 Theorem 16.15 Suppose that σ > 0, that s ̸= 1, and that x ≥ τ .

Then

ζ(s) =
∑
n≤x

n−s +
x1−s

1− s
+O

(
x−σ

)
. (16.21) E:ZetaEst2

It follows in particular, that if σ > 0, s ̸= 1, and τ ≤ x ≤ Cτ , then

ζ(s) =
∑
n≤x

n−s + O
(
τ−σ

)
. (16.22) E:ZetaEst3

Proof We quote Theorem 1.12, which asserts that

ζ(s) =
∑
n≤y

n−s +
y1−s

s− 1
+

{y}
ys

− s

∫ ∞

y

{u}u−s−1 du. (16.23) E:ZetaEstOld

We briefly outline the proof of this: We suppose first that σ > 1, write

ζ(s) =
∑
n≤y

n−s +

∫ ∞

y

u−s d⌊u⌋,

add and subtract y1−s/(s− 1) =
∫∞
y
u−s du, and integrate the resulting

integral by parts. Then we observe that the resulting integral is analytic

for σ > 0. This gives (
E:ZetaEstOld
16.23).

The integral in (
E:ZetaEstOld
16.23) is ≪ |s|/yσ. We choose y to be so large that

|s|/y−σ ≤ x−σ. Then we subtract (
E:sumn-s
16.20) from both sides to obtain the

result.
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We know (recall Corollary 1.17) that ζ(1 + it) ≪ log τ for |t| ≥ 1.

We also know (recall Corollary 10.5) that |ζ(it)| ≍ |ζ(1 + it)|τ1/2 for

t ≥ 1. It follows by convexity (recall Exercise 10.1.19(c)) that ζ(s) ≪
τ (1−σ/2 log τ for 0 ≤ σ ≤ 1, and in particular that ζ(1/2 + it) ≪
τ1/4 log τ . We now derive a subconvex bound for ζ(1/2 + it).

T:zetaEst1 Theorem 16.16 Let τ = |t|+ 4. Then for any real t,

ζ(1/2 + it) ≪ τ1/6 log τ.

Proof We first show that if 1 ≤ a ≤ b ≤ 2a ≤ 2τ , then∑
a≤n≤b

n−it ≪ a1/2τ1/6. (16.24) E:shortn-itsum

To do this, we consider a in several ranges. First suppose that a ≤ τ1/3.

We argue trivially:∑
a≤n≤b

n−it ≪ a = a1/2a1/2 ≤ a1/2τ1/6.

Secondly, if τ1/3 ≤ a ≤ τ2/3, we use (
E:Sumn^-itEst3
16.15), which gives precisely the

desired estimate. Finally, if τ2/3 ≤ a ≤ τ , then by (
E:Sumn^-itEst2
16.14),∑

a≤n≤b

n−it ≪ τ1/2 = τ1/3τ1/6 ≤ a1/2τ1/6.

Thus (
E:shortn-itsum
16.24) is established. Next we show that if x ≤ τ , then∑

n≤x

n−it ≪ x1/2τ1/6. (16.25) E:Initsumn-it

To do this, we cut the interval [1, x] into dyadic blocks, and apply the

bound (
E:shortn-itsum
16.24) to each block. The bounds grow exponentially, so the size

of the sum of all of them is the size of the largest term, which is x1/2τ1/6.

From (
E:Initsumn-it
16.25) it follows by integrating by parts that∑

n≤τ

n−1/2−it ≪ τ1/6 log τ.

The stated result now follows by combining this with (
E:ZetaEst3
16.22).

By cutting the interval [1, x] into dyadic blocks and appealing to

(
E:Sumn^-itEst1
16.13)–(

E:Sumn^-itEst3
16.15) we find that

∑
n≤x

n−it ≪


x (x ≤ τ1/3),

x1/2τ1/6 (τ1/3 ≤ x ≤ τ2/3),

τ1/2 log τ (τ2/3 ≤ x ≤ τ).

(16.26) E:cumsumn-itEst
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Thus we see that ∑
n≤x

n−it ≪ τ1/2 log τ (16.27) E:sumn-itEst4

whenever x ≤ τ . This bound is reminiscent of the Pólya–Vinogradov

inequality (Theorem 9.18), which asserts that if χ is a nonprincipal char-

acter modulo q, then

M+N∑
n=M+1

χ(n) ≪ q1/2 log q.

We now establish a hybrid bound that includes both of these estimates,

although only for initial sums, not sums over arbitrary intervals. To

ease the insertion of a contribution that occurs only when a character is

principal, we set

E0(χ) =

{
1 (χ = χ

0
),

0 (otherwise).
(16.28) E:DefE0chi

T:sumchinn-it Theorem 16.17 Let χ be a Dirichlet character (mod q). Then∑
n≤x

χ(n)n−it = E0(χ)
φ(q)

q
· x

1−it

1− it
+O

(
(qτ)1/2 log qτ

)
. (16.29) E:hybridchin-itBnd

Proof Suppose first that q = 1. If x ≤ τ , then it suffices to appeal to

(
E:sumn-itEst4
16.27). If x > τ , then we treat the range from 1 to τ using (

E:sumn-itEst4
16.27), and

the range from τ to x by appealing to (
E:sumn-it
16.19).

We use the case q = 1 to treat principal characters to moduli q > 1.∑
n≤x

(n,q)=1

n−it =
∑
n≤x

n−it
∑
d|(n,q)

µ(d) =
∑
d|q

µ(d)
∑
n≤x
d|n

n−it

=
∑
d|q

µ(d)d−it
∑

m≤x/d

m−it

=
∑
d|q

µ(d)d−it
(
(x/d)1−it

1− it
+O

(
τ1/2 log τ

))

=
(∑
d|q

µ(d)

d

) x1−it
1− it

+O
(
d(q)τ1/2 log τ

)
.

Here the sum over d is φ(q)/q, and d(q) ≤ 2q1/2, so we have the result

for χ
0
modulo q.
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Now suppose that χ is a primitive character modulo q, q > 1. From

Corollary 9.8 we know that

χ(n) =
1

τ(χ)

q∑
a=1

χ(a)e(an/q)

for all n. Here τ(χ) =
∑q
a=1 χ(a)e(a/q) is the Gauss sum of χ, which is

not to be confused with our standard notation τ = |t|+4 which we also

employ here, and we know by Theorem 9.7 that |τ(χ)| = q1/2. Thus

∑
n≤x

χ(n)n−it =
1

τ(χ)

q−1∑
a=1

χ(a)
∑
n≤x

e(an/q)n−it. (16.30) E:chin-itID

We show below that if q ∤ a, then∑
n≤x

e(an/q)n−it ≪ τ1/2
( 1

∥a/q∥
+ log qτ

)
. (16.31) E:expsumest7

This bound suffices, for then the right hand side of (
E:chin-itID
16.30) is

≪ q−1/2τ1/2
q−1∑
a=1

( 1

∥a/q∥
+ log qτ

)
≪ (qτ)1/2

(
log qτ +

∑
1≤a≤q/2

1

a

)
≪ (qτ)1/2 log qτ.

To prove (
E:expsumest7
16.31) put f(u) = au/q − t(log u)/(2π). Then f ′(u) = a/q −

t/(2πu). Let u0 be determined by the equation

|t|
2πu0

=
1

2

∥∥∥a
q

∥∥∥.
If u0 ≤ x, then by Corollary

Co:ExpSumEst1
16.6 we see that∑

u0≤n≤x

e(an/q)n−it ≪ 1

∥a/q∥
.

To treat the sum over n in the interval 1 ≤ n ≤ min(x, u0), we divide

this interval into dyadic blocks. Since ∥a/a∥ ≥ 1/q, we know that u0 ≪
qτ , and hence the number of dyadic blocks is ≪ log qτ . We note that

f ′′(u) = t/(2πu2). By Theorem
T:ExpSumEst2
16.7 it follows that∑

U≤n≤2U

e(an/q)n−it ≪ |t|1/2 + U |t|−1/2.

When this is summed over the dyadic blocks, the total is

≪ |t|1/2 log qτ + u0|t|−1/2 ≪ |t|1/2 log qτ + |t|1/2

∥a/q∥
.
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On combining these last two estimates we see that we have established

(
E:expsumest7
16.31), so the desired result is proved for primitive nonprincipal char-

acters.

Finally, suppose that χ is a nonprincipal character (mod q) that is

induced by a primitive character χ⋆ modulo d, for some d|q. Put r = q/d.

Then χ(n) = χ⋆(n) if (n, r) = 1, and χ(n) = 0 otherwise. Thus∑
n≤x

χ(n)n−it =
∑
n≤x

(n,r)=

χ⋆(n)n−it =
∑
n≤x

χ⋆(n)n−it
∑
k|(n,r)

µ(k)

=
∑
k|r

µ(k)
∑
n≤x
k|n

χ⋆(n)

nit
=
∑
k|r

µ(k)χ⋆(k)

kit

∑
m≤x/k

χ⋆(km)

mit
.

Here the outer sum has d(r) ≤ 2r1/2 summands, and the inner sum is ≪
(dτ)1/2 log dτ by what we have already proved for primitive characters.

Hence the above is ≪ (qτ)1/2 log qτ , so the proof is complete.

S:ElEst

16.2.1 Exercises

1. LetM ,K be positive integers withK ≤ (M−1)/2 and take N = 2M ,

∆ = (K + 1/2)/M , αn = ∆n, (1 ≤ n ≤M), αn = (1−∆)(n−M) +

∆M (M < n ≤ N). Further let δn = αn+1 − αn (1 ≤ n < N) and

S =
∑N
n=1 e(αn). Show that

∆ ≤ δ1 ≤ δ2 ≤ . . . ≤ δN−1 ≤ 1−∆,

that |S| = 2 cotπ∆, and that if M/K is large, then

|S| ∼ cot
π∆

2
.

2. Suppose that the sequence un is weakly increasing, that un+1 −un is

weakly decreasing to 0, and that limn→∞ n(un+1 − un) = ∞. (Note

that the sequence considered in Exercise
S:UDmod1
F.1.

Exer:LogNotUD
4 satisfies the first two

of these hypotheses, but not the third.)

(a) Show that limn→∞ un/ log n = ∞.

(b) Use the Kusmin–Landau inequality to show that un is uniformly

distributed (mod 1).

(c) (Fejér) Suppose that f(x) is a real-valued function defined on

the positive real numbers, such that f is weakly increasing, f ′
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decreases weakly to 0, and that xf ′(x) → ∞ as x → ∞. Show

that the sequence f(n) is uniformly distributed (mod 1).

3. Let P (α) =
∑N
n=1 e(n

2/N + nα).

(a) Show that P (α) ≪ N1/2 uniformly in α.

(b) Show that ∫ 1

0

|P (α)|2 dα = N.

(c) Deduce that there is an α such that |P (α)| ≥ N1/2.

4. For arbitrary real c > 0, prove that

2N∑
n=N

e
(
c/n2

)
≪ c1/2N−1 + c−1/2N2.

5. Show that
2N∑
n=N

e
( n2
6N

)
≪ 1,

but that ∣∣∣ 2N∑
n=N

e
( n2
3N

)∣∣∣ ≍ N1/2.

6. Prove that if M3 ≤ f ′′′(x) ≤ AM3 and f ′′(0) = 0, then

N∑
n=1

e(f(n)) ≪A M
−1/3
3 +N3/2M

1/2
3 .

7. Prove that if 1/N ≤ c ≤ 2/N , then
∑N
n=1 e

(
cn3
)
≪ N5/6. Better

still, show that this bound can be replaced by N3/4+ε.

8. (a) By writing n = mp2 + h, show that

p3∑
n=1

e
(n3
p3

)
=

p2∑
h=1

e
(h3
p3

) p∑
m=1

e
(3mh2

p

)
.

(b) Deduce that if p ̸= 3, then the above is equal to p2.

(c) By writing n = 3m+ h, show that

27∑
n=1

e
(n3
27

)
=

3∑
h=1

e
(h3
27

) 9∑
m=1

e
(h2m

3

)
.

(d) Deduce that the above is = 9.
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9. In many applications, such as in treating the sum
∑2N
n=N n

it, we find

that Mr+1 ≍Mr/N . Show that when this is the case, the best estim-

ate from Theorem
T:SumEstrthderiv
16.12 is obtained by taking r so that

N−2+4/R ≪r Mr ≪r N
−1+2/R,

and that the estimate is then

≪r NM
1/(R−2)
r .

10. Let f(x) be real valued with k + 1 continuous derivatives, and put

P (x) =

k∑
r=0

f (r)(0)

r!
xr.

Show that for k ≥ 1,

N∑
n=1

e(f(n)) ≪ S∗(1 +MNk+1
)

where

M = max
0≤x≤N

|f (k+1)(x)|
(k + 1)!

, S∗ = max
X≤N

∑
n≤X

e(P (n)).

11. Let z1, z2, . . . , zN be N arbitrary complex numbers, H be an integer

with 1 ≤ H ≤ N and define

S(α) =

N∑
n=1

zne(αn), T (α) =

N+H∑
m=1

e(αm), K(α) =
∑
h=1

e(αh).

(a) Prove that

H

N∑
n=1

zn =

∫ 1

0

S(α)K(α)T (−α)dα.

(b) Prove that∫ 1

0

|S(α)|2|K(α)|2dα = H
∑
n

|zn|2+2Re

H∑
h=1

(H−h)
∑
n

zn+hzn.

(c) Derive van der Corput’s Lemma (Lemma
L:vdCorputDiff
16.8) from the above.
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16.3 van der Corput’s method
S:vdCMethod

By means of the van der Corput Lemma, Lemma
L:vdCorputDiff
16.8 we may reduce the

problem of estimating one exponential sum to that of estimating some

other sums. We now use the Poisson summation formula to establish a

second, quite different, transformation of the initial sum.

T:ProcessB1 Theorem 16.18 Let f(x) be real valued, and suppose that f ′(x) is

continuous and increasing on the interval [a, b]. Put f ′(a) = α and

f ′(b) = β. Then∑
a≤n≤b

e(f(n)) =
∑

α−1≤ν≤β+1

∫ b

a

e(f(x)− νx) dx+O
(
log(2 + β − α)

)
.

(16.32) E:ProcessBId

Proof Let N be an integer such that |N−(α+β)/2| ≤ 1/2. If we replace

f(x) by f(x)−Nx, then the terms in the sum on the left are unchanged,

f ′(x) is still continuous and increasing, and the sum on the right is

unchanged, although the indexing of the terms has been translated, as α

has been replaced bt α′ = α−N , and β has been replaced by β′ = β−N .

We note that α′+β′ = α+β−2N , so that |α′+β′| ≤ 1. Thus by making

a change of variable of this sort, we may suppose that |α+ β| ≤ 1.

Let F (x) = e(f(x)) for a ≤ x ≤ b, and put F (x) = 0 otherwise.

Then F ∈ L1(R) and F has bounded variation on R, so by the Poisson

summation formula (Theorem D.3),

∑
n

1

2
(F (n+) + F (n−)) = lim

K→∞

K∑
k=−K

F̂ (k).

Since F (x) is continuous apart from possible jump discontinuities at a or

b, the left hand side here is within O(1) of the left hand side in (
E:ProcessBId
16.32).

The integral on the right in (
E:ProcessBId
16.32) is simply F̂ (ν), so to complete the

proof it suffices to show that∑
|k|≤K

k/∈[α−1,β+1]

F̂ (k) ≪ log(2 + β − α) (16.33) E:SumFHatTailEst

for all sufficiently large K. Integrating by parts, we find that

F̂ (k) =
e(f(a)− ka)

2πik
− e(f(b)− kb)

2πik
+

1

k

∫ b

a

f ′(x)e(f(x)− kx) dx.

If k > β, then f ′(x)/(f ′(x)− k) is monotonic, so by Theorem
T:ExpIntEst1
16.1 this
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integral is ≪ β/(k − β). We note that∑
k>β+1

β

k(k − β)
≍ log(2 + β).

We treat k < α similarly, and find that the left hand side of (
E:SumFHatTailEst
16.33) is

e(f(a))

2πi

∑
0<|k|≤K

k/∈[α−1,β+1]

e(−ka)
k

− e(f(b))

2πi

∑
0<|k|≤K

k/∈[α−1,β+1]

e(−kb)
k

+ O(log(2+β−α)).

Since |α+β| ≤ 1, we may pair each k in these sums with −k, except for
at most one k, whose contribution is bounded. Hence the above is

= e(f(b))
∑

β+1<k≤K

sin 2πkb

πk
− e(f(a))

∑
β+1<k≤K

sin 2πka

πk

+ O(log(2 + β − α)).

That these sums are bounded can be seen from Theorem D.1, but we

find the following direct argument to be instructive. It suffices to bound

the first sum, which is an odd function of b with period 1. Hence it

suffices to bound this sum when 0 < b ≤ 1/2. For those k (if there are

any) for which k ≤ 1/b, we use the inequality sinu ≤ u to see that the

summand is ≤ 2b. Since the number of such k is ≪ 1/b, it follows that

the total contribution of such terms is ≪ 1. By taking the imaginary

part of (
E:GeoSumEst
16.4) we see that ∑

u≤k≤v

sin 2πkb≪ 1

b
.

By summation by parts it follows that if u > 0, then∑
u≤k≤v

sin 2πkb

πk
≪ 1

ub
.

Since u ≥ 1/b in our application, this contribution is also bounded, and

the proof is complete.

Suppose we apply Theorem
T:ProcessB1
16.18 to a function f(x) such that f ′′(x) ≥

M2 > 0. By Theorem
T:ExpIntEst2
16.3 the integrals on the right hand side are

≪M
−1/2
2 . The number of terms in the sum on the right is f ′(b)−f ′(a)+

O(1). If we suppose that f ′′(x) ≤ AM2, then the number of terms is ≪A

(b−a)M2+1, and thus the right hand side is ≪A (b−a)M1/2
2 +M

−1/2
2 .

This provides a second (more complicated) proof of Theorem
T:ExpSumEst2
16.7, but

now we are in a position to determine whether there is any cancellation
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in the sum on the right in (
E:ProcessBId
16.32). To this end we must first derive a

more precise estimate for the integrals in (
E:ProcessBId
16.32). Suppose that g(x) is

a real-valued function on [a, b], that there is a point x0 ∈ [a, b] such that

g′(x0) = 0, and also that

0 < M2 ≤ g′′(x) (16.34) E:g’’lb

for x ∈ [a, b]. Let q(x) be the quadratic polynomial q(x) = g(x0) +
1
2g

′′(x0)(x − x0)
2. we expect that q(x) provides a good approximation

to g(x), at least when x is near x0. Consider first the idealized situation

in which g(x) is exactly equal to q(x). By (
E:IntExp(ict^2)
16.3) we see that∫ ∞

−∞
e(q(x)) dx = e(g(x0) + 1/8)g′′(x0)

− 1
2 .

As q′(x) is increasing and q′(x) ≥ M2(b − x0) for x ≥ b, we see from

Theorem
T:ExpIntEst1
16.1 that∫ ∞

b

e(q(x)) dx≪M−1
2 (b− x0)

−1.

This estimate is weak if x0 is close to b, in which case we use The-

orem
T:ExpIntEst2
16.3 instead and obtain∫ ∞

b

e(q(x)) dx≪M
− 1

2
2 .

We may treat
∫ a
−∞ e(q(x)) dx similarly, and thus we find that∫ b

a

e(q(x)) dx = e
(
g(x0) + 1/8

)
g′′(x0)

− 1
2 +O(R1) (16.35) E:Inte(q(x))Est1

where

R1 = min
(
M−1

2 (x0 − a)−1,M
− 1

2
2

)
+min

(
M−1

2 (b− x0)
−1,M

− 1
2

2

)
.

(16.36) E:DefR1

In the general case g(x) is not a quadratic polynomial, but if the higher

derivatives of g are not too large, then the expression above provides a

good approximation to the integral in question.

T:Inte(g(x))Est1 Theorem 16.19 Let g(x) be a thrice continuously differentiable real-

valued function on [a, b]. Suppose that there is an x0 ∈ [a, b] such that

g′(x0) = 0, and that (
E:g’’lb
16.34) holds throughout this interval. If |g′′′(x)| ≤

M3 for x ∈ [a, b], then∫ b

a

e(g(x)) dx = e
(
g(x0) + 1/8

)
g′′(x0)

−1/2 +O(R1) +O(R2) (16.37) E:Inte(g(x))Est1
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where R1 is given by (
E:DefR1
16.36) and

R2 =M−1
2 M

1/3
3 . (16.38) E:DefR2

If additionally g(4)(x) exists, is continuous and |g(4)(x)| ≤ M4 for x ∈
[a, b], then we may take

R2 = (b− a)M−2
2 M4 + (b− a)M−3

2 M2
3 . (16.39) E:DefR2alt

If instead of (
E:g’’lb
16.34) we have

g′′(x) ≤ −M2 < 0, (16.40) E:g’’ub

then we apply the theorem to −g(x) and take complex conjugates in

(
E:Inte(g(x))Est1
16.37). This gives a similar result, but the main term in (

E:Inte(g(x))Est1
16.37) must

be replaced by

e
(
g(x0)− 1/8

)
|g′′(x0)|−1/2. (16.41) E:Inte(g(x))Est2

Proof By (
E:g’’lb
16.34) and Theorem

T:ExpIntEst2
16.3 we know that the integral in (

E:Inte(g(x))Est1
16.37)

is ≪M
−1/2
2 . Thus if a ≤ x0 < a+M

−1/2
2 or b−M

−1/2
2 < x0 ≤ b, then

there is nothing further to be done, in view of the error term R1. Thus

in continuing, we may assume that

a+M
−1/2
2 ≤ x0 ≤ b−M

−1/2
2 . (16.42) E:x0Ineq

We multiply both sides of (
E:Inte(g(x))Est1
16.37) by e(−g(x0)) to reduce to the case

g(x0) = 0. Similarly, we may translate the coordinates so that x0 = 0.

We take q(x), as above, to be the Taylor approximation of order 2.

Then g(x) = q(x)+ r(x) where the remainder term r(x) may be written

explicitly as

r(x) =
1

2
x3
∫ 1

0

(1− u)2g(3)(xu) du. (16.43) E:r(x)formula

Similarly, q′(x) is the Taylor approximation of order 1 to g′(x), so the

remainder term r′(x) can be written as

r′(x) = x2
∫ 1

0

(1− u)g(3)(xu) du. (16.44) E:r’(x)formula

In view of (
E:g’’lb
16.34), it suffices to show that∫ b

a

e(q(x))(e(r(x))− 1) dx≪ R1 +R2. (16.45) E:Inteq,rEst

Let δ be a parameter at our disposal, and let I = [c, d] denote the portion

of the interval [a, b] for which |x| ≤ δ, and let J = [a, b] \ I. The set J

may be empty, but if it is not, then it consists of one or two intervals.
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By (
E:g’’lb
16.34) we see that |g′(x)| ≥ δM2 for all x ∈ J . Hence by Theorem

T:ExpIntEst1
16.1 we find that ∫

J

e(g(x)) dx≪ δ−1M−1
2 .

Since q′′(x) = g′′(0) ≥M2, a similar argument applies to q(x), and so∫
J

e(q(x))(e(r(x))− 1) dx≪ δ−1M−1
2 . (16.46) E:Inteq,rJEst

We now consider the integral (
E:Inteq,rEst
16.45), restricted to the interval I. Since

e(q(x))/(2πig′′(0)) is an antiderivative of xe(q(x)), we integrate by parts

to see that the integral is

=

[
e(q(x))

(
e(r(x))− 1

)
2πig′′(0)x

∣∣∣∣∣
d

c

− 1

g′′(0)

∫
I

e(q(x))

(
e(r(x))r′(x)

x
− e(r(x))− 1

2πix2

)
dx.

(16.47) E:eq,rIntParts

Since d = min(b, δ), it follows that 1/d ≤ 1/b + 1/δ. Thus the upper

endpoint contributes an amount

≪ b−1M−1
2 + δ−1M−1

2 ≪ R1 + δ−1M−1
2 .

The lower endpoint is treated similarly. By (
E:r(x)formula
16.43) we see that r(x) ≪

|x|3M3, and by (
E:r’(x)formula
16.44) we find that r′(x) ≪ x2M3. Using the inequality

|e(u)− 1| ≤ 2π|u|, we deduce that the integrand is ≪ |x|M3, and hence

the second term in (
E:eq,rIntParts
16.47) is ≪ δ2M−1

2 M3. On comparing this with

(
E:Inteq,rJEst
16.46), we discover that the choice δ = M

−1/3
3 is optimal. This gives

(
E:Inteq,rEst
16.45) with R2 given by (

E:DefR2
16.38). Our choice of δ is plausible, since

(
E:r(x)formula
16.43) allows us to show that r(x) is small precisely when x ∈ I.

It remains to derive (
E:Inte(g(x))Est1
16.37) with the refined error term (

E:DefR2alt
16.39). We

integrate by parts as above, but take I = [a, b]. Since d = b, the upper

endpoint now contributes an amount ≪ b−1M−1
2 ≪ R1. The lower end-

point is treated similarly. Write the integral in (
E:eq,rIntParts
16.47) as T1 + T2 where

T1 arises from the first term in brackets, and T2 from the second. Let

h(x) = r′(x)x−2 and j(x) = g′(x)x−1. Then

T1 =

∫ b

a

h(x)

j(x)
e(g(x))g′(x) dx

=
[h(x)e(g(x))

j(x)2πi

∣∣∣b
a
−
∫ b

a

d

dx

(h(x)
j(x)

)e(g(x))
2πi

dx.
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Since h(x) is the integral in (
E:r’(x)formula
16.44), we see that h(x) ≪M3. By differen-

tiating this integral with respect to x, we find also that h′(x) ≪M4. Sim-

ilarly j(x) =
∫ 1

0
g′′(xu) du ≥ M2 by (

E:g’’lb
16.34), and j′(x) =

∫ 1

0
ug′′′(xu) du

≪M3. Hence

d

dx

(h(x)
j(x)

)
=
h′(x)

j(x)
− h(x)j′(x)

j(x)2
≪ M4

M2
+
M2

3

M2
2

,

so that

T1 ≪M−1
2 M3 +M−1

2 M4(b− a) +M−2
2 M2

3 (b− a).

To bound the integral T2 we follow the method used to derive the es-

timate (
E:DefR2
16.38). We let I and J be defined as before. Put k(x) = r(x)x−3.

By (
E:r(x)formula
16.43) we see that k(x) ≪ M3, and that k′(x) ≪ M4. Set m(x) =

(e(x) − 1)/x. Then m(x) ≪ 1 and m′(x) ≪ 1. The contribution of the

interval I to T2 is∫ d

c

e(q(x))xm(r(x))k(x) dx

=
[ e(q(x))
2πig′′(0)

m(r(x))k(x)
∣∣∣d
c

−
∫ d

c

e(q(x))

2πig′′(0)
(m′(r(x))r′(x)k(x) +m(r(x))k′(x)) dx

≪M−1
2 M3 +M−1

2 M2
3 (d− c)3 +M−1

2 M4(d− c).

In the second factor we use the inequality d − c ≤ δ, but in the third

factor we use instead d− c ≤ b− a. Thus we find that∫
I

e(q(x))
(e(r(x))− 1

2πix2

)
dx≪M−1

2 M3 +M−1
2 M2

3 δ
3 +M−1

2 M4(b− a).

As for the set J , we consider separately the integrals
∫
J
e(g(x))x−2 dx

and
∫
J
e(q(x))x−2 dx. Applying Theorem

T:ExpIntEst1
16.1 to the first of these in-

tegrals, we are lead to consider the function g′(x)x2. This quantity has

absolute value ≥M2δ
3, and the expression is monotonic since its derivat-

ive is g′′(x)x2+2g′(x)x > 0. Thus by Theorem
T:ExpIntEst1
16.1,

∫
J
e(g(x))x−2 dx≪

M−1
2 δ−3. Similarly, as q′(x)x2 = g′′(0)x3 is monotonic,

∫
J
e(q(x))x−2 dx

≪M2δ
−3. On combining these estimates, we conclude that

T2 ≪M−1
2 M3 +M−1

2 M2
3 δ

3 +M−1
2 M4(b− a) +M−1

2 δ−3.

To optimise this estimate we again take δ = M
−1/3
3 . We combine this
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with our estimate for T1 to see that the integral in (
E:eq,rIntParts
16.47) is

≪ R1 +M−1
2 (T1 + T2)

≪ R1 +M−2
2 M3 +M−2

2 M4(b− a) +M−3
2 M2

3 (b− a).

Put U = M−1
2 (b− a)−1. The second term above is the geometric mean

of U and the fourth term. By (
E:x0Ineq
16.42) we deduce that U ≪ R1, so the

second term is majorised by the maximum of the first and fourth terms,

and therefore may be omitted. Thus we have (
E:Inte(g(x))Est1
16.37) with the error term

(
E:DefR2alt
16.39), and the proof is complete.

T:ExpSumEstThirdDeriv Theorem 16.20 Let N be a positive integer and a ≤ b ≤ a + N ,

suppose that f is thrice continuously differentiable on [a, b] and that

0 < M2 ≤ f ′′(x) ≤ AM2, |f ′′′(x)| ≤M3.

Let α = f ′(a), β = f ′(b) and for each integer ν in [α, β] let xν be defined

by f ′(xν) = ν. Then∑
a≤n≤b

e(f(n)) =
∑

α≤ν≤β

e
(
f(xν)− νxν + 1/8

)√
f ′′(xν)

+OA(E1 + E2) (16.48) E:ProcessBMain

where

E1 = log(2 +M2N) +M
−1/2
2

and

E2 =M
1
3
3 N. (16.49) E:DefE2

If, moreover, f (4)(x) exists, is continuous and satisfies |f (4)(x)| ≤ M4

on [a, b], then (
E:DefE2
16.49) may be replaced by

E2 =
M4

M2
N2 +

M2
3

M2
2

N2. (16.50) E:DefE2alt

If instead

0 < M2 ≤ −f ′′(x) ≤ AM2,

then the above holds with α = f ′(b), β = f ′(a), 1/8 replaced by −1/8

and the f ′′(xν) in the sum on the right replaced by −f ′′(xν).

Proof We may suppose that M2 ≥ N−2 for otherwise the conclusion

is trivial since the number of terms on the left is at most N + 1 and

E1 ≫M
−1/2
2 . By Theorem

T:ProcessB1
16.18,∑

a≤n≤b

e(f(n)) =
∑

α−1≤ν≤β+1

∫ b

a

e(f(x)− νx) dx+O(log(2 + β − α)).
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By Theorem
T:ExpIntEst2
16.3, ∫ b

a

e(f(x)− νx) dx≪M
− 1

2
2 . (16.51) E:Inte(f-nux)Est

uniformly in ν, and

β − α = (b− a)f ′′(ξ) ≪A M2N. (16.52) E:beta-alphaEst

Hence ∑
a≤n≤b

e(f(n)) =
∑

α≤ν≤β

∫ b

a

e(f(x)− νx) dx+OA(E1).

If β − α ≤ 1, then by (
E:Inte(f-nux)Est
16.51) we are done. Thus we may suppose that

β − α > 1, and then by (
E:beta-alphaEst
16.52) the sum on the right is non-empty and

the number of terms is ∑
α≤ν≤β

1 ≍A M2N. (16.53) E:NoNu

By Theorem
T:Inte(g(x))Est1
16.19 we may replace each integral on the right by

e
(
f(xν)− νxν + 1/8

)√
f ′′(xν)

with an error

≪M−1
2 M

1
3
3 +min

(
M−1

2 (xν − a)−1,M
−1/2
2

)
+min

(
M−1

2 (b− xν)
−1,M

−1/2
2

)
.

(16.54) E:ErrorEst1

By (
E:NoNu
16.53) the first term contributes a total amount ≪ M

1
3
3 N = E2.

To treat the second term we observe that ν − α = f ′(xν) − f ′(a) =

(xν − a)f ′′(ξ) ≤ AM2(xν − a) and so the second term is bounded by

min
( A

ν − α
,M

−1/2
2

)
.

Thus the total contribution from the second term is

≪A M
−1/2
2 +

∑
α+1≤ν≤β

1

ν − α
≪ E1.

Likewise the same upper bound holds for the contribution from the third

term. The first part of the theorem now follows.

For the second part of the theorem we appeal to the concomitant part

of Theorem
T:Inte(g(x))Est1
16.19. Then the term M−1

2 M
1/3
3 in (

E:ErrorEst1
16.54) is replaced by

(b− a)M−2
2 M4 + (b− a)M−3

2 M2
3
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and so by (
E:NoNu
16.53) the total contribution is

≪ M4

M2
N2 +

M2
3

M2
2

N2.

Co:4derivs Corollary 16.21 Suppose that I is a sub-interval of [N, 2N ], f has

four continuous derivatives on I, and that there are positive real numbers

A, λ, θ such that

0 < λN−θ−1 ≤ f (2)(x) ≤ AλN−θ−1,

|f (3)(x)| ≤ AλN−θ−2,

|f (4)(x)| ≤ AλN−θ−3

for x ∈ I. Then the error term in (
E:ProcessBMain
16.48) is

≪A log
(
2 + λN−θ)+ λ−1/2N (θ+1)/2.

The proof is immediate on observing that the contribution from E2,

given by (
E:DefE2alt
16.50), is ≪ 1, which can be absorbed in the logarithmic term.

The conditions of the above Corollary are those which are very largely

met in applications.

We now have two essentially different lines of approach for dealing with

a given exponential sum. In each of these we begin by transforming the

sum into a new one. The first of these is via the Weyl–van der Corput

lemma (Lemma
L:vdCorputDiff
16.8). The second is via Theorem

T:ExpSumEstThirdDeriv
16.20 (or, usually

more conveniently, via Corollary
Co:4derivs
16.21). With either of these processes

the presumption is that the transformed sum is one about which we

already have information. The normal requirement is that the function

f behaves somewhat like that considered in the above Corollary. To this

end we define the following class of functions.

D:vdCclassF Definition 16.1 Let N , λ, θ, ε be positive real numbers, let r be a

positive integer and let I be a subinterval of [N, 2N ]. Let

ϕ(x) =

{
λx1−θ

1−θ when θ ̸= 1,

λ log x otherwise.
(16.55) E:DefvdCMethphi(x)

We define F(N, I, λ, θ, r, ε) to be the set of functions f that are r-times

continuously differentiable on I and which for each s with 1 ≤ s ≤ r and

x ∈ I satisfy ∣∣f (s)(x)− ϕ(s)(x)
∣∣ < ε

∣∣ϕ(s)(x)∣∣. (16.56) E:vdCrderivs
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We are now in a position to define precisely what we mean by exponent

pairs.

D:ExpPair Definition 16.2 An exponent pair is a pair (k, l) of real numbers k

and l satisfying

0 ≤ k ≤ 1

2
≤ l ≤ 1 (16.57) E:vdCklel

and such that for every θ > 0 there is an integer r = r(k, l, θ) ≥ 2 and

an ε = ε(k, l, θ) satisfying 0 < ε < 1/2 for which for every N > 0, λ > 0,

I ⊆ [N, 2N ] and f ∈ F(N, I, λ, θ, r, ε) we have∑
n∈I

e(f(n)) ≪
(
λN−θ)kN l + λ−1Nθ. (16.58) E:vdCGenEst

We now make a number of observations concerning exponent pairs.

1. In establishing that a particular pair is an exponent pair we may

suppose that

λN−θ ≥ 1 (16.59) E:vdCParIneq1

for otherwise the inequality always holds. To see this we consider two

cases. First of all if λN−θ < 1/2, then by the Corollary
Co:ExpSumEst1
16.6 we have

at once ∑
n∈I

e(f(n)) ≪ Nθ

λ
≪ 1.

Secondly, if 1/2 ≤ λN−θ < 1, then by Theorem
T:ExpSumEst2
16.7, we have∑

n∈I
e(f(n)) ≪ N

1
2 ≪

(
λN−θ)kN l

since l ≥ 1/2. Henceforward we always assume that (
E:vdCParIneq1
16.59) holds.

2. By examining some special functions f we can explain why we have

imposed the conditions (
E:vdCklel
16.57) on the ordered pairs. Let M = ⌊N⌋,

let λ = lcm(1, 2, . . . , 2M) and let

f(x) = −λ
x
.

Thus f(x) is the function ϕ(x) defined in (
E:DefvdCMethphi(x)
16.55) with θ = 2, and

f(n) ∈ Z for 1 ≤ n ≤ 2N so that∑
M+1≤n≤2M

e(f(n)) =M ≫ N.

Now λ = exp(ψ(2M)), and so λ = exp
(
(2 + o(1)N

)
by the Prime
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Number Theorem. Since λ is exponentially large, we deduce that if

the estimate

N ≪ (λN−2)kN l

is to hold, then k ≥ 0, and if k = 0, then l ≥ 1. In particular, the

only exponent pair of the form (k, 1) is (0, 1).

3. Suppose we have an exponent pair with l > 1. In view of (
E:vdCParIneq1
16.59)

the bound (
E:vdCGenEst
16.58) would then be worse than (k, 1), and this in turn

would be worse than the trivial pair (0, 1). This explains why we have

imposed the condition l ≤ 1 in (
E:vdCklel
16.57).

4. Consider the expression∫ 2Λ

Λ

∣∣∣ 2M∑
M+1

e
(
− λn−1

)∣∣∣2 dλ
whereM = ⌊N⌋. The numbers 1/n withM+1 ≤ n ≤ 2M are spaced

at least δ = 1
2M(2M+1) apart. Let S−(x) be the function of Theorem

T:SelbergFcns
E.3 with α = Λ, β = 2Λ and δ as above. Then the above integral is

≥
∫ ∞

−∞
S−(λ)

∣∣∣ 2M∑
M+1

e
(
− λn−1

)∣∣∣2 dλ
=

2M∑
m=M+1

2M∑
n=M+1

Ŝ−(1/m− 1/n)

= Ŝ−(0)M = (Λ− 2M(2M + 1))M.

Thus we see that if Λ = 4M(2M +1), then there is a λ ∈ [Λ, 2Λ] such

that ∣∣∣ 2M∑
n=M+1

e(f(n))
∣∣∣≫ N1/2

where f(x) = −λ/x. Now f ′(x) = λx−2 and so if (k, l) is an exponent

pair we would have

N1/2 ≪
(
λN−2

)k
N l +N2λ−1 ≪ N l

since we have already seen that k ≥ 0. Thus it is also necessary that
1
2 ≤ l when (k, l) is an exponent pair.

5. By Theorem
T:ExpSumEst2
16.7 we see that (1/2, 1/2) is an exponent pair and we

have already seen in 4. that of necessity 1
2 ≤ l. Thus an wexponent

pair (k, l) with k > 1/2 would give a bound that is inferior to that
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provided by (1/2, 1/2). Thus we can happily restrict our attention to

k ≤ 1
2 , as in (

E:vdCklel
16.57).

6. Next we show that if (k, 1/2) is an exponent pair, then perforce k =

1/2. Let H be an arbitrary positive integer and define λ to be the

positive number with λ2 = lcm{1, 2, . . . ,H}, so that ν|λ2 for any

positive integer with ν ≤ H. Now let N = λ2H−2 and f(x) = 2λx
1
2

and suppose that (k, 1/2) is an exponent pair, so that 0 ≤ k ≤ 1/2.

Then, by Definitions
D:vdCclassF
16.1 and

D:ExpPair
16.2,∑

N<n≤2N

e(f(n)) ≪
(
λN−1/2

)k
N1/2 + λ−1N1/2

and λN− 1
2 = H so that∑
N<n≤2N

e(f(n)) ≪ HkN1/2 +H−1 ≪ HkN1/2.

By the Corollary
Co:4derivs
16.21 we have∑

a≤n≤b

e(f(n)) =
∑

α≤ν≤β

e
(
f(xν)− νxν − 1/8

)√
−f ′′(xν)

(16.60) E:vdcApprox

+OA
(
log(2 +H) +N1/2H−1/2

)
(16.61)

where α = H/
√
2, β = H, xν = λ2ν−2,

−f ′′(xν) =
1

2
ν3λ−2 ≫ HN−1, (16.62)

f(xν)− νxν = λ2ν−1 ∈ Z. (16.63)

Hence the sum on the right of (
E:vdcApprox
16.60) is

≫ H(N/H)1/2 = H1/2N1/2

and so ∣∣∣ ∑
N<n≤2N

e(f(n))
∣∣∣≫ H1/2N1/2.

Thus of necessity

l =
1

2
=⇒ k =

1

2
. (16.64) E:vdCPair(0,1)

7. The set of exponent pairs forms a convex set, since given any two

exponent pairs (k′, l′), (k′′, l′′) we have (assuming (
E:vdCParIneq1
16.59), of course)∑

n∈I
e(f(n)) ≪ min

(
(λN−θ)k

′
N l′ , (λN−θ)k

′′
N l′′

)



16.3 van der Corput’s method 37

and for any η with 0 ≤ η ≤ 1 we can replace this by

(λN−θ)kN l

with k = k′η+k′′(1−η), l = l′η+ l′′(1−η). In particular The ordered

pairs ( 12 ,
1
2 ) and (0, 1) with η = 2k shows that each of the pairs

(k, 1− k) with

(
0 ≤ k ≤ 1

2

)
are exponent pairs. Moreover, given any pair above this line, there

will always be one on the line which gives superior bounds. Thus in

practice the main interest lies in finding suitable exponent pairs below

this line.

We now show that when we apply the van der Corput Lemma, the

parameters describing the functions arising in the transformed sums are

related to those of the original function.

L:ProcessApars Lemma 16.22 Suppose that f is in the class

F(N, [a, b], λ, θ, r, ε)

of functions defined in Definition
D:vdCclassF
16.1, and that

1 ≤ h ≤ min
(
b− a,

2εN

r + θ

)
.

Let J = [a, b− h] and f1(x) = f(x;h) = f(x)− f(x+ h). Then

f1 ∈ F(N, J, λθh, θ + 1, r − 1, 3ε).

Proof This is a simple verification. Let

ϕ1(x) = ϕ1(x;h) = ϕ(x)− ϕ(x+ h), ψ(x) = −λθhx−θ.

The latter of these two functions plays the same rôle for f1 that ϕ does

for f . For 1 ≤ s ≤ r − 1 we have

f
(s)
1 (x)− ϕ

(s)
1 (x) = −

∫ x+h

x

(
f (s+1)(y)− ϕ(s+1)(y)

)
dy,

and in modulus this does not exceed∫ x+h

x

ε|ϕ(s+1)(y)| dy = ε|ϕ(s)1 (x)|.
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We also have hϕ′(x) = −ψ(x), so that

ϕ
(s)
1 (x)− ψ(s)(x) = −

∫ x+h

x

(
ϕ(s+1)(y)− ϕ(s+1)(x)

)
dy

= −
∫ x+h

x

(∫ y

x

ϕ(s+2)(z) dz
)
dy,

and in modulus this does not exceed

1

2
h2
∣∣ϕ(s+2)(x)

∣∣ = 1

2
h
∣∣ψ(s+1)(x)

∣∣ ≤ ε
∣∣ψ(s)(x)

∣∣.
Combining inequalities we have∣∣ϕ(s)1 (x)

∣∣ < (1 + ε)
∣∣ψ(s)(x)

∣∣,
and∣∣f (s)1 (x)− ψ(s)(x)

∣∣ < ε
(∣∣ϕ(s)1 (x)

∣∣+ ∣∣ψ(s)(x)
∣∣) < (2ε+ ε2

)∣∣ψ(s)(x)
∣∣.

We now formulate the precise terms of “Process A”.

T:ProcessA Theorem 16.23 (Process A) Suppose that (k, l) is an exponent pair.

Then so also is

(k′, l′) = A(k, l) =
( k

2k + 2
,
k + l + 1

2k + 2

)
.

Proof We first check that 0 ≤ k′ ≤ 1
2 ≤ l′ ≤ 1. We have 0 ≤ k

2k+2 <
k+1
2k+2 = 1

2 and 1
2 ≤ 1

2 + l
2k+2 = k+l+1

2k+2 ≤ 1
2 + 1

2k+2 ≤ 1. We now show

that there exist r′ ≥ 2, ε′ with 0 < ε′ < 1
2 such that if I = [a, b] with

N ≤ a ≤ b ≤ 2N , and

f ∈ F(N, I, λ, θ, r′, ε′),

then ∑
n∈I

e(f(n)) ≪ (λN−θ)k
′
N l′ .

We observe that

l′ =
1

2
+

l

2k + 2
≥ 1

2
+

1/2

2 · 1
2 + 2

=
2

3
.

As usual we may assume (
E:vdCParIneq1
16.59). Hence we may suppose that

|I| > N2/3 (16.65) E:|I|lb
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for otherwise the conclusion is immediate. When 1 ≤ λN−θ ≤ N
1
6 we

have, by Theorem
T:ExpSumEst2
16.7,∑

n∈I

e(f(n)) ≪ (λN−θ−1)1/2N +
(
λ−1Nθ+1

)1/2 ≪ N2/3,

which is more than sufficient. Thus we may also suppose that

λN−θ ≥ N
1
6 . (16.66) E:lambdaN^-thetalb

Suppose that r ≥ 1 + r(k, l), 0 < ε ≤ 1
3ε(k, l) and that

f ∈ F(N, [a, b], λ, θ, r, ε).

Let

S =
∑
n∈I

e(f(n)).

By the Weyl–van der Corput Lemma (Lemma
L:vdCorputDiff
16.8) we have

|S|2 ≪ N2H−1 +NH−1
∑

1≤h≤H

|S1(h)|

where we take I = [a, b] and

S1(h) =
∑

a<n≤b−h

e(f1(n;h)),

and we suppose that

1 ≤ H ≤ min
(
b− a,

2εN

r + θ

)
. (16.67) E:Hub

Here H is otherwise at our disposal. Let J = [a, b− h]. Then by Lemma
L:ProcessApars
16.22,

f1 ∈ F(N, J, λθh, θ + 1, r − 1, 3ε)

and by the choices made for r and ε above we see that the exponent pair

(k, l) applies to f1. Thus

|S|2 ≪ N2H−1 +NH−1
∑

1≤h≤H

((
hλN−θ−1

)k
N l + h−1λ−1Nθ+1

)
≪ N2H−1 +N l+1−k(θ+1)λkHk +Nθ+2λ−1H−1 logN. (16.68) E:|S|^2Ests

By (
E:lambdaN^-thetalb
16.66) the last term is bounded by the first. The good choice for H

would be given by

Hk+1 = N−l+1+k(θ+1)λ−k (16.69) E:H1stChoice
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provided that this does not violate (
E:Hub
16.67), and this leads to the bound

S ≪
(
λN−θ) k

2k+2N
k+l+1
2k+2

as required. If (
E:H1stChoice
16.69) violates (

E:Hub
16.67), then we take

H = min
(
b− a,

2εN

r + θ

)
.

In this case the first term on the left of (
E:|S|^2Ests
16.68) will dominate the second.

Hence by (
E:|I|lb
16.65) we have

S ≪ NH−1/2 ≪ N2/3

and the theorem follows once more.

We now come to “Process B”. This corresponds to applying the Pois-

son summation formula as embodied in Corollary
Co:4derivs
16.21. For a suitable

function f we need to understand how the function f(x(y)) − yx(y)

behaves when x and y are related by

f ′(x(y)) = y. (16.70) E:Defx(y)

Let

g(y) = yx(y)− f(x(y)). (16.71) E:Defg(y)

The function x(y) is the inverse function of f ′, so we have

x′(y) = 1/f ′′(x(y)) (16.72) E:x’(y)formula

and

g′(y) = x(y) + yx′(y)− f ′(x(y))x′(y) = x(y). (16.73) E:g’(y)formula

In the special case that

f(x) = ϕ(x)

we have

f ′(x) = λx−θ, x(y) = λ1/θy−1/θ.

Let

ψ(y) =

{
λ1/θy1−1/θ

1−1/θ when θ ̸= 1,

λ log y when θ = 1.
(16.74) E:Defpsi(y)

Then in general we can expect that if f is close to ϕ, then g is close



16.3 van der Corput’s method 41

to ψ. We need to show that our concept of close in terms of the first r

derivatives of f and ϕ carries through to g and ψ. We have

g′′(y) =
1

f ′′(x(y))
(16.75) E:g’’(y)formula

and it is an easy induction on s to show that for 3 ≤ s ≤ r there are

coefficients cs(t) which depend only s and t such that

g(s)(y) =
1

f ′′(g′(y))2s−3

s∑
t1=2

· · ·
s∑

ts−2=2
t1+···+ts−2=3s−6

cs(t)f
(t1)(g′(y)) . . . f (ts−2)(g′(y)),

(16.76) E:gderivsformula

and with an obvious convention for an empty product of sums this also

holds when s = 2.

L:finFimpliesginF Lemma 16.24 Suppose that

f ∈ F(N, [a, b], λ, θ, r, ε)

and let α = f ′(b), β = f ′(a), and g, ψ be defined as above. Then there

is a positive number C = C(θ, r) such that

|g(s)(y)− ψ(s)(y)| < Cε|ψ(s)(y)|

whenever 1 ≤ s ≤ r and y ∈ [α, β].

Proof We have α ≥ (1 − ε)λ(2N)−θ and β ≤ (1 + ε)λN−θ. Also, for

x ∈ [N, 2N ] we have ϕ′(x) ≤ λN−θ, and for y ∈ [α, β] we have, by

(
E:Defpsi(y)
16.74), ψ′(y) ≤ λ1/θα−1/θ ≤ (1 − ε)−1/θ2N and ψ′(y) ≥ λ1/θβ−1/θ ≥
(1 + ε)−1/θN .

By (
E:g’(y)formula
16.73) and the facts that x(y) is the inverse function of f ′ and ψ′

is the inverse function of ϕ′ we have

ϕ′(g′(y))− f ′(g′(y)) = ϕ′(g′(y))− y = ϕ′(g′(y))− ϕ′(ψ′(y)),

and by the first mean value of the differential calculus this is

= (g′(y)− ψ′(y))ϕ′′(ξ)

for some ξ between g′(y) and ψ′(y). Thus

|ϕ′′(ξ)| ≥ θλ(1− ε)1+1/θ(2N)−θ−1

and so

|ϕ′(x(y))− f ′(x(y))| ≥ |g′(y)− ψ′(y)|θλ(1− ε)1+1/θ(2N)−θ−1.
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Hence

|g′(y)− ψ′(y)| ≤ θ−1λ−1(1− ε)−1−1/θ(2N)θ+1εϕ′(x(y))

≤ θ−1(1− ε)−1−1/θ2θ+1εN

≤ θ−1(1− ε)−1−1/θ2θ+1(1 + ε)1/θεψ′(y).

This settles the first derivative. To deal with higher derivatives we use

(
E:gderivsformula
16.76) both as stated and in the special case f ′ = ϕ′ (and so g′ = ψ′).

Consider the effect first of all on a single monomial term in the sum

(
E:gderivsformula
16.76) of replacing f ′ by ϕ′. We have an expression of the general shape

F (z1, . . . , zk) = cz−m1 z2 . . . zk.

Moreover

F (z1, . . . , zk)− F (w1, . . . , wk)

=

k∑
j=1

(
F (z1, . . . , zj , wj+1, . . . , wk)− F (z1, . . . , zj−1, wj , . . . , wk)

)
and by the mean value theorem of the differential calculus, provided z1
and w1 have the same sign, the general term here is of the form

(zj − wj)Fj(z1, . . . , zj−1, ξj , wj+1, . . . , wk)

where ξj lies between zj and wj . Thus in considering g(s)(y) − ψ(s)(y)

the difference zj − wj becomes an expression of the form f (t)(g′(y)) −
ϕ(t)(ψ′(y)) = f (t)(g′(y))−ϕ(t)(g′(y))+ϕ(t)(g′(y))−ϕ(t)(ψ′(y)). The first

difference here is bounded by ε|ϕ(t)(g′(y))| and to the second we may ap-

ply the mean value theorem once more to obtain (g′(y)−ψ′(y))ϕ(t+1)(ξ)

and to this we can apply the first derivative bound obtained above. Thus

|f (t)(g′(y))− ϕ(t)(ψ′(y))| ≤ ε|ϕ(t)(g′(y))|+ C ′ε|ψ′(y)||ϕ(t+1)(ξ)|.

A straightforward calculation now completes the argument.

T:ProcessB2 Theorem 16.25 (Process B) Suppose that (k, l) is an exponent pair.

Then so is

(k′, l′) = B(k, l) = (l − 1/2, k + 1/2).

Proof It is immediate that if (k, l) is an exponent pair, then 0 ≤ l− 1
2 ≤

1
2 ≤ k + 1

2 . Also, we know that (0, 1) and ( 12 ,
1
2 ) are exponent pairs and

that there are no others with l = 1
2 . Hence we may suppose that l > 1/2.
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Choose r ≥ max(3, r(k, l, 1/θ) and let C = C(θ, r) be as in Lemma
L:finFimpliesginF
16.24. Then choose ε′ so small that

0 < ε′ ≤ min(1, C−1)ε(k, l, 1/θ).

Let f ∈ F(N, I, λ, θ, r, ε). Choose a, b so that I = [a, b] and define

α = f ′(b), β = f ′(a). Now suppose that J = [M,M ′] ⊆ [α, β] with

M ′ ≤ 2M . Then the function g defined by (
E:Defg(y)
16.71) certainly includes

J in its support, and so by Lemma
L:finFimpliesginF
16.24, g ∈ F(M,J, λ1/θ, 1/θ, r, ε′).

Hence ∑
n∈J

e(−g(n)) ≪
(
λ1/θM−1/θ

)k
M l + λ−1/θM1/θ.

We have λN−θ ≪ α ≤ β ≪ λN−θ, and as usual we are assuming (
E:vdCParIneq1
16.59).

Summing over M = α, 2α, . . . we see that for any interval K = [α, γ]

with α ≤ γ ≤ β we have∑
n∈K

e(−g(n)) ≪ Nk(λN−θ)l +N−1.

Moreover, −f ′′(x(n)) ≍ λN−1−θ where x(y) is given by (
E:vdCklel
16.57), and

since r ≥ 3, f ′′ is monotonic. Hence, by partial summation∑
n∈[α,β]

e(−g(n))√
−f ′′(x(n))

≪ Nk(λN−θ)lλ−
1
2N

1
2+

θ
2 +N−1λ−

1
2N

1
2+

θ
2

≪ (λN−θ)l−
1
2Nk+ 1

2 + λ−
1
2N

1
2+

θ
2 .

Thus, by the Corollary
Co:4derivs
16.21,∑

n∈I
e(f(n)) ≪ (λN−θ)l−

1
2Nk+ 1

2 + log(1 + λN−θ) + λ−
1
2N

1
2+

θ
2 .

By (
E:vdCParIneq1
16.59) and the fact that k ≥ 0 the second term is easily seen to

be dominated by the first. Likewise, the third term is bounded by N1/2

which is also dominated by the first term. This completes the proof of

the theorem.

We can now compute some exponent pairs. It is normal to start from

the trivial exponent pair (0, 1). This is equivalent to taking the trivial

bound for an exponential sum at the final stage.
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PAIR OPERATION PAIR OPERATION

(0,1) ( 1
2
, 1
2
) B

( 1
6
, 2
3
) AB ( 1

6
, 2
3
) BAB

( 1
14
, 11
14

) A2B ( 2
7
, 4
7
) BA2B

( 1
9
, 13
18

) ABA2B ( 2
9
, 11
18

) BABA2B

( 1
20
, 33
40

) A2BA2B ( 13
40
, 11
20

) BA2BA2B

( 1
30
, 13
15

) A3B ( 11
30
, 8
15

) BA3B

( 11
82
, 57
82

) ABA3B ( 8
41
, 26
41

) BABA3B

( 11
186

, 25
31

) A2BA3B ( 19
62
, 52
93

) BA2BA3B

( 4
49
, 75
98

) ABABA3B ( 13
49
, 57
98

) BABABA3B

( 1
62
, 57
62

) A4B ( 13
31
, 16
31

) BA4B

Table 16.1 Some exponent pairs.Ta:ExpPrs

If one takes the rational points listed above, adjoins the further point

(1/2, 1), and takes the convex hull, then we obtain a set all of whose

members are exponent pairs. However, the entries on the second and

third rows are in the interior of this convex polygon. As we form longer

words, the polygon becomes larger, and it is to be expected that most

of the pairs listed above will eventually lie in the interior. On the other

hand, a new pair constructed with a longer word does not necessarily

enlarge the polygon. For example, the operations ABA4B and BABA4B

produce points that lie in the interior of the present polygon. In many

applications one needs to minimise k + l. For that purpose, the best of

the pairs in Table
Ta:ExpPrs
16.1 are ( 1182 ,

57
82 ) and ( 8

41 ,
26
41 ).

We now return to the question of bounding the Riemann zeta function

on the 1
2 -line.

T:zetaEst2 Theorem 16.26 Let τ = |t| + 4 and let (k, l) be an exponent pair.

Then for any real t,

ζ(1/2 + it) ≪ τ (k+l)/2−1/4 log τ.

Proof The pattern has already been set in Theorem
T:zetaEst1
16.16, where in

retrospect we see that that conclusion follows from the exponent pair

( 16 ,
2
3 ). Following the proof there we see that it suffices to show that when

a ≤ b ≤ 2a and a ≤ τ2 we have∑
a≤n≤b

nit ≪ a
1
2 τη
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Figure 16.3 Polygonal path determined by 386 exponent pairs. F:ExpPrs

where

η = η(k, l) =
k

2
+
l

2
− 1

4
.

Again as in Theorem
T:zetaEst1
16.16, this is immediate from Corollary

Co:ExpSumEst1
16.6 when

τ < a ≤ τ2. By the exponent pairs (k, l) and B(k, l) = (l− 1
2 , k+

1
2 ), we

see that∑
a≤n≤b

nit ≪ min
((
τa−1

)k
al,
(
τa−1

)l−1/2
ak+1/2

)
+ τ−1a

≪ a1/2 min
(
al−k−1/2τk, ak−l+1/2τ l−1/2

)
+ 1.

We replace the minimum of al−k−1/2τk and ak−l+1/2τ l−1/2 by their

geometric mean to obtain the desired conclusion.

The following corollary is immediate from the exponent pair ( 1182 ,
57
82 ).

Co:zetaEst3 Corollary 16.27 Let τ = |t|+ 4. Then for any real t,

ζ(1/2 + it) ≪ τ27/164 log τ.

Many questions in analytic number theory can be rephrased in terms

of the sawtooth function s(x), which is defined in (
E:Defs(x)
E.13) and which we

have already used in (
E:STFExp
16.17) above.
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It is natural to approximate this function by trigonometric polynomi-

als and thereby relate the original question to the theory of exponential

sums.

T:sums(f(n))Est Theorem 16.28 Suppose that (k, l) is an exponent pair and that θ

> 0. Let r = r(k, l, θ), ε = ε(k, l, θ), N > 0, λ > 0, I ⊆ [N, 2N ], and

f ∈ F(N, I, λ, θ, r, ε). Then∑
n∈I

s(f(n)) ≪
(
λN−θ)k/(k+1)

N (k+l)/(k+1) + λ−1Nθ.

Proof By Exercise
S:QuantTrigApprox
E.2.

Exer:Approxs(x)
4, for any given positive integer J there are

trigonometric polynomials

T±(x) =

J∑
j=−J

T̂±(j)e(jx)

with period 1 and degree at most J such that

T−(x) ≤ s(x) ≤ T+(x)

for all x, T̂±(0) = ±1/(2J + 2), and T̂±(j) ≪ 1/|j| for j ̸= 0. Hence∑
n∈I

s(f(n)) ≤ N

2J + 2
+

∑
0<|j|≤J

T̂+(j)
∑
n∈I

e(jf(n))

≤ N

2J + 2
+ C

J∑
j=1

1

j

∣∣∣∑
n∈I

e(jf(n))
∣∣∣.

Similarly, ∑
n∈I

s(f(n)) ≥ −N
2J + 2

− C

J∑
j=1

1

j

∣∣∣∑
n∈I

e(jf(n))
∣∣∣.

Moreover, for f ∈ F(N, I, λ, θ, r, ε) we have |j|f ∈ F(N, I, |j|λ, θ, r, ε)
and so the exponent pair (k, l) applies to each of the sums∑

n∈I

e(jf(n)).

Thus ∑
n∈I

s(f(n)) ≪ N

J + 1
+

J∑
j=1

1

j

((
jλN−θ)kN l + j−1λ−1Nθ

)
≪ N

J + 1
+
(
JλN−θ)kN l + λ−1Nθ.
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We take

J =
[
λ−k/(k+1)N (1+kθ−l)(k+1)

]
,

and this gives the desired conclusion when k ̸= 0. When k = 0 we have

l = 1 and the conclusion is trivial.

One obvious application of the above is to the Dirichlet divisor prob-

lem.

T:DirDivProb Theorem 16.29 Let ∆(x) =
∑
n≤x d(n) − x log x − (2C0 − 1)x, and

suppose that (k, l) is an exponent pair. If (k, l) ̸= ( 12 ,
1
2 ), then

∆(x) ≪ x
k+l
2k+2 .

Proof From the initial steps of the proof of Theorem 2.3 we see that∑
n≤x

d(n) = 2
∑
n≤

√
x

x

n
− 2

∑
n≤

√
x

s(x/n)−
[√
x
]2 − [√x], (16.77) E:Thm2.3Recap

where s(y) is as in (
E:Defs(x)
E.13), and from the initial steps of the proof of (1.26)

we have ∑
n≤y

1

n
= log y + C0 −

s(y)

y
−
∫ ∞

y

s(u)

u2
du.

We observe that
∫ u
y
s(v) dv ≪ 1, and so by integrating the last term by

parts it follows that it is ≪ y−2. Hence∑
n≤y

1

n
= log y + C0 −

s(y)

y
+O(1/y2).

We also have

x−
[√
x
]2 − [√x] = 2

√
xs(

√
x) +O(1).

On inserting these two expressions in (
E:Thm2.3Recap
16.77) gives

∆(x) = −2
∑
n
√
x

s(x/n) +O(1).

We now divide the interval of summation into subintervals of the form

[N,N ′] with N ′ ≤ 2N and N ≤
√
x and appeal to Theorem

T:sums(f(n))Est
16.28 with

θ = 2. The contribution from a typical such subinterval is

≪
(
xN−2

)k/(k+1)
N (k+l)(k+1) + x−1N2 ≪ xk(k+1)N (l−k)(k+1) + x−1N2.
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Since (k, l) ̸= (12 ,
1
2 ) we have l > k. Hence on summing the contribution

from the different subintervals we obtain the bound

x(k+l)(2k+2) + 1 ≪ x(k+l)(2k+2),

as required.

For completeness we observe that in the case of the exponent pair

( 12 ,
1
2 ) the proof gives an extra factor of log x in the conclusion. More

interestingly one can observe that (k′, l′) = A(k, l) satisfies

k′ =
k

2k + 2
, l′ =

k + l + 1

2k + 2
,

and so the exponent of x in the conclusion is k′+l′− 1
2 . With the exponent

pairs obtained by the A and B operations there is symmetry in the line

l = k + 1
2 between those in which the last operation is an A and those

in which the last operation is a B. Thus, just as in Theorem 20, we are

interested in exponent pairs (k′, l′) in which k′ + l′ is minimal. Amongst

those listed above (k, l) = ( 1130 ,
8
15 ) (which gives (k′, l′) = ( 1182 ,

57
82 ), of

course) gives the following corollary.

Co:Delta(x)Est Corollary 16.30 Let ∆(x) denote the error term in the divisor prob-

lem, as defined in Theorem
T:DirDivProb
16.29. Then

∆(x) ≪ x
27
82 .

S:vdCMethod

16.3.1 Exercises

1. Let I(α) =
∫ 1

0
e(αx+ log log e/x) dx. Show that

I(α) =
1

2πiα

(
e(α)− e(log logα)

)
+ o(1/α)

as α→ ∞. Note that this is larger than f ′′(x0)
−1/2. Why?

2. Let I(α) =
∫ 1

0
e
(
αx+ log log 1

x(1−x)

)
dx. Show that

|I(α)| ≍ 1

α
√
logα

as α→ +∞.

3. Show that if N is a positive integer, then

N∑
n=1

e
(
(n/3)3/2

)
= 21/43−3/2N3/4 +O

(
N1/4

)
.
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4. Let E(n) denote the number of words using the two letters A and B

with the property that the last letter is B, and the word does not

contain a pair of consecutive B’s. Among such words, let A(n) be

the number in which the leftmost letter is A, and B(n) the number

in which the leftmost letter is B. Thus E(n) = A(n) + B(n). Note

that A(1) = 0, B(1) = 1, A(2) = 1, B(2) = 0. Let Fn denote the

nth Fibonacci number, as defined by the relations F0 = 0, F1 = 1,

Fn+1 = Fn + Fn−1.

(a) Show that if n is an integer such that both A(n) = Fn−1 and

B(n) = Fn−2, then A(n+ 1) = Fn and B(n+ 1) = Fn−1.

(b) Deduce that E(n) = Fn for all positive integers n.

(c) Suppose that you start with (0, 1), and use words of length from 1

to n to generate new exponent pairs. Show that in total you have

Fn+2 exponent pairs (ignoring the fact that the pairs generated

are not guaranteed to be distinct. In fact they are not all distinct.

In Table
Ta:ExpPrs
16.1 we see that AB and BAB generate the same point.)

5. (a) Let χ(d) =
(−4
d

)
be the nonprincipal character modulo 4, and let

S(y) =
∑
n≤y

χ(n).

Show that

S(y) =
1

2
− s

(
y − 1

4

)
+ s

(
y − 3

4

)
,

and that ∑
n≤y

χ(n)

n
=
π

4
+
S(y)− 1

2

y
+O(1).

(b) Let

r(n) = 4
∑
d|n

χ(d),

R(x) =
∑
n≤x

r(n)− πx,

T (y; a, b) =
∑
n≤y

s

(
x− a

4n+ b

)
.

Show that

1

4
R(x) = T (

√
x; 0, 1)− T (

√
x; 0, 3)

+ T (
√
x; 3, 0)− T (

√
x; 1, 0) +O(1).
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(c) Suppose that (k, l) is an exponent pair other than ( 12 ,
1
2 ). Show

that

R(x) ≪ x
k+l
2k+2 ,

and in particular that

R(x) ≪ x
27
82 .

6. (a) Let Q(x, h) denote the number of squarefree numbers q with x−
h < q ≤ x. Suppose that 1 ≤ h ≤ x

2 and that
√
h ≤ z ≤

√
x. Show

that

Q(x, h) =
6h

π2
+O((R+ S) log x+

√
h)

where

R = sup
a≤z

sup
b≤2a

sup
x−h≤y≤x

∣∣∣∣∣∣
∑

a≤n≤b

s
( y
n2

)∣∣∣∣∣∣
and

S = sup
a≤xz−2

S(a), S(a) = sup
b≤2a

sup
x−h≤y≤x

∣∣∣∣∣∣
∑

a≤n≤b

s

(
y1/2

n1/2

)∣∣∣∣∣∣ .
(b) Show that

R≪ x1/3z−1/3 + xz−3,

and that if (k, l) is an exponent pair, then

S ≪ xk/(k+1)a(l−2k)/(k+1) + x−1z3.

(c) Show that there is a positive number C such that whenever

Cx2/9 log x ≤ h ≤ x there is a squarefree number q with x− h <

q ≤ x.

16.4 Notes
S:NotesExpSumI

Section 16.1. Exponential integrals have been used and studied for cen-

turies. The plot in Figure
F:EulerInt
16.1 is Euler’s Spiral. L. Euler (1707–1783)

encountered his spiral in 1744 while investigating a problem concerning

elasticity posed by Jakob Bernoulli. Euler noted then that the spiral

converges to a single point, but that it is difficult to name that point.

In 1781 he found the limit, which is to say that he proved (
E:IntExp(ict^2)
16.3). The
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French physicist A.-J. Fresnel (1768–1827), in the course of his seminal

investigation of the diffraction of light, in 1818 defined the integrals

S(t) =

∫ t

0

sin
(πu2

2

)
du, C(t) =

∫ t

0

cos
(πu2

2

)
du.

These are now known as the Fresnel integrals. Here C(t) + iS(t) = z(t)

as defined in the Caption of Figure
F:EulerInt
16.1, but Fresnel was unaware of

Euler’s prior work. He spent considerable effort to compute values of

his integrals, and later the French physicist M. A. Cornu (1841–1902)

computed detailed tables of z(t), also for purposes of optics. Today such

calculations are done for us, since common software provides the error

function,

erf z =
2√
π

∫ z

0

e−u
2

du,

even with complex arguments, and

z(t) =

√
π

2

( 1√
2
+

i√
2

)
erf
(( 1√

2
− i√

2

)
t
)
.

Euler’s spiral (also known as Cornu’s spiral), was discovered independ-

ently a third time, in 1890, for the following reason: The point z(t) moves

with velocity z′(t) = eit
2

; thus |z′(t)| = 1, so the arc length of the curve

z(t) for 0 ≤ t ≤ T is exactly T . Moreover, the acceleration on the curve

is z′′(t) = 2iteit
2

, which has absolute value 2t for t > 0. If a train were

to pass from a straight line directly onto a circular arc, its acceleration

would undergo a jump discontinuity, which is uncomfortable for passen-

gers and hard on the equipment. So railway beds are designed to pass

from a straight line onto (a suitably scaled copy of) Euler’s spiral. When

the acceleration has reached the desired level, the course then continues

on a circular arc, and finally transitions back on a segment of such a

spiral to a straight line. This technique is used also in the construction

of highways and roller coasters. For a detailed account of the history of

Euler’s spiral, see
RL08
Levien (2008).

Exercises 2 and 3 are useful in applications of the Hardy-Littlewood

method. See Lemma 10.1 of
LH65
Hua (1965), Theorem 7.3 of

RV97
Vaughan (1997)

and Theorem 3.1 of
AT22
Talmage (2022).

Section 16.2. The methods developed here were first studied system-

atically in
Cor21
van der Corput (1921) and

Cor22
van der Corput (1922) with the

main intent of applying them to the Dirichlet divisor problem. van der

Corput does acknowledge
HW16
Weyl (1916) for approximations of the kind
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in Theorem
T:TrapRuleApprox
16.13 and one has to believe that he was greatly influ-

enced by Weyl’s paper. Landau, Hardy, Littlewood, and their colleagues

and students, beginning before WWI, had organised written accounts of

everything that was known concerning the Riemann zeta function and

the distribution of primes, and kept it up to date as advances were made.

There is an intriguing footnote on page 316 of
HW16
Weyl (1916) which states

“Vgl. H. Bohr und J. E. Littlewood, The Riemann Zeta-function and

the Theory of Prime Numbers (Cambridge Tracts in Mathematics and

Mathematical Physics; noch nicht erschienen)”! Presumably there was

already an intent to publish this material as a Cambridge Tract, but this

was interrupted by WWI and perhaps also by fast moving developments

in research. The more important researches appeared in papers such as
HL16a
Hardy & Littlewood (1916a) and

HL16b
Hardy & Littlewood (1916b). Some of

it was promised but never published. See the announcement
JL22
Littlewood

(1922) which was overtaken, presumably, by developments elsewhere. A

little later the Bohr–Littlewood manuscript was divided into two and ap-

peared as Cambridge Tracts, by
AI32
Ingham (1932) and

ET30
Titchmarsh (1930).

The latter was expanded into the celebrated text
ET51
Titchmarsh (1951)

(second edition
Tit86
Titchmarsh (1986)) and was the place that the authors

of this work initially learnt the material. Many of the estimates of this

section are also used extensively in harmonic analysis. See
ES93
Stein (1993).

The trigonometric polynomial (
E:TrigPoly1
16.7) was noted by

HL16a
Hardy & Little-

wood (1916a), who established the estimate (
E:TrigPolyEst1
16.8). Lemma

L:vdCorputDiff
16.8 is the

Fundamental Inequality of
JC31
van der Corput (1931), and Theorem

T:vdCDiffThm
16.9 is

a special case of Satz 1, ibidem. Theorem
T:sumchinn-it
16.17 is from

FGM76
Fujii, Gallagher,

Montgomery (1976).

Section 16.3. The van der Corput method, including exponent pairs,

originates in
Cor21, Cor22
van der Corput (1921, 1922), and was developed further by

Phi33
Phillips (1933).

Ran55
Rankin (1955) optimized the choice of exponent pairs for the pur-

pose of estimating ζ( 12 + it). For further expositions of van der Corput’s

method, see
a3
Graham & Kolesnik (1991) and §3.3 of

Mon94
Montgomery (1994).

For a discussion of applications of the van der Corput method to the zeta

function see §5.20 of
Tit86
Titchmarsh (1986).

The Exponent Pair Conjecture is the conjecture that (k, 12 + k) is

an exponent pair for every k with 0 < k ≤ 1
2 .

There is a more recent history of small reductions which transcend the

methods described here and their two dimensional variants. These de-

pend on a method for treating exponential sums introduced in
BI86a
Bombieri

& Iwaniec (1986a) and
BI86b
Bombieri & Iwaniec (1986b), which was further
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refined by
IM88
Iwaniec & Mozzochi (1988) and

HW88
Huxley & Watt (1988). Fur-

ther work by Huxley culminating in
MH00
Huxley (2000) and

MH03
Huxley (2003)

has established that

ζ(
1

2
+ it) ≪ τϕ+ε, R(x) ≪ xθ+ε, ∆(x) ≪ xθ+ε

with

ϕ =
32

205
= 0.1560975609 . . . , θ =

131

416
= 0.3149038461 . . .

The values ϕ = 0 and θ = 1
4 would follow from the Exponent Pair

Conjecture, and these conjectural values for ϕ and θ are known to be

essentially best possible. That is, there is a limitation as to how small

the upper bounds can be for the Dirichlet divisor and Gauss lattice point

problems. In that regard there is also long history beginning with
GH16
Hardy

(1916) and culminating in
KS03
Soundararajan (2003), which also contains an

overview of previous work in the area.
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17

Estimates for sums over primes

C:SumsPrimes

17.1 Principles of the method
S:V3M

Let

S =
∑
n≤N

f(n)Λ(n).

If f is monotonic, then we can estimate S by using the Prime Num-

ber Theorem and integration by parts. If f is multiplicative, then we

can gain information concerning S by studying the properties of the

associated Dirichlet series
∑
f(n)n−s. This has already been especially

successful when f is of the form f(n) = χ(n)n−α. We now introduce

an entirely different method that is most successful when f is far from

being multiplicative. Let P =
∏
p≤

√
N p. Vinogradov (1937a,b) had the

idea of writing

f(1) +
∑

√
N<p≤N

f(p) =
∑

1≤n≤N
(n,P )=1

f(n) =
∑
t|P
t≤N

µ(t)
∑
r≤N/t

f(rt).

If we can demonstrate that there is considerable cancellation the inner

sum on the right, then we can obtain a non-trivial estimate for the left

hand side. However, when t is near N in size, one expects to have little

cancellation in the inner sum on the right, and indeed whenN/2 < t ≤ N

the sum has only one term, and hence no cancellation at all. Thus the

terms on the right must be rearranged before satisfactory estimates can

be derived. This approach, known as Vinogradov’s method for prime

number sums, is rather complicated. The general aim is to express S as

a linear combination of sums of the following two sorts:∑
t≤T

a(t)
∑
r≤N/t

f(tr), (17.1) E:DefTypeI

57
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and ∑
mk≤N
m>U
k>V

b(m)c(k)f(mk) (17.2) E:DefTypeII

where a(t), b(m), and c(k) are certain fixed arithmetic functions (inde-

pendent of f), and T , U , and V are parameters. Such sums are said to

be of Type I and Type II, respectively. In the Type I sum we choose T to

be small compared with N , so that we have a hope of showing that the

inner sum enjoys some cancellation. Although b(m) and c(k) are fixed,

we generally treat a Type II sum as if it were a general bilinear form. In

any case, it is essential that we can avoid small values of m and small

values of k. Within this framework, Vaughan (1977) devised a variant

known as Vaughan’s version of Vinogradov’s method (V 3M), which we

now describe.

We start by expressing Λ(n) as a linear combination of several other

arithmetic functions. Put

F (s) =
∑
d≤U

Λ(d)d−s, G(s) =
∑
k≤V

µ(k)k−s. (17.3) E:DefF,G

Clearly

− ζ ′

ζ
(s) = F (s)− ζ(s)F (s)G(s)− ζ ′(s)G(s)

+
(
− ζ ′(s)− F (s)ζ(s))

)( 1

ζ(s)
−G(s)

) (17.4) E:DecomposeLogDeriv

for σ > 1. We write

ζ(s) =

∞∑
r=1

r−s, −ζ ′(s) =
∞∑
m=1

(logm)m−s,

and calculate the coefficients of the four Dirichlet series on the right in

(
E:DecomposeLogDeriv
17.4). Thus Vaughan’s identity asserts that

Λ(n) = c1(n) + c2(n) + c3(n) + c4(n). (17.5) E:VaughanId

Here

c1(n) =

{
Λ(n) if n ≤ U,

0 if n > U,

c2(n) = −
∑
rdk=n
d≤U
k≤V

Λ(d)µ(k),
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and

c3(n) =
∑
mk=n
k≤V

µ(k) logm.

To calculate c4(n) we observe that in the first factor of the final product

in (
E:DecomposeLogDeriv
17.4), the coefficient of m−s is

logm −
∑
d|m
d≤U

Λ(d) =
∑
d|m
d>U

Λ(d).

Thus

c4(n) =
∑
mk=n

m>U, k>V

(∑
d|m
d>U

Λ(d)

)
µ(k).

We multiply (
E:VaughanId
17.5) through by f(n) and sum to see that

S = S1 + S2 + S3 + S4 (17.6) E:VI

where

Si =
∑
n≤N

f(n)ci(n).

Thus

S1 =
∑
n≤U

f(n)Λ(n);

this sum we generally estimate trivially. Let

a(t) = −
∑
dk=t
d≤U
k≤V

Λ(d)µ(k).

Then c2(n) =
∑
t|n a(t), and hence

S2 =
∑
t≤UV

a(t)
∑
r≤N/t

f(tr), (17.7) E:S2TypeI

which is a Type I sum. Since |a(t)| ≤
∑
d|t Λ(d) = log t ≤ logUV , it

follows that

S2 ≪ (logUV )
∑
t≤UV

∣∣∣ ∑
r≤N/t

f(rt)
∣∣∣. (17.8) E:S2Est

As for S3, we find that

S3 =
∑
k≤V

µ(k)
∑

m≤N/k

f(km) logm.
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This is not quite a Type I sum, but logm is smoothly increasing, so

we write logm =
∫m
1
dw/w and invert the order of integration and

summation to see that

S3 =

∫ N

1

∑
k≤V

µ(k)
∑

w≤m≤N/k

f(km)
dw

w

≪ (logN)
∑
k≤V

max
w≥1

∣∣∣ ∑
w≤m≤N/k

f(km)
∣∣∣. (17.9) E:S3Est

This is still not quite a Type I sum, but is instead the maximum over a

family of Type I sums. However, in most cases our estimate for the sum

over m is uniform in w, so for practical purposes we have a Type I sum.

Let

b(m) =
∑
d|m
d>U

Λ(d).

Then

c4(n) =
∑
mk=n
m>U
k>V

b(m)µ(k),

and so

S4 =
∑
mk≤N
m>U
k>V

b(m)µ(k)f(mk) =
∑

U<m≤N/V

b(m)
∑

V <k≤N/m

µ(k)f(mk).

This is a Type II sum. Suppose that ∆(M) = ∆(M,N, f) is defined so

that ∣∣∣ ∑
M<m≤2M

bm
∑

k≤N/m

ckf(mk)
∣∣∣

≤ ∆(M)
( ∑
M<m≤2M

|bm|2
)1/2( ∑

k≤N/M

|ck|2
)1/2 (17.10) E:BilinIneqV3M

for arbitrary complex numbers bm and ck. By cutting the interval U ≤
m ≤ N/V into ≪ logN subintervals of the form M < m ≤ 2M , we

deduce that

S4 ≪ (logN) max
U≤M≤N/V

∆(M)
( ∑
M<m≤2M

b(m)2
)1/2( ∑

k≤N/M

|µ(k)|2
)1/2

.

Since |b(m)| ≤ logm, the sum over m is ≪ M(log 2M)2. The sum over
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k is ≪ N/M , so

S4 ≪ N1/2(logN)2 max
U≤M≤N/V

∆(M). (17.11) E:S4Est

We interrupt our development at this point in order to assess the

situation. For purposes of discussion, in this paragraph only, we assume

that |f(n)| ≤ 1 for all n. The bound S ≪ N is trivial, and if f is

oscillatory we hope to show that S = o(N). Trivially S1 ≪ U , so S1

poses no problem provided that U = o(N). In (
E:S2Est
17.8) the trivial bound

would be that

S2 ≪ (logUV )
∑
t≤UV

N

t
≪ N(logUV )2

Thus in order to get a bound that is o(N) we only need to demonstrate

a modest amount of cancellation in the sum over r in (
E:S2Est
17.8), and even

this only on average over t. We note, however, that there will be little or

no cancellation if the inner sum has very few terms (a single term is the

worst case). For this reason it will be necessary to choose the parameters

U and V so that UV is considerably smaller than N . Similar remarks

apply to (
E:S3Est
17.9) where the situation is even more favorable since the range

of k in (
E:S3Est
17.9) is shorter than that of t in (

E:S2Est
17.8). To obtain a trivial bound

for ∆(M) we first observe that∣∣∣ ∑
M<m≤2M

bm
∑

k≤N/m

ckf(mk)
∣∣∣ ≤ ∑

M<m≤2M

|bm|
∑

k≤N/M

|ck|.

By two applications of Cauchy’s inequality, this in turn is

≪
(
M ·N/M

)1/2( ∑
M<m≤2M

|bm|2
)1/2( ∑

k≤N/M

|ck|2
)1/2

.

Thus the bound ∆(M) ≪ N1/2 is trivial. By inserting this in (
E:S4Est
17.11)

we deduce that S4 ≪ N(logN)2 trivially. That is, we will be able to

show that S4 = o(N) if we can obtain a bound for ∆(M) that is only

a power of a logarithm smaller than trivial. In summary, it seems that

we have not dug ourselves into too deep a hole, and that we can expect

to show that S = o(N) whenever we can derive estimates that are only

moderately better than trivial. We note, however, that if f were to be

unimodular and totally multiplicative, then we might obtain nontrivial

estimates for S2 and S3, but no nontrivial estimate for ∆(M) can hold

because of the possibility that bm = f(m) and ck = f(k). Despite this

observation, we shall find in Chapters
C:PrimesAP3
20 that we can still use our present

approach when we average over several multiplicative functions fi.
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In order to estimate ∆(M), we first observe that by Cauchy’s inequal-

ity the left hand side of (
E:BilinIneqV3M
17.10) is

≤
( ∑
M<m≤2M

|bm|2
)1/2( ∑

M<m≤2M

∣∣∣ ∑
k≤N/m

ckf(mk)
∣∣∣2 )1/2.

Here the second sum over m is

=
∑

j≤N/M

cj
∑

k≤N/M

ck
∑

M<m≤2M
m≤N/j
m≤N/k

f(mj)f(mk). (17.12) E:BiFormEst1

By the arithmetic-geometric mean inequality we know that |cjck| ≤
1
2 |cj |

2 + 1
2 |ck|

2. Thus the above is

≤
∑

k≤N/M

|ck|2
∑

j≤N/M

∣∣∣ ∑
M<m≤2M
m≤N/j
m≤N/k

f(mj)f(mk)
∣∣∣ (17.13) E:BiFormEst2

≤
( ∑
k≤N/M

|ck|2
)(

max
k≤N/M

∑
j≤N/M

∣∣∣ ∑
M<m≤2M
m≤N/j
m≤N/k

f(mj)f(mk)
∣∣∣).

Hence

∆(M) ≤
(

max
k≤N/M

∑
j≤N/M

∣∣∣ ∑
M<m≤2M
m≤N/j
m≤N/k

f(mj)f(mk)
∣∣∣)1/2, (17.14) E:DeltaEst

and so by (
E:S4Est
17.11) we conclude that

S4 ≪ N1/2(logN)2 max
U≤M≤N/V

max
k≤N/M( ∑

j≤N/M

∣∣∣ ∑
M<m≤2M
m≤N/j
m≤N/k

f(mj)f(mk)
∣∣∣)1/2. (17.15) E:S4FinalEst

Clearly our bound (
E:S2Est
17.8) for S2 becomes better when UV is reduced.

On the other hand, our bound above for S4 becomes better when U and

V are increased. In practice, we choose the parameters to balance these

bounds.

Our strategy for bounding S4 may be inferior, for two reasons. In the

first place, we need to bound the double sum on the left hand side of
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(
E:BilinIneqV3M
17.10) not for arbitrary bm and ck but only in the special case that

bm = b(m) and ck = µ(k). Secondly, the double sum on the left hand

side of (
E:BilinIneqV3M
17.10) is a linear function of the bm, and is also linear in the

ck. Such an expression is known as a bilinear form, and in Appendix
C:BilinForms
G we develop a general theory concerning bounds for bilinear forms.

Indeed, we could have passed directly from (
E:BilinIneqV3M
17.10) to (

E:DeltaEst
17.14) simply by

appealing to Corollary
Co:ANormBnd2
G.4. Although we have taken a more elementary

route, the general theory offers some insights. From Theorem
T:BilinDuality
G.1 we

see that from (
E:BilinIneqV3M
17.10) to (

E:BiFormEst1
17.12) we have thrown nothing away if the

bounds are to hold for arbitrary bm and ck. In (
E:BiFormEst1
17.12) we again have

a bilinear form, but this time the coefficient matrix is not only square,

but Hermitian as well, and hence normal. Thus by Corollary
Co:NormNormal
G.11 the

problem is to determine (or estimate) the spectral radius of this matrix.

In passing from (
E:BiFormEst1
17.12) to (

E:BiFormEst2
17.13) we have in effect derived a bound for

this spectral radius, but our bound may be considerably larger than the

truth.

In S2, which is a Type I sum, when t is large the inner sum is over a

shorter interval, with the result that there may be less cancellation. In

such a situation, sometimes a better estimate can be obtained by writing

S2 =
∑
t≤U

+
∑

U<t≤UV

= S
(1)
2 + S

(2)
2 , (17.16) E:S2Decomp

say. Then we treat S
(1)
2 in as we did S1, i.e. as a Type I sum, and estimate

S
(2)
2 we did S4, i.e. as a Type II sum.

S:V3M

17.1.1 Exercises

1. (Linnik 1961)

(a) Show that |ζ(s)− 1| < 1 if σ ≥ 2.

(b) Show that if σ ≥ 2, then

log ζ(s) =

∞∑
k=2

(−1)k−1

k
(ζ(s)− 1)k.

(c) For positive integers k, let d′k(n) = card{(n1, . . . , nk) : n1n2 · · ·nk
= n, ni > 1}. Show that

(ζ(s)− 1)k =

∞∑
n=2

d′k(n)n
−s
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for σ > 1.

(d) Deduce that

log ζ(s) =

∞∑
n=2

( ∞∑
k=1

(−1)k−1

k
d′k(n)

)
n−s

for σ > 2.

(e) Conclude that

Λ(n)

log n
=

∞∑
k=1

(−1)k−1

k
d′k(n)

for all n > 1.

(f) Show that d′k(n) = 0 if n < 2k.

(g) Show that if K ≥ (log n)/ log 2, then

Λ(n)

log n
=

K∑
k=1

(−1)k−1

k
d′k(n).

2. (a) Show that

Λ(n) =
∑
d,k
dk|n

Λ(d)µ(k).

(b) Observe that

Λ(n) =
∑
d,k
dk|n
d≤U

Λ(d)µ(k) +
∑
d,k
dk|n
k≤V

Λ(d)µ(k)

−
∑
d,k
dk|n
d≤U
k≤V

Λ(d)µ(k) +
∑
d,k
dk|n
d>U
k>V

Λ(d)µ(k)

= C1(n) + C2(n) + C3(n) + C4(n),

say.

(c) In the notation of Vaughan’s identity (
E:VaughanId
17.5), show that Ci(n) =

ci(n) for i = 1, 2, 3, 4.

3. Suppose that ∆′(M) = ∆′(M,N, V, f) is defined so that∣∣∣ ∑
M<m≤2M

bm
∑

V <k≤N/m

ckf(mk)
∣∣∣

≤ ∆′(M)
( ∑
M<m≤2M

|bm|2
)1/2( ∑

V <k≤N/M

|ck|2
)1/2 (17.17) E:DefDelta’
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for arbitrary complex numbers bm and ck.

(a) Show that

S4 ≪ N1/2(logN)2 max
U≤M≤N/V

∆′(M). (17.18) E:S4Est’

(b) Deduce that

∆′(M) ≪
(

max
V <k≤N/M

∑
V <j≤N/M

∣∣∣ ∑
M<m≤2M
m≤N/j
m≤N/k

f(mj)f(mk)
∣∣∣)1/2.
(17.19) E:Delta’Est

(c) Conclude that

S4 ≪ N1/2(logN)2 max
U≤M≤N/V

max
V <k≤N/M( ∑

V <j≤N/M

∣∣∣ ∑
M≤m≤2M
m≤N/j
m≤N/k

f(mj)f(mk)
∣∣∣)1/2. (17.20) E:S4Est’’

4. Let S2 be defined as in (
E:S2TypeI
17.7), and write S2 = S

(1)
2 + S

(2)
2 , as in

(
E:S2Decomp
17.16). Show that

S
(2)
2 ≪ N1/2(logN)2 max

V≤M≤UV
∆(M). (17.21) E:S2AltEst

5. Let ∆(M) denote the best constant in the bilinear form inequality

(
E:BilinIneqV3M
17.10). By appealing to an appropriate result from Appendix

C:BilinForms
G, or

otherwise, show also that if |f(n)| ≥ 1 for all n, then

∆(M) ≫ max(M1/2, (N/M)1/2).

(Hence our method, as presently constituted, never gives an upper

bound better than N3/4 when f is unimodular. Also, our bound

(
E:S4Est
17.11) will be trivial if M is allowed to be as small as (logN)4 or

as large as N/(logN)4). Thus U and V must be at least moderately

large.)

6. (Heath-Brown 1982)Exer:HBid

(a) Show that if s ̸= 1 and ζ(s) ̸= 0, then

− ζ ′

ζ
(s) =

K∑
k=1

(−1)k
(
K

k

)
ζ(s)k−1ζ ′(s)Mk − ζ ′

ζ
(s)
(
1− ζ(s)M

)K
.
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The above holds for any complex M , but as usual we take

M =M(s) =
∑
n≤Y

µ(n)n−s.

We set

b(n) =


∑
d|n
d≤Y

µ(d) (n > Y ),

0 (n ≤ Y ).

Thus
∑∞
n=1 b(n)n

−s = ζ(s)M(s)− 1 for σ > 1. Show that

Λ(n) =

K∑
k=1

(−1)k−1

(
K

k

)
ak(n) + s(n)

for all n, where

ak(n) =
∑

r1···r2k=n
i>k =⇒ ri≤Y

µ(rk+1) · · ·µ(r2k) log r1

and

s(n) = (−1)K
∑

d0···dK=n

Λ(d0)b(d1) · · · b(dK).

Note that s(n) = 0 if n ≤ Y K , so we obtain only Type I sums in

this range.

Exer:muDecomp 7. (Montgomery & Vaughan 1981) Let G(s) be defined as in (
E:DefF,G
17.3).

From the identity

1

ζ(s)
= 2G(s)−G(s)2ζ(s) +

(
1

ζ(s)
−G(s)

)
(1− ζ(s)G(s)), (17.22) E:muId

or otherwise, show that

µ(n) = a0(n) + a1(n) + a2(n)
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where

a0(n) =

{
2µ(n) n ≤ V,

0 n > V,

a1(n) = −
∑

dem=n
d≤V
e≤V

µ(d)µ(e),

a2(n) = −
∑
dk=n
d>V
k>V

µ(d)
(∑

e|k
e≤V

µ(e)
)
.

Exer:muSumDecomp 8. Show that if 1 ≤ V ≤ N , then

N∑
n=1

µ(n)f(n) = T0 + T1 + T2

where

T0 = 2
∑
n≤V

µ(n)f(n),

T1 = −
∑
m≤V 2

bm
∑

n≤N/m

f(mn)

with

bm =
∑
de=m
d,e≤V

µ(d)µ(e), (17.23) E:Defbm

and

T2 = −
∑

V <m≤N/V

∑
V <k≤N/m

µ(m)ckf(mk)

with

ck =
∑
d|k
d≤V

µ(d). (17.24) E:Defck

9. With the Ti defined as above, show that

T0 ≪
∑
n≤V

|f(n)|, (17.25) E:muT0Est

T1 ≪
∑
m≤V 2

d(m)
∣∣∣ ∑
k≤N/m

f(mk)
∣∣∣, (17.26) E:muT1Est
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and

T2 ≪ N1/2(logN)5/2 max
V≤M≤N/V

max
j≤N/M( ∑

k≤N/M

∣∣∣ ∑
M<m≤2M
m≤N/k
m≤N/j

f(mj)f(mk)
∣∣∣)1/2. (17.27) E:muT2Est

10. Let Λ2(n) = Λ(n) log n+
∑
bc=n Λ(b)Λ(c), as in Theorem 8.3.

(a) Show that

ζ ′′

ζ
(s) =

(ζ ′
ζ
(s)
)′

+
(ζ ′
ζ
(s)
)2
.

(b) Show that

ζ ′′

ζ
(s) =

∞∑
n=1

Λ2(n)n
−s

for σ > 1.

(c) Let G(s) be defined as in (
E:DefF,G
17.3), and put H(s) =

∑
n≤U Λ2(n).

Observe that

ζ ′′

ζ
(s) = H(s)− ζ(s)G(s)H(s) + ζ ′′(s)G(s)

+
(ζ ′′
ζ
(s)−H(s)

)
(1− ζ(s)G(s)).

(d) Define arithmetic functions ai(n) so that Λ2(n) = a1(n) + a2(n)

+ a3(n) + a4(n).

17.2 An exponential sum formed with primes
S:Sum_e(p*alpha)

Vinogradov applied his method to the generating function
∑
p≤x e(pα),

and thus showed that the generating function is small when α is not near

a rational number with small denominator. This ‘minor arc estimate’

enabled him to show (as we shall in Theorem
T:Vin3primes
18.1) that all sufficiently

large odd numbers can be written as a sum of three primes. We find it

simpler to work with the generating function

S(α) =

N∑
n=1

Λ(n)e(nα) (17.28) E:DefS(alpha)

because Λ(n) has the decomposition (
E:VaughanId
17.5), which gives rise to sums for

which (in many cases) we can derive nontrivial estimates.
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T:S(alpha)Est Theorem 17.1 Let S(α) be as above. If (a, q) = 1 and |α − a/q|
≤ 1/q2, then

S(α) ≪
(
Nq−1/2 +N4/5 +N1/2q1/2

)
(logN)5/2. (17.29) E:S(alpha)Est

Proof By (
E:GeoSumEst
16.4) we see that∑

0<t≤T

max
w≥1

∣∣∣ ∑
w≤r≤N/t

e(rtα)
∣∣∣≪ ∑

0<t≤T

min
(N
t
,

1

∥tα∥

)
. (17.30) E:TypeIEst1

To estimate the right hand side, we write t = hq + r and sum over

0 ≤ h ≤ T/q and 1 ≤ r ≤ q. Let δ = α − a/q. We consider first the

case in which h = 0 and 1 ≤ r ≤ q/2. Since |δ| ≤ 1/q2, ∥rα∥ differs

from ∥ra/q∥ by at most 1/(2q). But ∥ra/q∥ ≥ 1/q for these r, and hence

∥rα∥ ≍ ∥ra/q∥. Consequently∑
1≤r≤q/2

1

∥rα∥
≪

∑
1≤r≤q/2

1

∥ra/q∥
≪

∑
1≤r≤q/2

q

r
≪ q log 2q.

For all other terms we have hq+r ≫ (h+1)q. Thus it suffices to estimate

∑
0≤h≤T/q

q∑
r=1

min
( N

(h+ 1)q
,

1

∥hqα+ ra/q + rδ∥

)
. (17.31) E:SumEst1

For any given h, the q points hqα+ra/q+rδ are uniformly within 1/q of

the equally-spaced points hqα+ ra/q. Thus if ∥hqα+ ra/q+ rδ∥ < 1/q,

then ∥hqα+ra/q∥ < 2/q, and this holds for at most 4 values of r. For all

other r, the numbers ∥hqα+ ra/q+ rδ∥ are comparable to the numbers

∥r/q∥ for 0 < r < q. Hence the double sum (
E:SumEst1
17.31) is

≪
∑

0≤h≤T/q

( N

(h+ 1)q
+ q log 2q

)
≪ N

q
log 2T/q + T log 2q + q log 2q.

That is, we have shown that∑
0<t≤T

min
(N
t
,

1

∥tα∥

)
≪ (N/q + T + q) log 2Tq. (17.32) E:TypeIEst2

By (
E:S2Est
17.8) we deduce that

S2 ≪ (N/q + UV + q)(log 2qUV )2.

Similarly, from (
E:S3Est
17.9) we see that

S3 ≪ (N/q + V + q)(log 2qV N)2.
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By (
E:S4FinalEst
17.15) and (

E:GeoSumEst
16.4) we find that

S4 ≪ N1/2(logN)2 max
U≤M≤N/V

max
k≤N/M

( ∑
j≤N/M

min
(
M,

1

∥(j − k)α∥

))1/2
.

Here the sum over j is

≪M +
∑

0<j≤N/M

min
(
M,

1

∥jα∥

)
≪M +

∑
0<j≤N/M

min
(N
j
,

1

∥jα∥

)
since M ≤ N/j for j ≤ N/M . Thus by a further application of (

E:TypeIEst2
17.32)

we deduce that

S4 ≪
(
Nq−1/2 +NU−1/2 +NV −1/2 +N1/2q1/2

)
(log 2qN)5/2.

By taking U = V = N2/5 we deduce that

S(α) ≪
(
Nq−1/2 +N4/5 +N1/2q1/2

)
(log 2qN)5/2.

To complete the argument it suffices to note that we may assume that

q ≤ N , since otherwise the estimate (
E:S(alpha)Est
17.29) is weaker than the trivial

estimate S(α) ≪ N .

S:Sum_e(p*alpha)

17.2.1 Exercises

Exer:muSumEst1 1. Show that if |α− a/q| ≤ 1/q2 and (a, q) = 1, then∑
n≤N

µ(n)e(nα) ≪
(
Nq−1/2 +N4/5+ε +N1/2q1/2

)
(logN)3. (17.33) E:muSumEst1

2. Show that if q is a positive integer, then for any integer c,

e(c/q) =
∑
d|q
d|c

1

ϕ(q/d)

∑
χ

(mod q/d)

τ(χ)χ(c/d).

3. Let

M(x;χ, δ) =
∑
n≤x

χ(n)µ(n)e(nδ)

where χ is a Dirichlet character, x is real, and δ ∈ T. Let A and B be

given positive real numbers. Show that if α = a/q+ δ with (a, q) = 1,

then∑
n≤x

µ(n)e(nα) =
∑
d|q

µ(d)

ϕ(q/d)

∑
χ

(mod q/d)

τ(χ)χ(a)M(x/d;χχ
0(d)

, δ)
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where χ
0(d)

denotes the principal character modulo d.

4. Let M(x;χ, δ) be defined as in the preceding problem. Show that if

χ is a character modulo q and q ≤ (log x)A, then

M(x;χ, δ) ≪ (1 + x∥δ∥)x(log x)−B .

5. (Davenport 1937a,b) Show that if |α − a/q| ≤ 1/q2, (a, q) = 1, and

q ≤ (log x)A, then ∑
n≤x

µ(n)e(nα) ≪ x(log x)−B . (17.34) E:muSumEst2

By combining this with the result of Exercise
Exer:muSumEst1
1, show that the above

estimate holds uniformly in α.

6. (Bateman & Chowla 1963)Exer:BC

(a) Let λ(n) denote the Liouville lambda function, which is to say

that λ(n) = (−1)Ω(n) where Ω(n) =
∑
pa∥n a. Show that

Liouville ∑
d2|n

µ
(
n/d2

)
= λ(n)

for all positive integers n.

(b) Deduce that∑
n≤x

λ(n)e(nα) =
∑

d≤x1/2

∑
m≤x/d2

µ(m)e
(
d2mα

)
for all x ≥ 1 and all real α.

(c) Conclude that ∑
n≤x

λ(n)e(nα) ≪ x(log x)−B

uniformly in α.

(d) Let

f(α) =

∞∑
n=1

µ(n)

n
e(nα), g(α) =

∞∑
n=1

λ(n)e(nα). (17.35) E:Deff,g

Show that these series are uniformly convergent, and hence define

a continuous functions on T.
(e) Show that

q∑
a=1

f(a/q) = 0,

q∑
a=1

g(a/q) = 0 (17.36) E:BCExample

for all positive integers q.
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(f) By using the result of Exercise 9.2.1.1(a), or otherwise, show that

if (a, q) =, then

∞∑
n=1

(n,q)=1

λ(n)

n
e(an/q) =

1

φ(q)

∑
χ ̸=χ

0

χ(a)τ(χ)
L
(
2, χ2

)
L(1, χ)

.

(g) Show that if χ is an even primitive character modulo q, q > 1,

then

L(2, χ) =
−π2

q2τ(χ)

q−1∑
a=1

χ(a)a(q − a).

(h) Show that

Re g(1/5) =
π2

10 log
(
1+

√
5

2

) = 2.05098958 . . . .

(i) Suppose that p1 and p2 are distinct primes, and that (a, p1p2)

= 1. Show that

g
( a

p1p2

)
= −g(a/p2)/p1 − g(a/p1)/p2 +

∞∑
n=1

(n,p1p2)=1

λ(n)

n
e
( an

p1p2

)
.

(j) Show that Re g(1/10) = 0.

Suppose that

F (n) =
∑
d|n

f(d)

for all n, and let s(x) denote the sawtooth function with period 1, as

defined in (
E:Defs(x)
E.13). By the Fourier series expansion of Lemma D.1 (see

also §
S:TrigMaj
E.3), we see that possibly

∞∑
d=1

f(d)

d
s(dα) = −

∞∑
d=1

f(d)

d

∞∑
m=1

sin 2πmdα

πm
(17.37) E:sumfs/d

= −
∞∑
n=1

F (n)

πn
sin 2πnα, (17.38) E:sumFsin/n

by grouping together those pairsm, d for whichmd = n. This is merely a

formal argument, since we have not justified the reorganization of terms

in passing from (
E:sumfs/d
17.37) to (

E:sumFsin/n
17.38). In the next several exercises, we treat

this issue in the interesting case that f(d) = µ(d).
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Fi:Reg(x)

K

K

Figure 17.1 Graph of Re g(x) with g defined as in (
E:Deff,g
17.35).

7. Let

SD(α) =
∑
d≤D

µ(d)

d
s(dα). (17.39) E:DefS_D(alpha)

(a) Let N be a parameter to be chosen later such that N > D, and

let EK(x) be defined as in Lemma D.1. Show that

SD(α) =
−1

π
sin 2πα+ T1(α) + T2(α)

where

T1 =
1

π

∑
D<d≤N

µ(d)

d

∑
n≤N/d

sin 2πndα

πn
,

T2 =
∑
d≤D

µ(d)

d
EN/d(α).

(b) Show that

T1 =
∑

n≤N/D

1

n

∑
D<d≤N/n

µ(d)

d
sin 2πndα
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(c) Use (
E:muSumEst2
17.34) to show that T1 ≪ (logD)−B(logN/D)2.

(d) Explain why EK(0) = 0.

(e) Show that if (a, q) = 1 and q ≤ D, then T2(a/q) ≪ DN−1 log 2q.

(f) Take N = D(logD)A, and deduce that

SD(α) =
−1

π
sin 2πα+O

(
(logD)−B

)
(17.40) E:SD(alpha)Est

when α = a/q, (a, q) = 1, and q ≤ D.

8. Let SD(α) be defined as in (
E:DefS_D(alpha)
17.39).

(a) Show that SD(α) is piecewise linear with slope

M(D) =
∑
d≤D

µ(d)

and jump discontinuities at the Farey fractions of order D.

(b) Write

x
∑
n≤x

(n,q)=1

µ(n)

n
=

∑
n≤x

(n,q)=1

µ(n)⌊x/n⌋+
∑
n≤x

(n,q)=1

µ(n){x/n}

= Σ1 +Σ2,

say. Show that Σ1 is the number of integers not exceeding x that

are composed entirely of prime numbers that divide q. Hence

deduce that |Σ1| ≤ x.

(c) Explain why |Σ2| ≤ x.

(d) Deduce that ∣∣∣ ∑
n≤x

(n,q)=1

µ(n)

n

∣∣∣ ≤ 2

uniformly in x and q.

(e) Let a/q denote a Farey fraction of order D. Show that the jump

discontinuity of SD(α) at α = a/q is

−
∑
d≤D
q|d

µ(d)

d
.

(f) Show that the above expression has absolute value not exceed-

ing 2/q.



17.2 An exponential sum formed with primes 75

(g) Let R denote the set of numbers composed entirely of primes

dividing q. Show that∑
d|n
d∈R

µ(n/d) =

{
µ(n) if (n, q) = 1,

0 otherwise.

(h) Deduce that ∑
n≤x

(n,q)=1

µ(n)

n
=
∑
d≤x
d∈R

1

d

∑
m≤x/d

µ(m)

m
.

(i) By adapting the techniques developed in §7.1, show that if q ≤ x2,

then the number of members of R not exceeding x is ≪ xε.

(j) Deduce that if q ≤ x, then∑
n≤x

(n,q)=1

µ(n)

n
≪ exp

(
− c
√

log x
)
.

(k) (Davenport 1937a,b) Conclude that (
E:SD(alpha)Est
17.40) holds uniformly in α.

9. Let dα denote the multiplicative function defined by

dα(p
k) =

(
−α
k

)
(−1)k

and let f →: N → C be such that
∑
n |f(n)| <∞.

(a) Prove that 0 ≤ d 1
2
(n) ≤ 1 and 0 ≤ |d− 1

2
(n)| ≤ 1.

(b) Prove that ∑
m|n

d 1
2
(m)d− 1

2
(n/m) =

{
1 n = 1,

0 n > 1.

(c) Let u, v ∈ R, u, v ≥ 1 and w = min(u, v). By considering the

formal identity

ζ
1
2 = F − 1

2
F 2G+

1

2
Gζ − (ζ

1
2 − F )

(
1

2
ζ

1
2G+

1

2
FG− 1

)
,

or otherwise, prove that∑
n

d 1
2
(n)f(n) = S1 − 1

2S2 +
1
2S3 − S4

where

S1 =
∑
n≤u

d 1
2
(n)f(n),
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S2 =
∑
l≤u

∑
m≤u

∑
n≤v

d 1
2
(l)d 1

2
(m)d− 1

2
(n)f(lmn),

S3 =
∑
m≤v

∑
n

d− 1
2
(m)f(mn),

S4 =
∑
m>u

∑
n>w

d 1
2
(m)b(n)f(mn),

where b(1) = 1 and for n > 1

b(n) =
∑
m|n
m≤v

1

2
d− 1

2
(m)d 1

2
(n/m) +

∑
m|n
m≤v
n/m≤u

1

2
d− 1

2
(m)d 1

2
(n/m).

(d) Suppose that α ∈ R and there are a ∈ Z, q ∈ N with (a, q) = 1

such that |α− a/q| ≤ q−2. Prove that∑
n≤x

d 1
2
(n)e(αn) ≪ (xq−

1
2 + x

6
7 + x

1
2 q

1
2 )(log x)3.

17.3 Further applications
S:AppsVinMeth

Before considering specific applications, we make two technical remarks.

Firstly, we sometimes obtain sharper results not by treating 1 ≤ n ≤ N

directly, but rather by treating N < n ≤ 2N , and then summing the

bounds obtained to treat 1 ≤ n ≤ N . The point is that the parameters

chosen to treat N < n ≤ 2N may not succeed as well for smaller n. An

example of this is seen in Exercise
Exer:sum e(W/n^2)
3, where the estimate for the sum

over M1 < m ≤M2 would not apply if the sum were over 0 < m ≤M .

Our second observation concerns our treatment of Type II sums, say

S =
∑

M<m≤4M

∑
K<k≤4K

N<mk≤2N

bmckf(mk).

Our existing treatment of this gives rise to the problem of bounding∑
K<j≤4K

∣∣∣∣ ∑
M<m≤4M

f(mj)f(mk)

∣∣∣∣.
If the bound we can derive for the above sum over m is smaller when 0 <

|j − k| = o(K), then we may obtain a better final result by partitioning
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the interval (K, 4K] into R subintervals Kr of equal length. By Cauchy’s

inequality,

|S|2 ≤ R

R∑
r=1

|Sr|2

where

Sr =
∑

M<m≤4M

∑
k∈Kr

N<mk≤2N

bmckf(mk).

By a second application of Cauchy’s inequality we see that

|Sr|2 ≤
( ∑
M<m≤4M

|bm|2
)( ∑

M<m≤4M

∣∣∣∣ ∑
k∈Kr

N<mk≤2N

ckf(mk)

∣∣∣∣2).
Here the second factor above is

=
∑
j∈Kr

cj
∑
k∈Kr

ck
∑

M<m≤4M
N<mj≤2N
N<mk≤2N

f(mj)f(mk).

Since |cjck| ≤ 1
2 |cj |

2 + 1
2 |ck|

2, it follows that the above is

≤
∑
k∈Kr

|ck|2
∑
j∈Kr

∣∣∣∣ ∑
M<m≤4M
N<mj≤2N
N≤mk≤2N

f(mj)f(mk)

∣∣∣∣.
Thus

|S|2 ≤ ∆2

( ∑
M<m≤4M

|bm|2
)( ∑

K<k≤4K

|ck|2
)

for arbitrary bm and ck with

∆2 = R max
1≤r≤R

max
k∈Kr

∑
j∈Kr

∣∣∣∣ ∑
M<m≤4M
N<mj≤2N
N≤mk≤2N

f(mj)f(mk)

∣∣∣∣. (17.41) E:TypeIIRef

When R = 1, this reduces to our former treatment. Let X denote the

usual order of magnitude of the above sum over m when j and k range

independently over the interval (K, 4K] . The variable j takes ≍ K/R

values above, which gives an overall order of magnitude KX, which is

the same as when R = 1. But if the sum over m is smaller when j and

k are constrained to lie in the same subinterval Kr, then the estimate

is improved. However, for each k there is a value of j, namely j = k,
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for which there is no cancellation in the sum over m. If |f | ≍ 1, then

that contribution is ≍ RM . If the diagonal terms dominate our estimate

of the contributions of the nondiagonal terms when R = 1, then taking

R > 1 yields a weaker estimate. Thus we obtain an improvement over

our original treatment if (i) Our estimate of
∑
j ̸=k |

∑
m · · · | is large

compared with M , and (ii) our estimate of |
∑
m · · · | is better when

0 < |j − k| = o(K).

One of the foremost unsolved problems of prime number theory is to

show that n2 + 1 is prime for infinitely many integers n. In fact it is

conjectured not just that there are infinitely many such n, but that the

number of them with n ≤ x is asymptotic to C li(x) as x→ ∞ where

C =
1

2

∏
p>2

(
1−

(−1
p

)
p− 1

)
. (17.42) E:n^2+1

While finding primes in sparse sequences is generally challenging, for

sequences of the special form
⌊
na
⌋
we have some success if a is not too

large.

T:PS Theorem 17.2 (Piatetski-Shapiro 1953) For a real number a > 1, let

πa(x) denote the number of integers n ≤ x such that
⌊
na
⌋
is prime and

put α = 1/a. If 1 < a < 12/11, then

πa(x) = α
∑
p≤xa

pα−1 +O
(
x

11a+14
26 log x

)
.

By a quantitative form of the Prime Number Theorem and integration

by parts we see that the main term above is

= α

∫ xa

2

uα−1

log u
du+O

(
x exp

(
− c
√

log x
))
.

By the change of variable v = uα we see further that the main term

above is = α li(x) +O(1). Thus in particular,

πa(x) ∼
x

a log x

as x→ ∞, provided that 1 < a < 12/11.

The prime number distribution model of Cramér asserts that a large

integer n is prime with ‘probability’ 1/ log n. This predicts that πa(x)

should be approximately∑
1<n≤x

1

log⌊na⌋
=

∑
1<n≤x

1

a log n
+O

( ∑
1<n≤x

1

na(log n)2

)
= α li(x)+O(1).
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Thus we interpret the Piatetski-Shapiro Theorem as asserting that the

sequence ⌊na⌋ collects its fair share of primes, when 1 < a < 12/11.

The bound 12/11 can be relaxed somewhat, but it is not clear by how

much. We note that the sequence
⌊
n2
⌋
contains no prime. To prepare for

the proof of the Theorem we first establish the basic estimate on which

the proof will depend.

L:PSvdC Lemma 17.3 Let α be fixed, with 0 < α < 1, and suppose that 1 ≤
M ≤M ′ ≤ 2M . Then∑

M<m≤M ′

e
(
cmα

)
≪ |c|1/2Mα/2 + |c|−1/2M1−α/2

uniformly for nonzero real numbers c.

Proof We may assume that c < 0, for if c > 0, then the sum is the

complex conjugate of the value it would have if c is negative. In the van

der Corput estimate of Theorem
T:ExpSumEst2
16.7, take f(x) = cxα. Then f ′′(x) =

cα(α− 1)xα−2 ≍ −cMα−2. The stated estimate is immediate.

Proof of Theorem
T:PS
17.2 Suppose that instead of counting integers n ≤ x

such that
⌊
na
⌋
is prime, we count primes p ≤ xa such that p =

⌊
na
⌋
for

some n. If n ≤ x and
⌊
na
⌋
= p, then p ≤ na ≤ xa. Conversely, if p ≤ xa

and
⌊
na
⌋
= p, then

na < p+1 ≤ xa+1 < xa+xa−1 = xa(1+1/x) < xa(1+1/x)a = (x+1)a,

so that n < x + 1. Thus when we sum over p ≤ xa such that p = ⌊na⌋
for some n we obtain all the terms that arise when we sum over n ≤ x,

plus at most one additional term. To say that there is an integer n such

that
⌊
na
⌋
= p is equivalent to saying that p ≤ na < p + 1, which in

turn is equivalent to pα ≤ n < (p + 1)α where α = 1/a, which is to

say that there is an integer in the interval
[
pα, (p + 1)α

)
. This in turn

ie equivalent to saying that
⌊
− pα

⌋
−
⌊
− (p+ 1)α

⌋
= 1. Otherwise, this

difference is 0. Thus

πa(x) =
∑
p≤xa

(⌊
− pα

⌋
−
⌊
− (p+ 1)α

⌋)
+O(1).

If the above sum is formed without taking integer parts, it becomes∑
p≤xa

(
− pα + (p+ 1)α

)
=
∑
p≤xa

αpα−1 +O

( ∑
p≤xa

pα−2

)
.

Since α < 1, the error term above is O(log log x) uniformly in a.
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Recall that {x} = x − ⌊x⌋ denotes the fractional part of x. Thus to

complete the proof it will suffice to show that∑
p≤xa

{
− pα

}
−
{
− (p+ 1)α

}
≪ x

11a+14
26 log x (17.43) E:FinalPSEst

for 1¡a¡12/11.

In §D.1 we defined the sawtooth function s(x) to be s(x) = {x} if x is

not an integer, and s(x) = 0 if x is an integer, in Lemma D.1 we found

that

s(x) = −
H∑
h=1

sin 2πhx

πk
+O

(
min

(
1,

1

H∥x∥

))
.

This same formula holds for {x}, since {x} differs from s(x) only when

x is an integer, and the error term is O(1) in that case. Moreover, in

Theorem
T:TruncTrigEst
E.6 we have defined a trigonometrical polynomial g

H
(x) =∑H

h=−H ĝH (h)e(hx) such that

min
(
1,

1

H∥x}

)
≪ g

H
(x),

and such that

ĝ
H
(h) ≪ 1

H
log

3H

|h|+ 1
.

Thus if N < N ′ ≤ 2N and H is a parameter to be chosen later, then∑
N<n≤N ′

Λ(n)
({

− (n+ 1)α
}
−
{
− nα

})
=

∑
N<n≤N ′

Λ(n)
∑

0<|h|≤H

e
(
− h(n+ 1)α

)
− e
(
− hnα

)
2πih

(17.44) E:PSMain1

+O

( ∑
N<n≤N ′

Λ(n)
(
min

(
1,

1

H
∥∥(n+ 1)α

∥∥)+min
(
1,

1

H
∥∥nα∥∥))

)
.

Here the error term is

≪ (logN)
∑

N<n≤N ′+1

g
H

(
nα
)

= (logN)

H∑
h=−H

ĝ
H
(h)

∑
N<n≤N ′+1

e
(
hnα

)
. (17.45) E:ErrorTermEst1

If h ̸= 0, then from Lemma
L:PSvdC
17.3 we see that∑

N<n≤N ′

e
(
hnα

)
≪ Nα/2|h|1/2 +N1−α/2|h|−1/2.
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When h = 0 there is no cancellation in the sum over n, so the expression

(
E:ErrorTermEst1
17.45) is

≪ N(logN) log 3H

H
+

logN

H

H∑
h=1

(
Nα/2h1/2 +N1−α/2h−1/2

)
log

3H

h

≪ (logN)
(
NH−1 log 3H +Nα/2H1/2 +N1−α/2H−1/2

)
. (17.46) E:ErrorTermEst2

WhenN is near xa, this will require takingH to be somewhat larger than

xa−1. We postpone choosing H until further arguments are complete, so

that we can choose H to minimize the sum of all error terms.

Concerning the main term (
E:PSMain1
17.44) we note that

e
(
− h(n+ 1)α

)
− e
(
nα
)

2πih
= −e

(
− hnα

) ∫ (n+1)α−nα

0

e(−hβ) dβ.

Thus the expression (
E:PSMain1
17.44) is

= −
∑

0<|h|≤H

∑
N<n≤N ′

Λ(n)e
(
− hnα

) ∫ (n+1)α−nα

0

e(−hβ) dβ.

Let δ(ν) = (ν + 1)α − να. This is an increasing function of the real

variable ν, so the inequality β ≤ δ(n) is equivalent to n > δ−1(β).

Hence the above is

= −
∑

0<|h|≤H

∫ (2N+1)α−(2N)α

0

e(−hβ)
∑

N<n≤N ′

n>δ−1(β)

Λ(n)e
(
− hnα

)
dβ

which by the triangle inequality is

≪
∑

0<|h|≤H

∫ (2N+1)α−(2N)α

0

∣∣∣∣ ∑
N<n≤N ′

n>δ−1(β)

Λ(n)e
(
− hnα

)∣∣∣∣ dβ.
Since (2N + 1)α − (2N)α ≪ Nα−1, and h makes the same contribution

as −h, the above is

≪ Nα−1
∑

0<|h|≤H

max
N1,N2

N≤N1≤N2≤2N

∣∣∣ ∑
N1<n≤N2

Λ(n)e
(
− hnα

)∣∣∣. (17.47) E:PSMain2

To estimate the above sum over n we invoke the usual decomposition
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with U = V = ⌊N1/3⌋. Thus S1 = 0, and

S2 =
∑
t≤U2

a(t)
∑

N/t<r≤N ′/t

e
(
h(rt)α

)
≪
∣∣∣∑
t≤U

a(t)
∑
r

· · ·
∣∣∣+ ∣∣∣ ∑

U<t≤U2

a(t)
∑
r

· · ·
∣∣∣

= S
(1)
2 + S

(2)
2 . (17.48) E:PSS2

By Lemma
L:PSvdC
17.3,

S
(1)
2 ≪

∑
t≤U

(log 2t)
((
htα
)1/2

(N/t)α/2 +
(
htα
)−1/2

(N/t)1−α/2
)

=
∑
t≤U

(
h1/2Nα/2 + h−1/2N1−α/2t−1

)
log 2t

≪ h1/2Nα/2U logN + h−1/2N1−α/2(logN)2.

Hence

Nα−1
∑

0<h≤H

|S(1)
2 (h)| ≪

(
H3/2N3α/2−2/3 +H1/2Nα/2

)
(logN)2.

Here the seond term is majorized by the first when α ≥ 2/3, so with this

restrection the above is

≪ (H3/2N3α/2−2/3(logN)2. (17.49) E:PSS2(1)Est

Also,

S3 =
∑
k≤U

µ(k)
∑

N/k<m≤N ′/k

e
(
h(km)α

)
logm,

which by (
E:S3Est
17.9) is

≪ (logN)
∑
k≤U

max
w≥1

∣∣∣∣ ∑
N/k<m≤N ′/k

m>w

e
(
h(km)α

)∣∣∣∣.
By Lemma

L:PSvdC
17.3 this is

≪ (logN)
∑
k≤U

(
h1/2Nα/2 + h−1/2N1−α/2k−1

)
≪
(
h1/2Nα/2+1/3 + h−1/2N1−α/2)(logN)2.
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Hence

Nα−1
∑

0<h≤H

|S3(h)| ≪
(
H3/2N3α/2−2/3 +H1/2Nα/2

)
(logN)2.

(17.50) E:PSS3Est

Here the second term is majorized by the first when α ≥ 2/3, so with

this restriction the above is

≪ H3/2N3α/2(logN)2. (17.51)

We now consider Type II sums. From (
E:TypeIIRef
17.41) we see that∣∣∣∣ ∑

M<m≤4M

∑
K<k≤4K

N1<mk≤N2

bmcke
(
h(mk)α

)∣∣∣∣2

≤ ∆2
( ∑
M<m≤4M

|bm|2
)( ∑

K<k≤4K

|ck|2
) (17.52) E:PSS4(1)

with

∆2 = R max
1≤r≤R

max
k∈Kr

∑
j∈Kr

∣∣∣∣∣ ∑
M<m≤4M
N1<mj≤N2
N1<mk≤N2

e
(
h
(
jα − kα

)
mα
)∣∣∣∣∣. (17.53) E:PSDelta(1)

If MK > 2N or 16MK < N , then the bilinear form is empty, and

∆ = 0. Thus we may suppose that MK ≍ N . When j = k in (
E:PSDelta(1)
17.53),

the sum over m is ≪ M . When j ̸= k, by Lemma
L:PSvdC
17.3 the sum over m

is

≪ h1/2
∣∣jα − kα

∣∣Mα/2 + h−1/2
∣∣jα − kα

∣∣−1/2
M1−α/2.

Since
∣∣jα − kα

∣∣ ≍ Kα−1|j − k|, the above is

≪ h1/2K(α−1)/2|j − k|1/2Mα/2 + h−1/2K(1−α)/2|j − k|−1/2|M1−α/2.

Hence∑
j∈Kr

∣∣∣∣∣ ∑
M<m≤4M
N1<mj≤N2
N1<mk≤N2

e
(
h
(
jα − kα

)
mα
)∣∣∣∣∣

≪M + h1/2K(α−1)/2(K/R)3/2Mα/2 +K(1−α)/2(K/(hR))1/2M1−α/2

≪M + h1/2Nα/2KR−3/2 + h−1/2NR−1/2.
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Thus

∆2 ≪ RM + h1/2Nα/2KR−1/2 + h−1/2N1−α/2R1/2.

We now choose R so that RM ∼ h1/2Nα/2KR−1/2. That is, we set

R = ⌊h1/3Nα/3M−2/3K2/3⌋,

which gives

∆ ≪ h1/6N (1+α)/6K1/6 + h−1/6N1/2−α/4h1/12Nα/12M−1/6K1/6.

Here M−1/6 ≍ K1/6N−1/6, so the above is

≪ h1/6N (1+α)/6K1/6 + h−1/6N1/3−α/6K1/3.

We note that if α ≥ 3/4 and K ≪ N1/2, then the second term above

is majorized by the first. Since MK ≍ N , if K > N1/2 we simply

interchange M and K. Thus for N1/3 ≪ K ≪ N1/2 we have

∆ ≪ h1/6N1/4+α/6.

From (
E:S4Est
17.11) it follows that

S4(h) ≪ H1/6N3/4+α/6(logN)2.

Hence

Nα−1
∑

0<h≤H

|S4(h)| ≪ H7/6N7α/6−1/4(logN)2.

Since |a(t)| ≤ log t in (
E:PSS2
17.48), it follows similarly that

Nα−1
∑

0<h≤H

|S(2)
2 | ≪ H7/6N7α/6−1/4(logN)2.

On combining these estimates with (
E:PSS2(1)Est
17.49) and (

E:PSS3Est
17.50), it follows that

the expression in (
E:PSMain2
17.47) is

≪
(
H7/6N7α/6−1/4 +H3/2N3α/2−2/3

)
(logN)2.

We choose H so that the first expression inside the parentheses is ap-

proximately N/H. That is, we take H = ⌊N 15
26−

7
13α⌋. The common or-

der of magnitude is N/H ∼ N
11
26+

7
13α. Other terms are smaller, when

11/12 < α < 1. On combining our estimates we find that∑
N<n≤N ′

Λ(n)
({

− (n+ 1)α
}
−
{
− nα

})
≪ N

11+14α
26 (logN)2.

The desired estimate (
E:FinalPSEst
17.43) follows from this by partial summation, so

the proof is complete.
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S:AppsVinMeth

17.3.1 Exercises

Exer:muSumEsts 1. (a) In §13.2 we showed that the estimate M(x) ≪ε x
1/2+ε is a con-

sequence of RH. (More precise conditional estimates were also

derived.) Use those methods to show that if RH is true, then∑
n≤x

µ(n)n−it ≪ε x
1/2+ετε.

(b) Use integration by parts to show that if RH is true, and σ > 1/2

and ε > 0 are fixed, then∑
d>y

µ(d)

ys
≪ y1/2−σ+ετε.

2. (a) Show that if n is a positive integer, then

∑
d2|n

µ(d) =

{
1 if n is squarefree,

0 otherwise.

(b) As usual, let Q(x) denote the number of squarefree integers not

exceeding x. Show that

Q(x) =
∑
d,m

d2m≤x

µ(d).

Let y be a parameter to be chosen later such that 1 < y < x1/2,

and write the above as
∑
d≤y +

∑
y<d = Σ1 +Σ2.

(c) Show that

Σ1 = x
∑
d≤y

µ(d)

d2
− 1

2
M(y)− S(x, y)

where

S(x, y) =
∑
d≤y

µ(d)B1

({
x/d2

})
. (17.54) E:DefS(x,y)

Here B1 is the first Bernoulli polynomial, B1(z) = z − 1/2, and

{u} denotes the fractional part of u, {u} = u−⌊u⌋. Thus B1({u})
is the same as the sawtooth function s(u) except when u is an

integer.

(d) Suppose that c > 1. Explain why

Σ2 =
1

2πi

∫ c+i∞

c−i∞
ζ(s)

(∑
d>y

µ(d)

d2s

)xs
s
ds.
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(e) Let C denote the rectilinear contour with vertices 1 + 1
log x − i∞,

1+ 1
log x−ix, 1/2+ε−ix, 1/2+ε+ix, 1+

1
log x+ix, 1+

1
log x+i∞.

Explain why

Σ2 = x
∑
d>y

µ(d)

d2
+

1

2πi

∫
C

ζ(s)
(∑
d>y

µ(d)

d2s

)xs
s
ds.

Note that both these formulæ for Σ2 hold unconditionally.

(f) Now assume RH, recall the result of
Exer:muSumEsts
1(b), and that RH implies

LH. Show that the term above involving the contour C is ≪ε

x1/2+εy−1/2.

(g) By combining results, show that if RH holds, then

Q(x) =
6

π2
x+O

(
y1/2+ε

)
+O

(
x1/2+εy−1/2

)
+O

(
S(x, y)

)
.

Note that y1/2+ε ≤ x1/4+ε ≤ x1/2+εy−1/2. Hence the first error

term above is majorized by the second. It is trivial that S(x, y) ≪
y. On taking y = x1/3 it follows that the error term above is

≪ x1/3+ε. This was achieved already in Exercise 13.3.1.16, but

in the exercises that follow we use the results of Exercises
S:V3M
17.1.1.

Exer:muDecomp
7,

S:V3M
17.1.1.

Exer:muSumDecomp
8 and the estimate (

E:TypeIIRef
17.41) with van der Corput’s method

allows us to derive a nontrivial estimate for S(x, y) when y is a

little larger than x1/3.

Exer:sum e(W/n^2) 3. By quoting an appropriate estimate established in §
S:ElEst
16.2, show that

if M ≤M1 < M2 ≤ 4M , then∑
M1<m≤M2

e
(
V/m2

)
≪ V 1/2M + V −1/2M2.

4. (a) By Exercise
S:V3M
17.1.1.

Exer:muSumDecomp
8, show that if N and V are positive real

numbers with N > V 2, then

T :=
∑

N<n≤2N

µ(n)e
(
W/n2

)
= T1 + T2

where

T1 = −
∑
m≤V 2

bm
∑

N/m<k≤2N/m

e
(
Wm−2k−2

)
,

T2 = −
∑
m>V

∑
k>V

N<mk≤2N

µ(m)cke
(
Wm−2k−2

)

and bm is defined in (
E:Defbm
17.23) and ck is defined in (

E:Defck
17.24).
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(b) Show that if K < j < k ≤ 4K, then∣∣∣W( 1

j2
− 1

k2

)∣∣∣ ≍W
|j − k|
K3

.

(c) Deduce that if M < M1 < M2 ≤ 4M , then∑
M1<m≤M2

e
(
W
( 1

(jm)2
− 1

(km)2

))
≪ W 1/2K−3/2M−1|j − k|1/2 +W−1/2K3/2M2|j − k|−1/2.

(d) Deduce that if k ∈ Kr, then∣∣∣ ∑
j∈Kr

∑
M1<m≤M2

e
(
W
( 1

(jm)2
− 1

(km)2

))∣∣∣
≪M +W 1/2R−3/2M−1 +W−1/2K2M2R−1/2.

(e) Let ∆ be defined as in (
E:TypeIIRef
17.41). Suppose that W ≥ M4. By

taking R = ⌊W 1/3/M4/3⌋, show that if ∆ = ∆(W,M,K) =

W 1/6M−1/6 +W−1/6M2/3K, then∑
M<m≤4M

∑
K<k≤4K

N<mk≤2N

bmcke
(
W/(mk)2

)

≪ ∆

( ∑
M<m≤4M

|bm|2
)1/2( ∑

K<k≤4K

|ck|2
)1/2

.

(f) Show that if K > M , then ∆(W,M,K) > ∆(W,K,M). Thus,

whenever K > M , the above bilinear form inequality will be

applied with the roles of K and M reversed.

(g) By setting some variables to 0, show that ifW ≥M4,M < M ′ ≤
4M , and K < K ′ ≤ 4K, then∑

M<m≤M ′

∑
K<k≤K′

N<mk≤2N

bmcke
(
W/(mk)2

)

≪ ∆

( ∑
M<m≤M ′

|bm|2
)1/2( ∑

K<k≤K′

|ck|2
)1/2

.

(h) Show that m ≤ 2N/V for all m that occur in the definition of T2.

Deduce that as M runs from N1/2 to N/V , the blocks (M, 4M ]

cover all m in the interval N1/2 ≤ m ≤ 2N/V . Note further that

if V ≥ N/W 1/4, then W ≥M4 for all these M .
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(i) By considering dyadic blocks, show that if V ≥ NW−1/4, then∑
m>V

∑
k>V

N<mk≤2N

bmcke
(
Wm−2k−2

)

≪
(
N−1/12W 1/6 +N5/6W−1/6

)( ∑
m

∑
k

N/2<mk≤4N

|bmck|2
)
.

(j) Take V = NW−1/4, and show that

T2 ≪
(
W 1/6N5/12 +W−1/6N4/3

)
(log 2N)2.

(k) Write

T1 =
∑
m≤V

+
∑

V <m≤V 2

= T
(1)
1 + T

(2)
1 .

Show that if N ≤ W 3/8, then V 2 ≤ N/V . Treat T
(2)
1 as a Type

II sum to show that

T
(2)
1 ≪

(
W 1/6N5/12 +W−1/6N4/3

)
(log 2N)2.

(l) Use the bound from Exercise
Exer:sum e(W/n^2)
3 above to show that

T
(1)
1 ≪

∑
m≤V

d(m)
(
W 1/2N−1 +N2W−1/2M−1

)
,

and show that the above is

≪W 1/2N−1V (log 2V ) +N2W−1/2(log 2V )2.

Show that if W 1/5 ≤ N ≤W 3/8, then the above is

≪ N5/12W 1/6 log 2N.

(m) Conclude that if W 1/5 ≤ N ≤ W 3/8, then T ≪
(
N5/12W 1/6 +

N4/3W−1/6
)
(log 2N)2.

Exer:QRH 5. (a) By quoting Lemma D.1, or otherwise, show that

B1({α}) = −
∑

0<|h|≤H

e(hα)

2πih
+ O

(
min

(
1,

1

H∥α∥

))
.
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(b) Deduce that S :=
∑
N<n≤2N µ(n)B1

({
Xn−2

})
= M + O(R)

where

M = −
∑

0<|h|≤H

1

2πih

∑
N<n≤2N

µ(n)e
(
hXn−2

)
,

R =
∑

N<n≤2N

min
(
1,

1

H∥Xn−2∥

)
.

(c) Let g
H
(x) be defined as in Theorem

T:TruncTrigEst
E.6. Explain why

R≪ N

H
log 2H +

1

H

H∑
h=1

(
log

3H

h

)∣∣∣∣ ∑
N<n≤2N

e
(
hX/n2

)∣∣∣∣.
(d) Deduce that

R≪ NH−1 log 2H +H1/2X1/2N−1 +H−1/2X−1/2N2.

Explain why

M ≪
H∑
h=1

1

h

∣∣∣∣ ∑
N<n≤2N

µ(n)e
(
hXn−2

)∣∣∣∣.
(e) Assuming that (hX)1/5 ≤ N ≤ (hX)3/8 for 1 ≤ h ≤ H, deduce

that

M ≪
(
N1/5X1/6H1/6 +N4/3X−1/6

)
(log 2N)2.

(f) Assuming that the above bound for M is valid, in estimating

M +R the terms N1/5X1/6H1/6(log 2N)2 and NH−1 log 2H are

inescapable. Apart from the logarithms, the combined contribu-

tions of these terms is minimized by taking H = ⌊N1/2X−1/7⌋.
Thus we may be able to achieve a bound S ≪ N1/2X1/7(logN)2,

but certainly nothing better.

(g) Note that the estimate S ≪ N is trivial. Thus the proposed

bound for S is useful only for N ≥ X2/7.

(h) In connection with squarefree numbers, note that Y 1/2X1/7 >

X1/2Y −1/2 if Y > X5/14.

(i) Show that (hX)1/5 ≤ N ≤ (hX)3/8 for 1 ≤ h ≤ N1/2X−1/7,

X2/7 ≤ N ≤ X5/14.

(j) Show that the other term in the upper bound for M , and the

other two terms in the upper bound for R are smaller than

N1/7X1/7(logN)2 for X2/7 ≤ N ≤ X5/14.
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(k) Conclude that from RH it follows that

Q(x) =
6

π2
x+O

(
x9/28+ε

)
.

17.4 Digit sums of primes
S:DigitSums

Let n =
∑
i di2

i be the binary expansion of n, so that each di is either

0 or 1. Then s(n) =
∑
i di is the sum of the binary digits of n. Since

s(2n+ 1) = s(2n) + 1, it follows that
∣∣∑

0≤n≤N (−1)s(n)
∣∣ ≤ 1 for all N .

Our object now is to show that∑
p≤x

(−1)s(p) = o(π(x)) (17.55) E:MauRiv1

as x → ∞. We begin by establishing a simple estimate that makes our

work shorter.

L:SmoothWts Lemma 17.4 Let M and N be integers with N ≥ 2. Then for each

integer n there exists a weight w(n) such that w(n) ≥ 1 for M + 1 ≤
n ≤M +N , w(n) ≥ 0 for all other n, and

W (α) =

∞∑
n=−∞

w(n)e(nα)

has the properties that maxα |W (α)| = W (0) ≪ N and W (α) = 0 if

∥α∥ ≥ 1/N .

Suppose that M + 1 ≤ n ≤M +N . Then

1 ≤ w(n) =

∫ 1

0

W (α)e(−nα) dα

=

∫ 1/N

−1/N

W (α)e(−nα) dα ≤ 2

N
max
α

|W (α)|.

Thus our bound for max |W (α)| is optimal, apart from constants. If

sharp constants were required, then we would appeal to Theorem
T:PropWpm
E.5,

but for our present purposes we have no need for such sophistication.

Proof We recall that if f(x) = max(0, 1− |x|), then f̂(t) =
(
sinπt
πt

)2
. If

N is even, put K = M + N/2. If N is odd, put K = M + (N + 1)/2.

Thus in either case, K is an integer. After several changes of variable we

deduce that if g(x) = N max(0, 1−N |x+ α|)e(K(x+ α)), then

ĝ(t) =
( sinπ(t−K)/N

π(t−K)/N

)2
e(tα).
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By the Poisson summation formula in the form of Theorem D.3, we find

that
∑
n g(n) =

∑
k ĝ(k). Thus

W (α) =
π2

4

∞∑
n=−∞

( sinπ(n−K)/N

π(n−K)/N

)2
e(nα)

=
π2

4
N max(0, 1−N∥α∥)e(Kα)

has the required properties.

The function (−1)s(n) has a power series generating function

P (z) =

∞∑
n=0

(−1)s(n)zn =

∞∏
j=0

(
1− z2

j)
(17.56) E:PSGenFcn

for |z| < 1, but in our quest to prove (
E:MauRiv1
17.55) we find it easier to work

on the unit circle with a truncated sum, so we set

TJ(θ) =
∑

0≤n<2J

(−1)s(n)e(nθ) =

J−1∏
j=0

(
1− e(2jθ)

)
. (17.57) E:DefT_J

We now derive a uniform upper bound for |TJ(θ)|.

L:|T_J|ub Lemma 17.5 Let TJ(θ) be defined as above. Then

max
θ

|TJ(θ)| ≍
√
3
J
.

Since TJ(θ) is a sum of 2J unimodular terms, it is trivial that |TJ(θ)|
≤ 2J for all θ. Put

α = 1− log 3

log 4
= 0.20752. (17.58) E:Defalpha

Our lemma asserts that

max
θ

|TJ(θ)| ≍ 2(1−α)J . (17.59) E:Max|T_J|

Thus α measures the extent to which the maximum of |TJ | is smaller

than the trivial upper bound 2J .

Proof From the identity 1− e(β) = −e(β/2)(e(β/2)− e(−β/2)) we see

that

|TJ(θ)| =
J−1∏
j=0

|2 sinπ2jθ|.

When θ = 1/3, each factor on the right has the value
√
3; thus |TJ(1/3)|
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=
√
3
J
, so |TJ(θ)| achieves the indicated size, and it remains to derive a

uniform upper bound for |TJ(θ)|.
Let f(θ) = sin2 πθ sin3 2πθ sin 4πθ. We first show that

|f(θ)| ≤ 27/64 (17.60) E:bndf(alpha)

for all θ. By use of the double angle formulas for sine and cosine we find

that

f(θ) = 32(sinπθ)6(1− sin2 πθ)(1− 2 sin2 πθ).

Let p(u) = 32u3(1 − u)2(1 − 2u). Thus p(u) ≥ 0 for 0 ≤ u ≤ 1/2,

p(u) ≤ 0 for 1/2 ≤ u ≤ 1, and it suffices to show that |p(u)| ≤ 27/64

for 0 ≤ u ≤ 1. Now p′(u) = −32u2(u − 1)(3u − 1)(4u − 3), so p(u) is

increasing for 0 ≤ u ≤ 1/3, decreasing for 1/3 ≤ u ≤ 3/4, and increasing

for 3/4 ≤ u ≤ 1. Hence max0≤u≤1 p(u) = p(1/3) = 128/729 = 0.1756

and min0≤u≤1 p(u) = p(3/4) = −27/64 = −0.4219, so (
E:bndf(alpha)
17.60) holds.

If 2K = J − 1 or J − 2, then

|TJ(θ)|3 =

J−1∏
j=0

|2 sin 2jπθ|3

≪ |2 sinπθ|2
( 2K−1∏

k=1

|2 sin 2kπθ|3
)
|2 sin 22Kπθ|

=

K−1∏
k=0

|64f(4kθ)| ≤ 27K ≪ 33J/2,

so we have the desired upper bound.

Since the functions log |1−e(2jθ)|move on widely different periods, we

expect them to be nearly independent, and so we expect that log |TJ(θ)|
should be distributed as if it were a sum of J independent random vari-

ables. As ∫ 1

0

log |1− e(θ)| dθ = 0 (17.61) E:zeroMV

and ∫ 1

0

(
log |1− e(θ)|

)2
dθ =

π2

12
, (17.62) E:MeanSqr

we expect that

exp
(
− C

√
J
)
≤ |TJ(θ)| ≤ exp

(
C
√
J
)

(17.63) E:UsualSize
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for most θ, if C is a large positive constant. On the other hand, by

Parseval’s identity it is trivial that∫ 1

0

|TJ(θ)|2 dθ = 2J , (17.64) E:T_J^2

which is to say that ∥TJ∥2 = 2J/2. This is much larger than the order

of magnitude in (
E:UsualSize
17.63), so we infer that the large value of the 2-norm

is due to a small set of θ for which |TJ(θ)| is exceptionally large. If this

is the case, then we would expect ∥TJ∥1 to be smaller than the root-

mean-square, ∥TJ∥2. The next lemma helps us to show that this is the

case.

L:TrigIneq2 Lemma 17.6 Let g(θ) = sinπθ sin 2πθ, and put

h(θ) = |g(θ)|+ |g(θ + 1/4)|+ |g(θ + 1/2)|+ |g(θ + 3/4)|.

Then

max
θ
h(θ) = h(1/8) =

√
2 +

√
2.

Proof Clearly h(θ) has period 1/4. Since g(θ) is even, it follows that

h(θ) is also even. Hence we may restrict our attention to 0 ≤ θ ≤ 1/8. In

this interval, g(θ) ≥ 0, g(θ+1/4) ≥ 0, g(θ+1/2) ≤ 0, and g(θ+3/4) ≤ 0,

so

h(θ) =
1

2
(2−

√
2) sin2 πθ cosπθ +

1

2
sinπθ cos2 πθ − 1

4

√
2 cos3 πθ

=
1

2
(1 +

√
2) cosπθ +

1

2
sinπθ +

1

2
(
√
2− 1) cos 3πθ +

1

2
sin 3πθ.

(17.65) E:h(alpha)Id

Consequently,

h′(θ) = − π

2
(1 +

√
2) sinπθ +

π

2
cosπθ

− 3π

2
(
√
2− 1) sin 3πθ +

3π

2
cos 3πθ,

h′′(θ) = − π2

2
(1 +

√
2) cosπθ − π2

2
sinπθ

− 9π2

2
(
√
2− 1) cos 3πθ − 9π2

2
sin 3πθ.



94 Estimates for sums over primes

In this last formula all terms are ≤ 0, so it is clear that h′′(θ) ≤ 0. But

h′(1/8) = − π

2
(1 +

√
2)

√
1− 1/

√
2

2
+
π

2

√
1 + 1/

√
2

2

− 3π

2
(
√
2− 1)

√
1 + 1/

√
2

2
+

3π

2

√
1− 1/

√
2

2

=
π

4
(2−

√
2)

√
2−

√
2 +

π

4
(4− 3

√
2)

√
2 +

√
2

= 0

because
√
2−

√
2 = (

√
2−1)

√
2 +

√
2 and 4−3

√
2 = (1−

√
2)(2−

√
2).

Hence the maximum is attained at θ = 1/8, and from (
E:h(alpha)Id
17.65) we see

that

h(1/8) =
1

2
(3−

√
2)

√
1 + 1/

√
2

2
+

1

2

√
2

√
1− 1/

√
2

2
=

√
2 +

√
2.

It is convenient to observe that

TJ(θ) = TJ−j(θ)Tj(2
J−jθ). (17.66) E:T_JRecur

L:T_JL1Est1 Lemma 17.7 Let β = 0.057111674 . . . be determined by the relation

4β = 2/
√
2 +

√
2. Then

2J∑
a=1

|TJ(θ + a/2J)| ≪ 2(3/2−β)J

uniformly in θ.

By integrating this bound over 0 ≤ θ ≤ 1/2J , it is immediate that∫ 1

0

|TJ(θ)| dθ ≪ 2(1/2−β)J . (17.67) E:T_JL1Est2

Thus β reflects the margin by which we can say that ∥TJ∥1 is smaller

than ∥TJ∥2.

Proof Let SJ(θ) denote the sum to be bounded. By taking j = J − 2

in (
E:T_JRecur
17.66), we find that

SJ(θ) =

2J∑
a=1

|T2(θ + a/2J)||TJ−2(4θ + a/2J−2)|.
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Here the second factor has period 2J−2 with respect to a, so the above

is

= 4

2J−2∑
a=1

|TJ−2(4θ + a/2J−2)|h(θ + a/2J)

in the notation of Lemma
L:TrigIneq2
17.6. Hence by that lemma it is immediate

that

SJ(θ) ≤ 4

√
2 +

√
2SJ−2(4θ).

We apply this K = [J/2] times to see that

SJ(θ) ≤
(
4

√
2 +

√
2
)K
SJ−2K(22Kθ).

But S0(θ) ≪ 1, S1(θ) ≪ 1, and 2(2 +
√
2)1/4 = 23/2−β , so we have the

stated result.

By applying (
E:T_JRecur
17.66) and then Lemma

L:T_JL1Est1
17.7 with J replaced by J − j,

we deduce that

2J−j∑
c=1

|TJ(θ + c/2J−j)| ≪ |Tj(2J−jθ)|2(3/2−β)(J−j). (17.68) E:T_JL1Est3

In Theorem
T:n*alphaUD
F.2 it is shown that if θ is irrational, then the numbers nθ

are uniformly distributed modulo 1; this is achieved by combining the

simple exponential sum estimate of Lemma
L:GeoSumEst
16.4 with Weyl’s Criterion.

In general, as we let n run from 1 to N , we expect that nθ will fall

into a short interval I approximately the expected number of times.

However, it can sometimes happen that a short interval is hit far more

times than expected. We now show that this can only happen when θ

has a rational approximation a/q that is exceptionally good, and with q

unusually small.

L:thetaWellApprox Lemma 17.8 Let θ be a given real number. Suppose that δ1 ≤ δ2/12,

that N ≥ 3/δ2, and that nθ ∈ I = [ϕ−δ1, ϕ+δ1] (mod 1) for at least δ2N

of the integers n ∈ [1, N ]. Then there is an integer q with 1 ≤ q ≤ 9/δ2,

such that

∥qθ∥ ≤ 3δ1
δ2N

. (17.69) E:thetaWellApprox1

By Dirichlet’s theorem we know that there is a q ≤ N such that

∥qθ∥ ≤ 1/N , but the q described above gives a better approximation,

and with a q that is quite small.
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Proof Among the positive integers q ≤ N , let q be the one for which

∥qθ∥ is minimal. For 0 ≤ n ≤ N , arrange the numbers {nθ} in increasing

order, and consider the minimal gap between consecutive terms, say

{n1θ} ≤ {n2θ}. Then ∥(n1 − n2)θ∥ is the length of this gap. But 0 <

|n1−n2| ≤ N , and ∥qθ∥ is minimal, so we see that of all the gaps between

the numbers {nθ}, the gap between {qθ} and 0 (or 1) is minimal. With

nθ ∈ I for at least δ2N values of N , we have ≥ δ2N − 1 gaps, each of

length at least ∥qθ∥. Hence ∥qθ∥(δ2N − 1) ≤ 2δ1. This implies (
E:thetaWellApprox1
17.69),

since δ2N ≥ 3.

We divide the interval [1, N ] into ≤ N/q + 1 intervals of length ≤ q.

For a given n0, we consider those n, n0 ≤ n < n0 + q such that nθ ∈ I

(mod 1). We put δ = θ − a/q, so that

nθ = n0θ + (n− n0)a/q + (n− n0)δ.

By (
E:thetaWellApprox1
17.69) we know that |δ| ≤ 3δ1/(δ2qN). Hence

|(n− n0)δ| ≤
3δ1
δ2N

≤ 1

4N
,

since δ1 ≤ δ2/12. Thus if nθ ∈ I, then (n − n0)a/q ∈ J = [ϕ − n0θ −
δ1 − 1/(4N), ϕ− n0θ + δ + 1/(4N)]. Since the numbers (n− n0)a/q are

in arithmetic progression with common difference 1/q, the number of n,

n0 ≤ n < n0 + q, for which (n− n0)a/q ∈ J is ≤ 1 + q(2δ1 + 1/(2N)) ≤
2δ1q + 3/2 since q ≤ N . Consequently, the total number of n ≤ N for

which nθ ∈ I is

≤ (N/q + 1)(2δ1q + 3/2) = 2δ1N + 3N/(2q) + 2δ1q + 3/2.

Since q ≤ N , the first and third terms on the right hand side sum to

≤ 4δ1N ≤ δ2N/3. The last term is ≤ δ2N/2, since N ≥ 3/δ2. Since the

number of n ≤ N for which nθ ∈ I is by hypothesis ≥ δ2N , we conclude

that

δ2N ≤ 5

6
δ2N +

3N

2q
,

which implies that q ≤ 9/δ2.

With Lemmas
L:SmoothWts
17.4–

L:thetaWellApprox
17.8 in hand, and most particularly with our non-

trivial estimates of ∥TJ∥∞ and of ∥TJ∥1, we are now in a position to

apply Vaughan’s identity with f(n) = (−1)s(n) to prove

T:MR Theorem 17.9 (Mauduit–Rivat 2010) Let s(n) denote the sum of the
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binary digits of n. Then∑
n≤N

(−1)s(n)Λ(n) ≪ N1−1/263. (17.70) E:MREst1

Proof For N ≥ 2 we set

T (θ) =
∑
n≤N

(−1)s(n)e(nθ).

If we choose J so that 2J−1 < N ≤ 2J , then T is a truncation of the

sum TJ , and hence by (
E:MaximalPS
E.21) and (

E:MaximalPS1
E.23) we know that

∥T∥∞ ≪ N1−α logN (17.71) E:LinftyBndGFcn

and that

∥T∥1 ≪ N1/2−β logN (17.72) E:L1BndGFcn

where α and β are defined in (
E:Defalpha
17.58) and Lemma

L:T_JL1Est1
17.7. We take f(n) =

(−1)s(n) in Vaughan’s identity in order to estimate S =
∑
n≤N f(n)Λ(n).

Our treatment of the Type I sums is very simple:∑
n≤N
t|n

f(n) =
1

t

t∑
a=1

T (a/t).

By the triangle inequality and (
E:LinftyBndGFcn
17.71) it follows that∑

t≤U

∣∣∣ ∑
r≤N/t

f(rt)
∣∣∣≪ UN1−α logN. (17.73) E:MRTypeIest

By replacing N in (
E:LinftyBndGFcn
17.71) by w and differencing, we see that

max
w

∣∣∣ ∑
w≤n≤N

f(n)e(nθ)
∣∣∣≪ N1−α logN

uniformly in θ. Hence by the same reasoning,∑
d≤V

max
w≥1

∣∣∣ ∑
w≤h≤N/d

f(dh)
∣∣∣≪ V N1−α logN.

Thus

S3 ≪ V N1−α(logN)2 (17.74) E:MRS3est

in the notation of (
E:S3Est
17.9). We write S2 =

∑
t≤U +

∑
U<t≤UV = SI +SII ;

then

SI ≪ UN1−α(logNUV )2 (17.75) E:MRSIest
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by (
E:MRTypeIest
17.73). We treat SII and S4 as Type II sums, and for that we show

that if |bm| ≤ 1 for all m, |ck| ≤ 1 for all k, and M ≤ K, then∑
M<m≤2M
K<k≤2K
mk≤N

bmckf(mk) ≪ K1+εM1−β/(3−4β)+ε

+K1−1/(10−8β)+εM1+(1−2β)/(10−8β)+ε.

(17.76) E:MRTypeIIest

Here the second term is largest when M ≍ K ≍ N1/2, at which point

it is ≍ N1−β/(10−8β). Here β/(10− 8β) = 0.00598 . . . > 1/200. The first

term on the right above becomes larger as M becomes smaller (with

K ≍ N/M), but we take U = V = Nα(3−4β)/(3−3β), and note that

then NU−β/(3−4β) = UN1−α = N1−αβ/(3−3β). Here αβ/(3 − 3β) =

0.0038104 > 1/263. To treat a block with M > K we simply reverse the

roles of m and k. For S4 we take

bm = µ(m), ck =
1

logN

∑
d|k
d>V

Λ(d)

or vice versa if M > K. Conditions such as m > U and k > V can be

met by stipulating that bm = 0 if m ≤ U and ck = 0 if k ≤ V . To treat

SII we take

bm =

{
b(m)/ logN (m ≥ U),

0 (m < U),
ck =

{
1 (k ≤ UV ),

0 (k > UV )

or vice versa.

By Cauchy’s inequality, the left hand side of (
E:MRTypeIIest
17.76) is

≤M1/2
( ∑
M<m≤2M

∣∣∣ ∑
K<k≤2K
mk≤N

ckf(mk)
∣∣∣2)1/2.

Thus to prove (
E:MRTypeIIest
17.76), it suffices to show that∑

M<m≤2M

∣∣∣ ∑
K<k≤2K
mk≤N

ckf(mk)
∣∣∣2 ≪ K2+εM1−2β/(3−4β)+ε

+K2−1/(5−4β)+εM1+(1−2β)/(5−4β)+ε.
(17.77) E:MRTypeIIVar
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By van der Corput’s lemma (Lemma
L:vdCorputDiff
16.8) we see that∣∣∣ ∑

K<k≤2K
mk≤N

ckf(mk)
∣∣∣2

≤ K +H − 1

H

∑
K<k≤2K
mk≤N

|ckf(mk)|2

+ 2Re
K +H − 1

H

H∑
h=1

(1− h/H)
∑

K<k≤2K−h
m(k+h)≤N

ck+hckf(m(k + h))f(mk).

Here H is a parameter to be chosen later, subject to H ≤ K. The first

term on the right hand side above is ≪ K2/H. We sum the above over

m to see that the left hand side of (
E:MRTypeIIVar
17.77) is

≪ K2M

H
+
K

H

H∑
h=1

∑
K<k≤2K

∣∣∣ ∑
M<m≤2M
m(k+h)≤N

f(m(k + h))f(mk)
∣∣∣. (17.78) E:MRTypeIIVarEst

Let n =
∑
j dj2

j be the binary expansion of n. We divide 2J into n,

so that n = q2J + r. Then r =
∑
j<J dj2

j and s(n) = s(q) + s(r). Put

sJ(n) =
∑
j<J dj = s(r) = s(n)− s(q). Thus if q2J ≤ m,n < (q + 1)2J ,

then s(m)− sJ(m) = s(q) = s(n)− sJ(n). Put fJ(n) = (−1)sJ (n). Then

f(m(k+h))f(mk) = fJ(m(k+h))fJ(mk) unless there is a multiple of 2J

betweenmk andm(k+h). We choose J so that 2J is large compared with

MH, but small compared withMK. Suppose thatmk < q2J ≤ m(k+h).

Then {mk/2J} ≥ 1−mh/2J ≥ 1− 2MH/2J . Thus∑
M<m≤2M
m(k+h)≤N

f(mk)f(m(k + h)) =
∑

M<m≤2M
m(k+h)≤N

fJ(mk)fJ(m(k + h))

+O
( ∑

M<m≤2M

{mk/2J}≥1−2MH/2J

1
)
.

(17.79) E:MRTypeIIVarSeg

We group pairs m, k according to the value of mk to see that

K

H

H∑
h=1

∑
K<k≤2K

∑
M<m≤2M

{mk/2J}≥1−2MH/2J

1 ≪ K1+εMε
∑

n≤4MK

{n/2J}≥1−2MH/2J

1

since d(n) ≪ (MK)ε. We divide the interval (0, 4MK] into ≪ MK/2J
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intervals of length 2J . For n in an interval of length 2J , the inequality

{n/2J} ≥ 1 − 4MH/2J holds for ≪ MH values of n. Hence the above

is

≪ (KM)2+εH/2J . (17.80) E:MRTypeIIest3

The function fJ is periodic with period 2J , and so has a finite Fourier

transform,

f̂J(a) =
1

2J

2J∑
n=1

fJ(n)e(−an/2J) =
1

2J
TJ(−a/2J),

so that

fJ(n) =

2J∑
a=1

f̂J(a)e(an/2
J).

Thus the first term on the right hand side of (
E:MRTypeIIVarSeg
17.79) is

2J∑
a=1

2J∑
b=1

f̂J(a)f̂J(b)
∑

M<m≤2M
m(k+h)≤N

e((am(k + h) + bmk)/2J)

≪
2J∑
a=1

2J∑
b=1

|f̂J(a)f̂J(b)|min(M, 1/∥(a(k + h) + bk)/2J∥)

by (
E:GeoSumEst
16.4). To (

E:MRTypeIIVarEst
17.78) this contributes an amount

≪ K

H

H∑
h=1

∑
K<k≤2K

2J∑
a=1

2J∑
b=1

|f̂J(a)f̂J(b)|min(M, 1/∥(a(k + h) + bk)/2J∥).

Our estimate for this depends on the power of 2 dividing a + b. Write

a + b = c2j with c odd. We may assume that a and b are odd, since

f̂J(a) = 0 if a is even. Thus 1 ≤ j ≤ J , and the above is

≪ K

H

2J∑
a=1

J∑
j=1

2J−j∑
c=1
2∤c

|f̂J(a)f̂J(c2j − a)|

×
H∑
h=1

∑
K<k≤2K

min(M, 1/∥ck/2J−j + ah/2J∥).

(17.81) E:MRTypeIIEst4

Let w1(h) be weights that arise when Lemma
L:SmoothWts
17.4 is applied to the
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interval [1, H], and let w2(k) denote the weights when Lemma
L:SmoothWts
17.4 is

applied to the interval [K, 2K]. Then

H∑
h=1

∑
K<k≤2K

min(M, 1/∥ck/2J−j + ah/2J∥)

≤
∞∑

h=−∞

∞∑
k=−∞

w1(h)w2(k)min(M, 1/∥ck/2J−j + ah/2J∥).

Let g(x) be defined as in Theorem
T:TruncTrigEst
E.6. Then the above is

≪
∞∑

h=−∞

∞∑
k=−∞

w1(h)w2(k)g(ck/2
J−j + ah/2J)

=

M∑
m=−M

ĝ(m)

∞∑
h=−∞

w1(h)e(mah/2
J)

∞∑
k=−∞

w2(k)e(mck/2
J−j)

=

M∑
m=−M

ĝ(m)W1(ma/2
J)W2(mc/2

J−j).

By Lemmas
L:SmoothWts
17.4 and Theorem

T:TruncTrigEst
E.6, this is

≪ HK(logM)

(
1 +

M∑
m=1

∥ma/2J∥<1/H

∥mc/2J−j∥<1/K

1

)
. (17.82) E:MRTypeIIEst5

By (
E:T_JL1Est3
17.68) we see that

2J−j∑
c=1

|f̂J(c2j − a)| ≪ |f̂j(a)|2(1/2−β)(J−j). (17.83) E:MRTypeIIEst6

Hence

J∑
a=1

|f̂J(a)|
2J−j∑
c=1

|f̂J(c2j − a)| ≪ 2(1/2−β)(J−j)
2J∑
a=1

|f̂J(a)f̂j(a)|. (17.84) E:MRTypeIIEst7

By (
E:T_JRecur
17.66) we see that

f̂J(a) =
1

2J
TJ(a/2

J) =
1

2J
TJ−j(a/2

J)Tj(a/2
j)

=
1

2J−j
TJ−j(a/2

J)f̂j(a). (17.85) E:MRTypeIIEst8
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Write a = a0 + a12
j . Then the right hand side of (

E:MRTypeIIEst7
17.84) is

= 2(−1/2−β)(J−j)
2j∑

a0=1

|f̂j(a0)|2
2J−j∑
a1=1

|TJ−j(a0 + a1/2
J−j)|.

By Lemma
L:T_JL1Est1
17.7 this is

≪ 2(1−2β)(J−j)
j∑

a0=1

|f̂j(a0)|2.

Here the sum over a0 is = 1 by Parseval’s identity, so we conclude that

J∑
a=1

|f̂J(a)|
2J−j∑
c=1

|f̂J(c2j − a)| ≪ 2(1−2β)(J−j). (17.86) E:MRTypeIIEst9

Hence the term HK logM in (
E:MRTypeIIEst5
17.82), which reflects the mean value of

min(M, 1/∥x∥), contributes to (
E:MRTypeIIEst4
17.81) an amount that is

≪ K22(1−2β)J logM. (17.87) E:MRTypeIIEst10

It remains to estimate

K2(logM)

2J∑
a=1

J∑
j=1

2J−j∑
c=1
2∤c

|f̂J(a)f̂J(c2j − a)|
M∑
m=1

∥ma/2J∥<1/H

∥mc/2J−j∥<1/K

1. (17.88) E:MRTypeIIEst11

The way that we proceed depends on the size of 2J−j . Suppose first

that 2J−j ≥ K. Since M ≤ K, the numbers m = 1, 2, . . . ,M comprise

at most one complete system of residues modulo 2J−j , and hence the

number of them for which ∥mc/2J−j∥ ≤ 1/K is ≪ 2J−j/K since c is

odd. By (
E:MRTypeIIEst9
17.86), such a j contributes to (

E:MRTypeIIEst11
17.88) an amount

≪ K2(2−2β)(J−j) logM,

and the sum over such j contributes

≪ K2(2−2β)J logM. (17.89) E:MRTypeIIEst12

Next suppose that M < 2J−j < K. For 1 ≤ m ≤ M < 2J−j we have

m ̸≡ 0 (mod 2J−j), and hence ∥mc/2J−j∥ ≥ 1/2J−j > 1/K. Thus in

(
E:MRTypeIIEst9
17.86), the sum over m is empty whenM < 2J−j < K. Finally, suppose

that 2J−j ≤ M . Since K ≥ M , the inequality ∥mc/2J−j∥ < 1/K holds
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only when m is a multiple of 2J−j . Write m = r2J−j . Then we have to

estimate

K2(logM)

2J∑
a=1

∑
j

1≤2J−j≤M

2J−j∑
c=1

|f̂J(a)f̂J(c2j − a)|
M/2J−j∑
r=1

∥ra/2j∥<1/H

1. (17.90) E:MRTypeIIEst13

To the extent possible, we argue as before. By (
E:MRTypeIIEst6
17.83) the above is

≪ K2(logM)

2J∑
a=1

∑
j

1≤2J−j≤M

2(1/2−β)(J−j)|f̂J(a)f̂j(a)|
M/2J−j∑
r=1

∥ra/2j∥<1/H

1.

We appeal to (
E:MRTypeIIEst8
17.85) and write a = a0 + a12

j to see that the above is

= K2(logM)
∑
j

1≤2J−j≤M

2(−1/2−β)(J−j)
2j∑

a0=1

|f̂j(a0)|2

×
M/2J−j∑
r=1

∥ra/2j∥<1/H

2J−j∑
a1=1

|TJ−j(a0/2J + a1/2
J−j)|.

We apply Lemma
L:T_JL1Est1
17.7 to the sum over a1, and thus see that the above

is

≪ K2(logM)
∑
j

1≤2J−j≤M

2(1−2β)(J−j)
2j∑

a0=1

|f̂j(a0)|2
M/2J−j∑
r=1

∥ra0/2j∥<1/H

1. (17.91) E:MRTypeIIEst14

In general, we would expect the sum over r to be about M/(H2J−j)

in size. Let B be chosen later, B ≤ H. The a0 for which the sum over

r is ≤ M/(B2J−j) contribute an amount ≪ M/(B2J−j), by Parseval’s

identity. Now consider those a0 for which the sum over r lies between

2iM/(B2J−j) and 2i+1M/(B2J−j). This is far more solutions than we

expect, and by Lemma
L:thetaWellApprox
17.8 it follows that there is a q ≪ B/2i such that

∥qa0/2j∥ ≪ B2J−j/(2iHM). Let h denote the integer nearest qa0/2
j .

Then 1 ≤ h ≤ q, and ∣∣∣a0 − 2jh

q

∣∣∣≪ B2J

2iHMq
,

so for each h there are ≪ B2J/(2iHMq) such a0. (There is no need

to add 1 to this estimate, since the interval in which the a0 lie has

length ≫ 1.) On summing over h and over q ≪ B/2i, we find that there
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are ≪ B22J/(22iHM) values a0 in question. Since f̂j(a0) ≪ 2−αj by

(
E:Defalpha
17.58), we find that the contribution of such a0 is ≪ B2(1−2α)j/(2iH).

We sum over i, and combine our estimates to see that

2j∑
a0=1

|f̂j(a0)|2
M/2J−j∑
r=1

∥ra0/2j∥<1/H

1 ≪ M

B2J−j
+
B2(1−2α)j

H
.

To optimize this bound we take B = M1/2H1/22−J/2+αj , and thus see

that

2j∑
a0=1

|f̂j(a)|2
M/2J−j∑
r=1

∥ra0/2j∥<1/H

1 ≪M1/2H−1/22−J/2+(1−α)j . (17.92) E:MRTypeIIEst15

Hence the quantity (
E:MRTypeIIEst14
17.91) is

≪ K2M1/2H−1/22(1/2−α)J(logM)
∑
j

1≤2J−j≤M

2(α−2β)(J−j).

But α− 2β > 0, so the largest term occurs when 2J−j ≍M , and hence

the above is

≪ K2M1/2+α−2βH−1/22(1/2−α)J logM. (17.93) E:MRTypeIIEst16

On combining this with (
E:MRTypeIIVarEst
17.78), (

E:MRTypeIIest3
17.80), (

E:MRTypeIIEst10
17.87), and (

E:MRTypeIIEst12
17.89), we con-

clude that the left hand side of (
E:MRTypeIIVar
17.77) is

≪K2MH−1 + (KM)2+εH2−J +K22(1−2β)J logM

+K2(2−2β)J logM +K2M1/2+α−2βH−1/22(1/2−α)J logM.

Suppose that 2J ≍ MHA. Then (apart from the ε in the exponent),

the first two terms are ≪ K2M(1/H +1/A). If A and H are allowed to

vary in such a way that AH is held constant, then the third and fourth

terms above are fixed, and the sum of the first two terms is minimized

by taking A = H. Accordingly, we take J so that 2J ≍MH2. Thus the

above is

≪K2+εM1+εH−1 +K2M1−2βH2−4β logM

+KM2−2βH4−4β logM +K2H1/2−2αM1−2β logM.

Here the last term is smaller than the second one, so may be ignored.

If K1−4β/3 ≤ M ≤ K, then we take H = K1/(5−4β)/M (1−2β)/(5−4β).
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Then the first and third terms are roughly equal and the second term is

smaller. In this range, all terms are

≪ K1−1/(5−4β)+εM1+(1−2β)/(5−4β)+ε.

For 2 ≤ M ≤ K1−4β/3, we take H = M2β/(3−4β). Then the first and

second terms are nearly equal, and the third one is smaller. In this range,

all terms are

≪ K2+εM1−2β/(3−4β)+ε.

Thus we have (
E:MRTypeIIVar
17.77), and the proof is complete.

We note that (
E:MRTypeIIEst15
17.92) is worse than the trivial bound

2j∑
a0=1

|f̂j(a)|2
M/2J−j∑
r=1

∥ra0/2j∥<1/H

1 ≪ M2−(J−j)
2j∑

a0=1

|f̂j(a)|2 ≪ M2−(J−j)

when 2α(J−j) > MαH−1/2+2α. Thus we could improve on (
E:MRTypeIIEst16
17.93), but

this would not lead to a stronger conclusion because the bound in (
E:MRTypeIIEst16
17.93)

makes a smaller contribution than the estimate (
E:MRTypeIIEst10
17.87).

S:DigitSums

17.4.1 Exercises

1. For 0 ≤ r ≤ 1, let fr(θ) = log |1− re(θ)|.

(a) Show that if 0 ≤ r < 1, then

fr(θ) = −
∞∑
n=1

rn

n
cos 2πnθ.

(b) Show that if θ /∈ Z, then
∑∞
n=1(cos 2πnθ)/n converges.

(c) By Abel’s theorem (cf §5.2), deduce that

f1(θ) = −
∞∑
n=1

cos 2πnθ

n

when θ /∈ Z.
(d) Show that

f1(θ)− fr(θ) ≪ min
(1− r

∥θ∥
, log

1− r

∥θ∥

)
.

(e) Deduce that ∥f1 − fr∥1 ≪ (1− r) log(2/(1− r)).
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(f) Show that if 0 ≤ r < 1, then

f̂r(n) =


−r|n|

2|n|
(n ̸= 0),

0 (n = 0)

(g) By the inequality |f̂r(n)− f̂1(n)| ≤ ∥fr − f1∥1, deduce that

f̂1(n) =


−1

2n
(n ̸= 0),

0 (n = 0).

(h) Deduce (
E:zeroMV
17.61).

(i) Deduce (
E:MeanSqr
17.62).

2. (a) Show that |1− e(θ)|+ |1 + e(θ)| ≤ 2
√
2 for all θ.

(b) Let SJ(θ) denote the sum in Lemma
L:T_JL1Est1
17.7. Show that SJ(θ) ≤

2
√
2SJ−1(2θ).

3. For 1 ≤ n ≤ N , let Xn denote independent random variables with

P (Xn = ±1) = 1/2. For a generic point ω of our probability space,

let fω(θ) =
∑N
n=1Xne(nθ) denote a random exponential polynomial.

(a) Show that ∫ 1

0

|fω(θ)|2 dθ = N

for all ω.

(b) Show that ∫ 1

0

|fω(θ)|4 dθ =
2N∑
n=2

( ∑
1≤m,k≤N
m+k=n

XmXk

)2
.

(c) Show that the number of pairs (m, k) with 1 ≤ m, k ≤ N and

m+ k = n is max(0, N − |N + 1− n|).
(d) Show that if n is odd, 2 ≤ n ≤ 2N , then

E
[ ∑
1≤m1,k1,m2,k2≤N
m1+k1=m2+k2=n

Xm1
Xk1Xm2

Xk2

]
= 2(N − |N + 1− n|).

(e) Show that if n is even, 2 ≤ n ≤ 2N , then

E
[ ∑
1≤m1,k1,m2,k2≤N
m1+k1=m2+k2=n

Xm1Xk1Xm2Xk2

]
= 2(N − |N + 1− n|)− 1.
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(f) Show that

E
[ ∫ 1

0

|fω(θ)|4 dθ
]
= 2N2 −N.

(g) Deduce that

P
(∫ 1

0

|fω(θ)|4 dθ > 4N2
)
≤ 1

2
.

(h) Show that ∫ 1

0

|f |2 ≤
(∫ 1

0

|f |
)2/3(∫ 1

0

|f |4
)1/3

for all f .

(i) Show that

P
(∫ 1

0

|fω(θ)| dθ ≥
√
N

2

)
≥ 1

2
.

With more work, it can be shown that
∫ 1

0
|fω(θ)|4 dθ is usually near

its expectation, with the result that the probability considered in (i)

above tends rapidly to 1 as N tends to infinity. Also, it is unlikely that

∥fω∥∞ would be much larger than
√
N logN . Hence in Lemma

L:T_JL1Est1
17.7

and (
E:Max|T_J|
17.59) we see that the coefficients (−1)s(n) produce behavior

that would be highly atypical for a random sequence.

4. Suppose that 0 < δ1 ≤ δ2/2, that N ≥ 1/δ2, that 1 ≤ q ≤ 1/(2δ2),

choose a so that (a, q) = 1, put θ = a/q + δ1/(δ2qN), and set I =

[0, 2δ1].

(a) Show that ∥qθ∥ = δ1/(δ2N).

(b) Show that nθ ∈ I (mod 1) for at least δ2N values of n, 1 ≤ n ≤ N .

Exer:MMR 5. (Mauduit, Montgomery & Rivat 2010)

(a) Explain why |TJ(θ)|4 = |TJ−2(θ)|4|T2(2J−2θ)|4.
(b) Explain why |TJ−1(θ)|4 = |TJ−2(θ)|4|T1(2J−2θ)|4.
(c) Write |T2(α)|4 − 2|T1(α)|4 − 16 =

∑6
n=0 cn cos 2πnα. Show that

c0 = c1 = 0.

(d) Explain why
∫ 1

0
|TJ−2(θ)|4e(kθ) dθ = 0 if |k| ≥ 2J−1 − 1.

(e) Put uJ =
∫ 1

0
|TJ(θ)|4 dθ. Show that u0 = 1, u1 = 6, and that

uJ = 2uJ−1 + 16uJ−2

for J ≥ 2.
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(f) Show that

uJ =
17 + 5

√
17

34
(1 +

√
17)J +

17− 5
√
17

34
(1−

√
17)J .

17.5 Notes
S:NotesSumsPrimes

Section 17.1. The description of the various sums as being of Type I

or Type II was introduced in
RCV77b
Vaughan (1977b). The identity (

E:VI
17.6) con-

necting S with S1, S2, S3 and S4 was first displayed in
RCV77a
Vaughan (1977a).

The proof there was elementary, and the identity was discovered during

an investigation of the properties of∑
m|n
m≤U

µ(m).

Methods based on the identity (
E:DecomposeLogDeriv
17.4) had already been used in

RCV75
Vaughan

(1975) which had been noticed as an improvement of Gallagher’s identity

−ζ
′

ζ
= −2ζ ′G+ ζ ′ζG2 − ζ ′ζ

(
1

ζ
−G

)2
.

This would be considered now a special case of Heath-Brown’s iden-

tity
DRHB82
Heath-Brown (1982), which is discussed in Exercise 17.1.1.

Exer:HBid
6. Mont-

gomery then pointed out that (
E:DecomposeLogDeriv
17.4) and (

E:VI
17.6) are simply different

manifestations of the same underlying relationship.

The introduction of the relatively simple identity (
E:VI
17.6) lead to a

revived interest in a number of cognate problems that had otherwise

been considered inaccessible. From among the many examples, we note

the work of
HP79
Heath-Brown & Patterson (1979) on the distribution of the

arguments of Kummer sums (see also
DRHB82
Heath-Brown (1982)), and also

the work
GT12
Green & Tao (2012) on the nature of the Möbius function.

Section 17.2. On the hypothesis of Theorem
T:S(alpha)Est
17.1,

IMV37b
Vinogradov (1937b)

showed by a method based on the sieve of Eratosthenese that

S(α) ≪
(
Nq−1/2 +N exp(− 1

2

√
logN) +N

1
2 q

1
2

)
(logN)

9
2 ,

see also
IMV54
Vinogradov (1954), Chapter 9, Theorem 1. Vinogradov later

made a number of improvements to this, and applied the technique

to other situations. The ultimate result is Theorem 3 in Chapter 9 of
IMV54
Vinogradov (1954). For a general account of his work see the Royal So-

ciety obituary at
CV85
Cassels, Vaughan (1985).
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In response to a question of N. J. Fine,
ASB61
Besicovitch (1961) showed that

there exist continuous 1-periodic real-valued non-constant even functions

f such that
∑q
a=1 f(a/q) = 0 for all positive integers q. The construction

of
BC63
Bateman & Chowla (1963), found in Exercise 17.2.1.

Exer:BC
6, is simpler. The

graph in Figure 17.1 is based on a rigorous computation of Re g(x) at

10,023 points together with linear interpolation.

Section 17.3. Concerning n2 + 1, the quantitative conjecture with the

constant C in (
E:n^2+1
17.42) is Conjecture E in §5.42 of

H&L22
Hardy & Littlewood

(1922).

Instead of breaking the interval (K, 4K] into subintervals Kr, we can

restrict attention to terms near the diagonal by applying van der Corput

differencing (Lemma
L:vdCorputDiff
16.8), as we do in the proof of Theorem

T:MR
17.9.

Theorem 17.2 is in
P-S53
Piaetski-Shapiro (1953). The connection with ex-

ponential sums and the van der Corput method has led to many refine-

ments over the years. The best result currently is that the 12
11 has been

replaced by 243
205 by

RW01
Rivat & Wu (2001).

Section 17.4. For an integer q > 1 and a positive integer n, let sq(n)

denote the sum of the digits in the base q expansion of n.
Gel67
Gel’fond

(1967/1968) posed the problem of determining the distribution of sq(p)

modulo m for arbitrary q and m greater than 2. This was settled by
MauRiv10
Mauduit & Rivat (2010), who showed that there is a θq,m < 1 such that

for all integers a,

card{p ≤ x : sq(p) ≡ a (mod m)} =
d

m
π(x; d, a) +O

(
xθq,m

)
where d = (m, q − 1). Our discussion of the special case q = m = 2

follows an unpublished exposition of Green, and does not require some

of the ideas needed to treat the general case. See also
DMR20
Drmota, Mauduit,

Rivat (2020).

The result of Exercise
Exer:MMR
5(e) is a special case of the following result of

MMR18
Mauduit, Montgomery & Rivat (2018): If k is a fixed positive integer,

and

IJ =

∫ 1

0

|TJ(α)|2k dα,

then the integrals IJ satisfy a linear recurrence of order k.
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18

Additive Prime Number Theory

C:AddPNT

We now address additive questions involving prime numbers, particu-

larly the problem of expressing an integer as a sum of k primes

n = p1 + p2 + · · ·+ pk. (18.1) E:Sumkprimes

The cases k = 2 and k = 3 of this were first enunciated by Goldbach

in letters to Euler in 1742. We employ the ‘circle method’ of Hardy–

Littlewood, as later modified and improved by Vinogradov. For sums

of three primes our method is successful. For sums of two primes our

method fails, but we can nevertheless show that almost all even numbers

can be expressed as a sum of two primes.

Let rk(n) denote the number of solutions of (
E:Sumkprimes
18.1) in prime num-

bers pi, and let rk(n,X) denote the corresponding number with no pi
exceeding X. Thus rk(n) = rk(n,X) for n ≤ X, and the identity∑

n

rk(n,X)e(nα) =
( ∑
p≤X

e(pα)
)k

is an immediate consequence of writing the product on the right as a

k-fold sum over p1, . . . , pk, and then combining those terms for which

p1 + · · ·+ pk = n. Thus the generating function

S(α) =
∑
p≤X

e(pα) (18.2) E:DefS(alpha)1

readily lends itself to the study of additive problems, and it is from its

properties that we derive estimates for rk(n).

Since ∫ 1

0

e(mα) dα =

{
1 when m = 0,

0 otherwise,

113
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the functions e(mα) are orthonormal on the circle group T = R/Z. Thus

rk(n,X) =

∫ 1

0

S(α)ke(−nα) dα, (18.3) E:r_kInt

which is merely the formula for the nth Fourier coefficient of Sk.

The size of S(α) at an arbitrary point α depends on the extent to which

α can be approximated by a rational number a/q with q relatively small.

The primes are uniformly distributed among the reduced residue classes

modulo q, but the reduced residue classes are not equally distributed,

so we expect that the numbers S(a/q) are sometimes large. Indeed,

S(a/q) =

q∑
h=1

e(ha/q)π(X; q, h),

which is approximately

1

φ(q)
li(X)

q∑
h=1

(h,q)=1

e(ha/q)

if q ≤ (logX)A. The inner sum above is Ramanujan’s sum cq(a), and

by Theorem 4.1 we know that cq(a) = µ(q) when (a, q) = 1. Thus the

above is

=
µ(q)

φ(q)
li(X)

if (a, q) = 1. By partial summation we find that S(α) has a peak of

width comparable to 1/X at a/q when q is squarefree. The principle

of the Hardy–Littlewood circle method is to obtain an asymptotic for-

mula for rk(n) by estimating the contributions to the integral (
E:r_kInt
18.3)

from those peaks when q is relatively small, and then to show that the

remaining portions of T contribute in toto an amount of a smaller order

of magnitude.

18.1 Sums of three primes
S:sum3primes

We now execute the approach outlined above in the case k = 3.

T:Vin3primes Theorem 18.1 (Vinogradov 1937) Let

S3(n) =

(∏
p|n

(
1− 1

(p− 1)2

))∏
p∤n

(
1 +

1

(p− 1)3

)
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and

ls3(n) =
∑

m1+m2+m3=n
mi>1

3∏
i=1

1

logmi
.

Then for any fixed positive number A,

r3(n) = S3(n) ls3(n) +O
(
n2(log n)−A

)
,

and

ls3(n) =
1

2
n2(log n)−3

(
1 +O(1/ log n)

)
.

The quantity S3 is written above in the form of an Euler product,

but we first encounter it below in expanded form, as an infinite series.

In the parlance of Hardy–Littlewood, this is a singular series. Hence the

use of the fraktur letter S to denote it.

It is readily seen that S3(n) = 0 for even n and that S3(n) ≍ 1 for

odd n. Consequently, all sufficiently large odd numbers can be expressed

as a sum of three primes.

We begin with two lemmas. In the first of these, we find that S(α)

is relatively small when α is not near a rational number with small

denominator. The second relates to a sum that is useful in describing

the peaks of S(α).

L:Sminorarc Lemma 18.2 Suppose that |α− a/q| ≤ 1/q2, that (a, q) = 1, and that

S(α) is defined as in (
E:DefS(alpha)1
18.2). Then

S(α) ≪
(
Xq−1/2 +X4/5 +X1/2q1/2

)
(logX)3/2.

Proof Let T (u) =
∑
p≤u(log p)e(pα). By Theorem

T:S(alpha)Est
17.1 we see that

T (u) ≪
(
uq−1/2 + u4/5 + u1/2q1/2

)
(log u)5/2. (18.4) E:T(u)Est

Then

S(α) =

∫ X

2−
(log u)−1 dT (u) =

T (X)

logX
+

∫ X

2

T (u)

u(log u)2
du,

so the stated bound follows from (
E:T(u)Est
18.4).

L:MTEst Lemma 18.3 Let U(β) =
∑

1<m≤X e(mβ)/ logm. Then

U(β) ≪ Y/ log Y

where Y = min
(
X, ∥β∥−1

)
.
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Proof When ∥β∥ ≤ 1/X, we argue that |U(β)| ≤ U(0) ≪ X/ logX.

When ∥β∥ > 1/X, we again bound the contribution of m ≤ Y trivially.

For the range Y < m ≤ X we appeal to (
E:GeoSumEst
16.4), and integrate by parts.

Proof of Theorem
T:Vin3primes
18.1 Let P = (logX)B and Q = X/P where B is to

be selected later as a function of A. We now dissect T into appropriate

arcs. For q ≤ P and (a, q) = 1, let M(q, a), called a major arc, denote

the interval consisting of those α for which |α−a/q| ≤ 1/Q. Further, let

M denote the union of these M(q, a). If M(q, a) and M(q′, a′) are two

major arcs with a/q ̸= a′/q′, then∣∣∣a
q
− a′

q′

∣∣∣ ≥ 1

qq′
≥ 1

P 2
>

2

Q
,

so M(q, a) and M(q′, a′) are disjoint. We define m, the minor arcs, to be

m = T \M.

From (
E:r_kInt
18.3) we see that

r3(n,X) =

∫
m

S(α)3e(−nα) dα+
∑
q≤P

q∑
a=1

(a,q)=1

∫
M(q,a)

S(α)3e(−nα) dα.

We first estimate the integral over m. By Dirichlet’s theorem, for any

real number α and any Q ≥ 1 there exist q and a with q ≤ Q, (a, q) = 1,

and |α−a/q| ≤ 1/(qQ). If q ≤ P , then α ∈ M(q, a). Thus if α ∈ m, then

P < q ≤ Q, and hence

S(α) ≪ X(logX)3/2−B/2

by Lemma
L:Sminorarc
18.2. By Parseval’s identity and Chebyshev’s estimate we

have ∫ 1

0

|S(α)|2 dα = π(X) ≪ X/ logX.

Therefore∫
m

|S(α)|3 dα ≤
(
max
m

|S(α)|
) ∫ 1

0

|S(α)|2 dα≪ X2(logX)1/2−B/2.

Thus ∫
m

S(α)3e(−nα) dα≪ X2(logX)−A (18.5) E:MinArcEst1

provided that

B ≥ 2A+ 1. (18.6) E:Bgefcn(A)
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When α ∈ M(q, a), we can approximate S(α) via the Siegel–Walfisz

theorem. Let

S(a/q, x) =
∑
p≤x

e(pa/q).

The number of primes p with (p, q) > 1 is ≪ log q. Thus

S(a/q, x) =

q∑
h=1

(h,q)=1

π(x; q, h)e(ha/q) +O(log q).

Let the logarithmic sum be

ls(x) =
∑

1<m≤x

(logm)−1 = li(x) +O(1).

By the Siegel–Walfisz theorem (Corollary 11.21),

π(x; q, h) =
ls(x)

φ(q)
+O

(
X exp(−c

√
logX)

)
uniformly for q ≤ P and x ≤ X. Hence

S(a/q, x) =
µ(q)

φ(q)
ls(x) +O

(
X exp(−c

√
logX)

)
. (18.7) E:MajArcEst

Let R(x) = S(a/q, x)− ls(x)µ(q)/φ(q), and set β = α− a/q. Then

S(α) =

∫ X

1

e(βx) dS(a/q, x) =
µ(q)

φ(q)

∫ X

1

e(βx) d ls(x)+

∫ X

1

e(βx) dR(x).

Here the first integral on the right is U(β), in the notation of Lemma
L:MTEst
18.3. We estimate the final integral by integrating by parts and applying

(
E:MajArcEst
18.7). Thus we find that

S(α) =
µ(q)

φ(q)
U(β) +O

(
(1 + |β|X)X exp(−c

√
logX)

)
.

For α ∈ M(q, a) we have |β| ≤ 1/Q, and for arbitrary complex numbers

u and v we have |u3 − v3| ≤ 3|u− v|max
(
|u|2, |v|2

)
. Therefore

S(α)3 =
µ(q)

φ(q)3
U(β)3 +O

(
X3 exp(−c

√
logX)

)
.

Thus ∫
M

S(α)3e(−nα) dα = I(n)
∑
q≤P

J(q)

+O
(
|M|X3 exp(−c

√
logX)

) (18.8) E:MajArcCont
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where

I(n) =

∫ 1/Q

−1/Q

U(β)3e(−nβ) dβ

and

J(q) =
µ(q)

φ(q)3

q∑
a=1

(a,q)=1

e(−na/q).

Here I(n) is what Hardy & Littlewood would have called the singular

integral, and
∑
J(q) will turn out to be the singular series.

The measure of M is ≤ 2P 2/Q≪ X−1(logX)3B . Moreover,∑
q>P

J(q) ≪
∑
q>P

φ(q)−2 ≪ P−1 = (logX)−B and

∞∑
q=1

J(q) ≪ 1.

By Lemma
L:MTEst
18.3,∫ 1−1/Q

1/Q

|U(β)|3 dβ ≪ Q2(logQ)−3 ≪ X2(logX)−2B−3

and ∫ 1

0

|U(β)|3 dβ ≪ X2(logX)−3.

Thus if (
E:Bgefcn(A)
18.6) holds, then from (

E:MajArcCont
18.8) we deduce that∫

M

S(α)3e(−nα) dα =

∫ 1

0

U(β)3e(−nβ) dβ
∞∑
q=1

J(q) +O
( X2

(logX)A

)
.

Clearly ∫ 1

0

U(β)3e(−nβ) dβ = ls3(n,X)

where

ls3(n,X) =
∑

m1+m2+m3=n
1<mi≤X

3∏
i=1

1

logmi
.

Moreover, the sum in the definition of J(q) is Ramanujan’s sum cq(−n),
which is a multiplicative function of q (as we recall from Theorem 4.1).

Since cp(−n) = p− 1 if p|n and cp(−n) = −1 otherwise, it follows that

∞∑
q=1

J(q) = S3(n).
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We take B = 2A+ 4 so that (
E:Bgefcn(A)
18.6) is satisfied, and conclude that∫

M

S(α)3e(−nα) dα = S3(n) ls3(n,X) +O
(
X2(logX)−A

)
. (18.9) E:MajArcCont2

This and (
E:MinArcEst1
18.5) with X = n give the first part of the theorem.

To establish the asymptotic formula for ls3, we first observe that

ls3(n) =
∑

2≤m1≤n−4

1

logm1

∑
2≤m2≤n−m1−2

1

(logm2) log(n−m1 −m2)

=
∑

2≤m1≤n−4

1

logm1

(∫ n−m1−2

2

dx

(log x) log(n−m1 − x)

+O
( 1

log n

))
=

∫ n−4

2

∫ n−y−2

2

dx dy

(log x)(log y) log(n− x− y)

+O
( n

(log n)2

)
.

(18.10) E:ls3Est1

To estimate this integral, we first observe that if j and k are fixed in-

tegers, then∫ X/2

2

dx

(log x)j(log(X − x))k
=

X

2(logX)j+k

+O
( X

(logX)j+k+1

)
.

(18.11) E:lijkEst1

The point is that (log(X−x))k = (logX)k(1+O(1/ logX)) for 2 ≤ x ≤
X/2, and then the remaining integral can be estimated by integrating

by parts. Similarly,∫ X/2

2

x dx

(log x)j(log(X − x))k
=

X2

8(logX)j+k

+O
( X2

(logX)j+k+1

)
.

(18.12) E:lijkEst2

From (
E:lijkEst1
18.11) we see that∫ X−2

2

dx

(log x) log(X − x)
= 2

∫ X/2

2

dx

(log x) log(X − x)

=
X

(logX)2
+O

( X

(logX)3

)
.
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We take X = n− y, and insert this in (
E:ls3Est1
18.10) to see that

ls3(n) =

∫ n−4

2

n− y

(log y)(log(n− y))2
dy +O

( n2

(log n)4

)
.

To estimate the contribution of the interval 2 ≤ y ≤ n/2 we use both

(
E:lijkEst1
18.11) and (

E:lijkEst2
18.12) with j = 1 and k = 2. To treat the interval n/2 ≤

y ≤ n− 4 we replace y by n− y and use (
E:lijkEst2
18.12) with j = 2 and k = 1.

On assembling the various estimates we obtain the stated result.

S:sum3primes

18.1.1 Exercises

1. Let rk(n) denote the number of representations of n as a sum of k

primes.

(a) Show that rk(n) =
∑
p<n rk−1(n− p).

(b) Let

Sk(n) =
∏
p|n

(
1 +

(−1)k

(p− 1)k−1

)∏
p∤n

(
1− (−1)k

(p− 1)k

)
(18.13) E:S_k(h=n)prod

and

lsk(n) =
∑

m1,m2,...,mk∑
mi=n
mi>1

k∏
i=1

1

logmi
. (18.14) E:Defls_k(n)

For each fixed k ≥ 3 and each fixed A > 0, show that

rk(n) = Sk(n) lsk(n) +O
(
nk−1(log n)−A

)
.

(Do this by induction on k with the already completed case k = 3

as the basis of the induction. Do not use the circle method.)

2. Show that∫ X−2

2

dx

(log x) log(X − x)
=

X

(logX)2
+

2X

(logX)3
+O

( X

(logX)4

)
.

3. (a) Use (
E:GeoSumEst
16.4) to show that

∑
n≤X cq(n) ≪ q log q for q > 1.

(b) Show that
∑
n≤X S3(n) = X +O(1).

4. (
CH98
Hooley 1998)

(a) Suppose that A is a fixed positive number and x is sufficiently

large. Suppose further that a1, a2, a3 are non-zero integers, not
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all of the same sign which satisfy |aj | ≤ (log x)A. Shew that the

number Υ(x;a) of solutions of

a1p1 + a2p2 + a3p3 = 0

with pj ≤ x satisfies

Υ(x;a) ∼ S(a)Ξ(x;a)

where

S(a) =

∞∑
q=1

q∑
a=1

(a,q)=1

cq(a1a)cq(a2a)cq(a3a)

φ(q)3

and

Ξ(x;a) =
∑

m1,m2,m3≤x
a1m1+a2m2+a2m3=0

1

(logm1)(logm2)(logm3)
.

(b) Let T (x) denote the number of triples p1 < p2 < p3 ≤ x of primes

in arithmetic progression. Prove that

T (x) ∼ Cx2

(log x)3

where

C =
∏
p>2

(
p(p− 2)

(p− 1)2

)
.

18.2 Sums of two primes on average
S:Sum2primes

Our minor arc treatment fails when we consider r2(n), but the major

arc contributions suggest the conjecture that

r2(n) ∼ S2(n) ls2(n)

as n tends to infinity through even values. Here S2(n) and ls2(n) are

defined as in (
E:S_k(h=n)prod
18.13) and (

E:Defls_k(n)
18.14). Although we are unable to prove the

conjecture, we can prove that r2(n) is near S2(n) ls2(n) for most n. In

order to display the flexibility of the circle method, we switch now to the

von Mangoldt function Λ(n) rather than count primes with weight 1.

T:MeanSqrGoldbach Theorem 18.4 Let

ψ2(n) =
∑
m<n

Λ(m)Λ(n−m).
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Then for any fixed A > 0,∑
n≤X

(
ψ2(n)−S2(n)n

)2 ≪ X3(logX)−A.

Co:Goldbachalmostall Corollary 18.5 Let E(X) denote the number of even natural num-

bers n ≤ X such that n is not the sum of two primes. Then E(X) ≪
X/(logX)A for any fixed A > 0.

Proof If n is even but not the sum of two primes, then ψ2(n) ≪
n1/2 log n. Let E1(X) denote the number of even n, X/2 < n ≤ X

such that ψ2(n) < S2(n)n/2. We observe that S2(n) ≫ 1 uniformly for

even n. Thus if n is counted by E1(X), then |ψ2(n)−S2(n)n| ≫ n≫ X.

By Theorem
T:MeanSqrGoldbach
18.4 it follows that E1(X) ≪ X/(logX)A. But E(X) ≪

1 +
∑
r E1(X/2

r), so we have the stated result.

From (
E:S_k(h=n)prod
18.13) we see that

S2(n) =
∏
p

(
1 +

cp(n)

(p− 1)2

)
.

This product is absolutely convergent, since cp(n) = −1 for all but

finitely many primes (namely the primes dividing n). Hence we may

expand the product, and find that

S2(n) =

∞∑
q=1

µ(q)2

φ(q)2
cq(n). (18.15) E:S2(n)Form

It is useful to be able to work with a truncation of this series. Thus, in

preparation for the proof of Theorem
T:MeanSqrGoldbach
18.4, we establish

L:S_2trunc Lemma 18.6 Let

S2(n, P ) =
∑
q≤P

µ(q)2

φ(q)2
cq(n).

Then ∑
n≤X

(
S2(n)−S2(n, P )

)2 ≪ P−2X(logX)3

for X ≥ 2.

Proof By (4.7) we see that

S2(n)−S2(n, P ) =
∑
q>Q

µ(q)2

φ(q)2
cq(n) ≪

∑
q>P

1

φ(q)2

∑
d|(q,n)

d
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We write q = dr and note that φ(q) ≥ φ(d)φ(r). Thus the above is

≪
∑
d|n

d

φ(d)2

∑
r>P/d

1

φ(r)2
≪ P−1

∑
d|n

d2

φ(d)2
.

Put

f(n) =
(∑
d|n

d2

φ(d)2

)2
.

Then ∑
n≤X

(
S2(n)−S2(n, P )

)2 ≪ P−2
∑
n≤X

f(n),

so to complete the proof it suffices to show that∑
n≤X

f(n) ≪ X(logX)3. (18.16) E:MVfEst

But this follows from Corollary 2.15, since f is a nonnegative multiplic-

ative function, f(p) =
(
1+(p/(p−1))2

)2
= 4+O(1/p), and f(pk) ≪ k2,

so that
∑
p≤x f(p) log p≪ x,

∏
p≤X

(
1 +

f(p)

p
+
f(p2)

p2
+ · · ·

)
≪ (logX)4,

and ∑
pk

k≥2

f
(
pk
)
k log p

pk
<∞.

An alternative derivation of the estimate (
E:MVfEst
18.16) that avoids the ap-

peal to Corollary 2.15 is outlined in Exercise
Exer:21.2.1.4
4 below.

Proof of Theorem
T:MeanSqrGoldbach
18.4 The appropriate generating function is now

S(α) =
∑
n≤X

Λ(n)e(nα).

Thus we define ψ2(n,X) by writing

S(α)2 =
∑
n

ψ2(n,X)e(nα),
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and we observe that ψ2(n,X) = ψ2(n) for n ≤ X. In place of the

auxiliary function U considered in §
S:sum3primes
18.1, the appropriate function is

V (β) =
∑

0≤n≤X

e(nβ). (18.17) E:DefV(beta)

Let w(n,X) denote the Fourier coefficients of V (β)2, so that

V (β)2 =
∑
n

w(n,X)e(nβ).

Thus w(n,X) = n + 1 for n ≤ X. We retain without modification the

definitions of P , Q, and the major and minor arcs given in the proof

of Theorem
T:Vin3primes
18.1, although the dependence of B on A may be different.

The main idea is to apply Parseval’s identity, but before we do so we

truncate S2. By Lemma
L:S_2trunc
18.6 we see that∑

n≤X

(n+ 1)2
(
S2(n)−S2(n, P )

)2 ≪ X3(logX)3−2B .

Since also
∑
n≤X S2(n)

2 ≪ X, it suffices to show that∑
0≤n≤X

(
ψ2(n)−S2(n, P )(n+ 1)

)2 ≪ X3(logX)−A (18.18) E:MainEst1

if B is sufficiently large in terms of A. At this point, we require only

that

B ≥ (A+ 3)/2. (18.19) E:BfcnA1

By Parseval’s identity,

∞∑
n=0

(
ψ2(n,X)−S2(n, P )w(n,X)

)2
=

∫ 1

0

∣∣S(α)2 − T (α)
∣∣2 dα (18.20) E:MainEst2

where

T (α) =

∞∑
n=0

S2(n, P )w(n,X)e(nα) =
∑
q≤P

µ(q)2

φ(q)2

q∑
a=1

(a,q)=1

V (α− a/q)2.

We first dispose of the minor arcs. By Cauchy’s inequality,

|T (α)|2 ≪
(∑
q≤P

1

φ(q)

)(∑
q≤P

1

φ(q)2

q∑
a=1

(a,q)=1

|V (a/q)|4
)

≪ (logP )
∑
q≤P

1

φ(q)2

q∑
a=1

(a,q)=1

∥α− a/q∥−4.
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For q ≤ P and (a, q) = 1,∫
m

∥α− a/q∥−4 dα≪
∫ ∞

1/Q

β−4 dβ ≪ Q3.

Hence ∫
m

|T (α)|2 dα≪ Q3(logP )2 ≪ X3(logX)2−3B .

From Theorem
T:S(alpha)Est
17.1, as in the proof of Theorem

T:Vin3primes
18.1, we find that

max
m

|S(α)| ≪ X(logX)5/2−B/2.

Thus∫
m

|S(α)|4 dα ≤
(
max
m

|S(α)|2
) ∫ 1

0

|S(α)|2 dα≪ X3(logX)6−B .

On combining these estimates we conclude that∫
m

|S(α)2 − T (α)|2 dα≪ X3(logX)6−B . (18.21) E:GoldbachMinorArcEst

For α ∈ M(q, a), let β = α− a/q. Then

T (α) =
µ(q)2

φ(q)2
V (β)2 +O

(∑
r≤P

µ(r)2

φ(r)2

r∑
b=1

(b,r)=1
b/r ̸=a/qmod1

∥α− b/r∥−2

)

by (
E:GeoSumEst
16.4). For the b as in this last sum we have ∥a/q − b/r∥ ≥ 1/(qr).

Hence
r∑
b=1

(b,r)=1
b/r ̸=a/qmod 1

∥α− b/r∥−2 ≪ (qr)2 +

r∑
m=1

(r/m)2 ≪ (qr)2,

so that

T (α) =
µ(q)2

φ(q)2
V (q)2 +O

(
(logX)3B

)
for α ∈ M(q, a). For such α, as in the proof of Theorem

T:Vin3primes
18.1, we have

S(α) =
µ(q)

φ(q)
V (β) +O

(
X exp

(
− c
√

logX
))
, (18.22) E:MajorArcEst

whence

S(α)2 =
µ(q)2

φ(q)2
V (β)2 +O

(
X2 exp

(
− c
√

logX
))
.



126 Additive Prime Number Theory

By comparing our estimates for S(α)2 and T (α) we find that∫
M

|S(α)2 − T (α)|2 dα ≪ |M|X4 exp
(
− c
√

logX
)

≪ X3(logX)−A.

On combining this and (
E:GoldbachMinorArcEst
18.21) in (

E:MainEst2
18.20), we deduce that

∞∑
n=0

(
ψ2(n,X)−S2(n, P )w(n,X)

)2 ≪ X3(logX)−A

if B ≥ A + 6. Assuming that A ≥ 0, we may take B = A + 6, for then

(
E:BfcnA1
18.19) is satisfied. Thus we have (

E:MainEst1
18.18), and the proof is complete.

S:Sum2primes

18.2.1 Exercises

1.
AFL60
(Lavrik, 1960) For positive integers k, let

T (X, k) =
∑

k<n≤X

Λ(n)Λ(n− k).

Show that∑
k≤X

(
T (X, k)−S2(k)(X − k)

)2 ≪ X3(logX)−A

for any fixed A.

2. Show that there exist infinitely many pairs a, b such that a, a+b, and

a+ 2b are all prime. Do this in two ways:

(a) As a consequence of theorems already proved.

(b) By using the circle method to derive an asymptotic formula for

the number of solutions of the equation 2p = p1 + p2.

3. Let S(α) =
∑
n≤X Λ(n)e(nα).

(a) Show that

q∑
a=1

(a,q)=1

S(a/q + β) = µ(q)S(β) +O
(
q(log qX)2

)
.

(b) Let M(q, a) = [a/q − 1/X, a/q + 1/X]. Show that

q∑
a=1

(a,q)=1

∫
M(q,a)

|S(α)| dα≫ 1

provided that q is squarefree and q ≤ X/(logX)3.
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(c) Show that ∫ 1

0

|S(α)| dα≫ X1/2.

Exer:21.2.1.4 4. Let f(n) be defined as in the proof of Lemma
L:S_2trunc
18.6.

(a) Explain why ∑
n≤X

f(n) ≪
∑
c≤X
d≤X

c2d2

φ(c)2φ(d)2
X

[c, d]
.

(b) Explain why the above is

= X
∑
c≤X
d≤X

cd

φ(c)2φ(d)2

∑
r|c
r|d

φ(r) = X
∑
r≤X

φ(r)
( ∑
d≤X
r|d

d

φ(d)2

)2
.

(c) Write d = rm and note that φ(d) ≥ φ(r)φ(m). Thus show that

the above is

≤ X
∑
r≤X

r2

φ(r)3

( ∑
m≤X/r

m

φ(m)2

)2
.

(d) Deduce (
E:MVfEst
18.16).

Exer:S2(n)Av 5. Let f be the multiplicative function for which f(2) = 0, f(p) =

1/(p− 2) for p > 2, f(pr) = 0 for r > 1, and put

C = 2
∏
p>2

(
1− 1

(p− 1)2

)
.

Then

C
∑
d|n

f(d) = 2
∏
p|n
p>2

(
1 +

1

p− 1

)∏
p∤n
p>2

(
1− 1

(p− 1)2

)
. (18.23) E:sumf(d)=EP

This is S2(n) if n is even.

(a) Show that ∑
n≤X

S2(n) = C
∑

m≤X/2

∑
d|2m

f(d).

(b) Deduce that∑
n≤X

S2(n) =
1

2
CX

∑
d≤X/2

f(d)/d+O
( ∑
d≤X/2

f(d)
)
.
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(c) Show that
∞∑
d=1

f(d)

d
=

2

C
.

(d) Conclude that ∑
n≤X

S2(n) = X +O(logX).

6. Recall that in Corollary 3.14 we established that if x ≥ 4, then

the number of n ≤ x for which n and n + r are both prime is

≪ S2(r)x/(log x)
2 uniformly for even nonzero integers r. Deduce

that ∑
n≤x

( n+h∑
m=n+1

Λ(n+m)
)2

≪ hx log x+ h2x.

18.3 Conditional estimates
S:CondEst

The theorems that we have established thus far can be greatly sharpened

if we assume the Generalized Riemann Hypothesis (GRH).

T:MeanSqrGoldbachGRH Theorem 18.7 Assume GRH. Then∑
1≤n≤X

(
ψ2(n)−S2(n)n

)2 ≪ X5/2(logX)5.

Before proving the above, we first note two corollaries, and establish

three lemmas.

In the same way that we derived Corollary
Co:Goldbachalmostall
18.5 from Theorem

T:MeanSqrGoldbach
18.4,

we have immediately

Co:GoldbachFailGRH Corollary 18.8 Assume GRH. Let E(X) denote the number of even

integers n ≤ X such that n is not the sum of two primes. Then E(X) ≪
X1/2(logX)5.

In the same direction, we also have

Co:sum3primesGRH Corollary 18.9 Assume GRH. Let

ψ3(n) =
∑

m1+m2+m3=n

Λ(m1)Λ(m2)Λ(m3).

Then

ψ3(n) =
1

2
S3(n)n

2 +O
(
n7/4(log n)3

)
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where S3(n) is defined as in Theorem
T:Vin3primes
18.1.

Proof For even n this is trivial. Hence we may assume that n is odd.

We note that

ψ3(n) =
∑
m<n

Λ(m)S2(n−m)(n−m) +
∑
m<n

Λ(m)∆(n−m) (18.24) E:psi3=sumpsi2

where

∆(k) = ψ2(k)−S2(k)k.

By Cauchy’s inequality and Theorem
T:MeanSqrGoldbachGRH
18.7, the second sum in (

E:psi3=sumpsi2
18.24) is

≪
( ∑
m≤n

Λ(m)2
)1/2(

n5/2(log n)5
)1/2 ≪ n7/4(log n)3.

Let C and f(n) be defined as in Exercise
S:Sum2primes
18.2.1.

Exer:S2(n)Av
5. To estimate the first

sum in (
E:psi3=sumpsi2
18.24) we use the formula (

E:sumf(d)=EP
18.23), so that for odd n,∑

m<n

Λ(m)S2(n−m)(n−m) = C
∑
d<n

f(d)
∑
m<n

d|(n−m)

Λ(m)(n−m)

+O
(
n(log n)2

)
.

Here the error term accounts for the contributions of those m that are

powers of 2. If n is odd and m is a power of 2, then S2(n−m) = 0, but

the formula (
E:sumf(d)=EP
18.23) returns a value that is ≪ log n. If there is a prime p

such that p|n and p|d, then m must be a power of p. Thus the above is

= C
∑
d<n

(d,n)=1

f(d)

∫ n

1

ψ(x; d, n) dx+O
(
n(log n)2

∑
d<n

f(d)
)
.

On GRH, if χ is a character (mod q), then∫ X

1

ψ(x, χ) dx =
−1

2πi

∫ 2+i∞

2−i∞

L′

L
(s, χ)

Xs+1

s(s+ 1)
ds

= E0(χ)X
2/2−

∑
ρ

Xρ+1

ρ(ρ+ 1)

− 1

2πi

∫ 1/4+i∞

1/4−i∞

L′

L
(s, χ)

Xs+1

s(s+ 1)
ds.

By Theorem 10.17, the sum over ρ is ≪ X3/2 log 2q. On GRH, the
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formula of Lemma 11.1 is valid when Re s = 1/4, so the integral on the

right above is ≪ X5/4 log 2q. Thus if (d, n) = 1, then∫ n

1

ψ(x; d, n) dx =
n2

2φ(d)
+O

(
n3/2 log 2d

)
.

Therefore∑
m<n

Λ(m)S2(n−m)(n−m) =
1

2
Cn2

∑
d<n

(d,n)=1

f(d)

φ(d)

+O
(
n3/2(log n)

∑
d<n

f(d)
)
.

From the estimates∑
d<n

f(d) ≪ log n,
∑
d>n

f(d)

φ(d)
≪ n−1

we obtain the stated result, upon observing that

C

∞∑
d=1

(d,n)=1

f(d)

φ(d)
= S3(n).

We prove Theorem
T:MeanSqrGoldbachGRH
18.7 by modifying our proof of Theorem

T:MeanSqrGoldbach
18.4. Co-

rollary
Co:sum3primesGRH
18.9 could similarly be derived by modifying our proof of The-

orem
T:Vin3primes
18.1. Correspondingly, we could argue as above to derive The-

orem
T:Vin3primes
18.1 from Theorem

T:MeanSqrGoldbach
18.4, with the understanding that it would be

necessary to derive a variant of Theorem
T:MeanSqrGoldbach
18.4 that counts primes with

weight 1, rather than integers with weight Λ(n). To prepare for the proof

of Theorem
T:MeanSqrGoldbachGRH
18.7, we first establish several useful estimates.

L:psiXchibetaGRH Lemma 18.10 Assume GRH. Let

ψ(X,χ, β) =
∑
n≤X

Λ(n)χ(n)e(nβ),

and set ψ′(X,χ, β) = ψ(X,χ, β)− E0(χ)V (β) where V (β) is defined in

(
E:DefV(beta)
18.17). Then for |β| ≤ 1,

ψ′(X,χ, β) = −
∑

|γ|≤X2

I(β, γ) +O
(
(log qX)2

)
where the numbers 1/2 + iγ are the nontrivial zeros of L(s, χ), and

I(β, γ) =

∫ X

2

e(βx)x−1/2+iγ dx.
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Proof By the explicit formula (12.14) with T = X2 we see that

ψ′(X,χ, β) =

∫ X

2−
e(βx) dψ′(x, χ)

= −
∑

|γ|≤X2

I(β, γ)

+

∫ X

2−
e(βx) dE1(x, χ) +

∫ X

2−
e(βx) dE2(x,X

2, χ).

By (12.15) we see that the integral with respect to E1 is ≪ (log qX)2.

The integral with respect to E2 is

=
[
e(βx)E(x,X2, χ)

∣∣∣X
2−

− 2πiβ

∫ X

2

e(βx)E2(x,X
2, χ) dx≪ (log qX)2

by (12.16) and (12.17). Thus we have the stated result.

L:I(beta,gamma)Est Lemma 18.11 For real numbers β and γ, let I(β, γ) be defined as in

the preceding lemma. If |γ| ≤ 1, then I(β, γ) ≪ X1/2. If 1 ≤ |γ| ≤
10|β|X, then I(β, γ) ≪ |β|−1/2. If |γ| ≥ 1 and |γ| ≥ 10|β|X, then

I(β, γ) ≪ X1/2/|γ|.

Proof The first estimate is trivial, since by the triangle inequality,

|I(β, γ)| ≤
∫X
2
x−1/2 dx. If |γ| ≥ 10|β|U , then by Theorem

T:ExpIntEst1
16.1 with

r(x) = x−1/2 and θ(x) = 2πβx+ γ log x we find that∫ U

U/2

e(βx)x−1/2+iγ dx≪ U1/2

|γ|
. (18.25) E:IntEst7

If |γ| ≥ 10|β|X, then we apply the above with U = X2−r, and sum,

to obtain the third estimate. Suppose now that 1 ≤ |γ| ≤ 10|β|X. If

β and γ have the same sign, then (by taking complex conjugates if

necessary) we may assume that they are both positive, and in this case

θ′(x) = 2πβ + γ/x ≥ γ/x, and so (
E:IntEst7
18.25) again holds. If β and γ have

opposite signs, then put x0 = −γ/(2πβ), and set J1 = [2, X] ∩ [2, x0/2],

J2 = [2, X] ∩ [x0/2, 2x0], and J3 = [2, X] ∩ [2x0,∞). Thus I(β, γ) =∫
J1

+
∫
J2

+
∫
J3

= I1 + I2 + I3, say. We cut J1 into dyadic blocks and

apply (
E:IntEst7
18.25) to see that I1 ≪ X/|γ|. We apply Theorem

T:ExpIntEst2
16.3 with

M ≍ |β|1/2/|γ|1/2 and µ ≍ β2/|γ| to see that I2 ≪ |β|−1/2. If U ≥ 2x0,

then by Theorem
T:ExpIntEst1
16.1 we find that∫ 2U

U

e(βx)x−1/2+iγ dx≪ U−1/2|β|−1.

On summing over dyadic blocks, we deduce that I3 ≪ |β|−1/2|γ|−1/2.
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Thus we see that if 1 ≤ |γ| ≤ 10|β|X, then I(β, γ) ≪ |β|−1/2, so the

proof is complete.

By Theorem 13.7 we know that the estimate ψ′(x, χ) ≪ x1/2(log qx)2

is a consequence of GRH. By integrating by parts as in the proof of

Theorem
T:Vin3primes
18.1, we can deduce that

ψ′(X,χ, β) ≪ X1/2(1 + |β|X)(log qX)2. (18.26) E:psi’(X,chi,beta)Est0

However, by utilizing the more detailed information provided by Lemma
L:psiXchibetaGRH
18.10, and the estimates in Lemma

L:I(beta,gamma)Est
18.11 for the integrals I(β, γ), we

obtain a better estimate, as follows.

L:psi’(X,chi,beta)Est1 Lemma 18.12 Assume GRH, and let ψ′(X,χ, β) be defined as in Lem-

ma
L:psiXchibetaGRH
18.10. Then

ψ′(X,χ, β) ≪
(
X1/2 + |β|1/2X

)
(log qX)2. (18.27) E:psi’(X,chi,beta)Est1

When |β|X ≤ 1, the bounds (
E:psi’(X,chi,beta)Est0
18.26) and (

E:psi’(X,chi,beta)Est1
18.27) are comparable, but

when |β|X > 1, the bound of (
E:psi’(X,chi,beta)Est1
18.27) is smaller than that of (

E:psi’(X,chi,beta)Est0
18.26) by

a factor of (|β|X)1/2. Despite this improvement over (
E:psi’(X,chi,beta)Est0
18.26) we expect

that more is true, and conjecture that

ψ′(X,χ, β) ≪ X1/2+ε(log q)2. (18.28) E:psi’(X,chi,beta)Est2

Proof We may assume that |β| ≤ 1, for otherwise the estimate is trivial.

By Lemma
L:I(beta,gamma)Est
18.11 we see that∑

|γ|≤X2

I(β, γ) ≪
∑
|γ|≤1

X1/2 +
∑

1<|γ|≤10|β|X

|β|−1/2 +
∑

1<|γ|≤X2

X1/2|γ|−1.

By Theorem 10.17 we know that the number of zeros 1/2+ iγ of L(s, χ)

with t < γ ≤ t + 1 is ≪ log qτ . Thus the right hand side above is

≪
(
X1/2 + |β|1/2X

)
(log qX)2, and the proof is complete.

Proof of Theorem
T:MeanSqrGoldbachGRH
18.7 Let V (β), w(n,X), S2(n, P ), ψ2(n,X), S(α)

and T (α) be defined as in the proof of Theorem
T:MeanSqrGoldbach
18.4, but we now take

P = Q = ⌊X1/2⌋ and redefine the major arcs M(q, a). Let FQ denote

the set of Farey fractions of order Q, which is to say the set of rational

numbers a/q with 1 ≤ a ≤ q, (a, q) = 1, and q ≤ Q. Let a′/q′ and a′′/q′′

be the neighbors of a/q ∈ FQ with a′/q′ < a/q < a′′/q′′. Then we take

M(q, a) =
[
(a + a′)/(q + q′), (a + a′′)/(q + q′′)

)
. Since these intervals

partition T, we have no minor arcs.

By the method used to prove Theorem
T:MeanSqrGoldbach
18.4 we see that it suffices to
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show that ∫ 1

0

|S(α)2 − T (α)|2 dα≪ X5/2(logX)5. (18.29) E:S^2-TMeanSqrEst

For α ∈ M(q, a), let

W (α) =
µ(q)

φ(q)
V (α− a/q).

Thus W (α)2 is one of the terms comprising T (α), and

T (α)−W (α)2 ≪
∑
r≤Q

1

φ(r)2

r∑
b=1

(b,r)=1
b/r ̸=a/qmod 1

∥α− b/r∥−2.

Suppose that R/2 < r ≤ R ≤ Q. Since α /∈ M(r, b), we have ∥α −
b/r∥ ≥ 1/(r(r + r′)) ≥ 1/(2rQ) ≥ 1/(2RQ) where (b + b′)/(r + r′) is

the endpoint of M(r, b) lying between b/r and α. Also, if b1/r1 ̸= b2/r2,

then ∥b1/r1 − b2/r2∥ ≥ 1/(r1r2) ≥ 1/R2. Therefore∑
R/2<r≤R

r∑
b=1

(b,r)=1
b/r ̸=a/qmod 1

∥α− b/r∥−2 ≪ R2Q2 +

∞∑
k=1

(k/R2)−2 ≪ R2Q2.

Thus ∑
R/2<r≤R

1

φ(r)2

r∑
b=1

(b,r)=1
b/r ̸=a/qmod 1

∥α− b/r∥−2 ≪ Q2(log logQ)2,

whence

T (α)−W (α)2 ≪ X(logX)2.

Thus to prove (
E:S^2-TMeanSqrEst
18.29) it suffices to show that∫ 1

0

|S(α)2 −W (α)2|2 dα≪ X5/2(logX)5. (18.30) E:S^2-W^2MeanSqrEst

To this end we first estimate S(α) −W (α). Suppose that α ∈ M(q, a)

and that β = α − a/q. By the definition (9.3) of a Gauss sum and the

basic orthogonality (4.15) of characters we see that

1

φ(q)

∑
χ

τ(χ)χ(b) =

{
e(b/q) if (b, q) = 1,

0 otherwise.
(18.31) E:chi2e(b/q)
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We set b = an, multiply by Λ(n)e(nβ), and sum over n ≤ X to see that

S(α) =
1

φ(q)

∑
χ

τ(χ)χ(a)ψ(X,χ, β) +O
( ∑

n≤X
(n,q)>1

Λ(n)
)

where ψ(X,χ, β) is defined as in Lemma
L:psiXchibetaGRH
18.10. Thus

S(α)− µ(q)

φ(q)
V (β) =

1

φ(q)

∑
χ

τ(χ)χ(a)ψ′(X,χ, β) +O
(
(log qX)2

)
.

(18.32) E:S(alpha)approx1

By Lemma
L:psi’(X,chi,beta)Est1
18.12 this is

≪ q1/2
(
X1/2 + |β|1/2X

)
(logX)2 ≪

(
q1/2X1/2 +Q−1/2X)

since |β| ≤ 1/(qQ). Thus

S(α)−W (α) ≪ X3/4(logX)2 (18.33) E:S(alpha)approx2

uniformly in α.

By Parseval’s identity,∫ 1

0

|S(α)|2 dα =
∑
n≤X

Λ(n)2 ≪ X logX,

while ∫ 1

0

|W (α)|2 dα≪
∑
q≤Q

φ(q)−2

q∑
a=1

(a,q)=1

∫ 1

0

min(X2, ∥β∥−2) dβ

≪ X
∑
q≤Q

φ(q)−1 ≪ X logX.

Thus from (
E:S(alpha)approx2
18.33) we deduce that∫ 1

0

|S(α)2 −W (α)2|2 dα≪ X3/2(logX)4
∫ 1

0

|S(α) +W (α)|2 dα

≪ X5/2(logX)5.

Thus we have (
E:S^2-W^2MeanSqrEst
18.30), and the proof is complete.

The argument just completed may be expected to be inefficient in two

respects. Some considerable cancellation should occur in the sum over χ

in (
E:S(alpha)approx1
18.32), and we also expect that the bound in Lemma

L:psi’(X,chi,beta)Est1
18.12 is weaker
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than the truth. Indeed, we expect that S(α) −W (α) ≪ X1/2+ε for all

α. It would then follow that∑
n≤X

(
ψ2(n)−S2(n)n

)2 ≪ X2+ε. (18.34) E:psi2MeanSqrConjEst

While we are unable to establish that the sum in (
E:S(alpha)approx1
18.32) cancels uni-

formly, we can at least demonstrate the cancellation in mean square. By

orthogonality,

q∑
a=1

(a,q)=1

∣∣∣S(a/q + β)− µ(q)

φ(q)
V (β)

∣∣∣2

≪ q(log xQ)4 +
1

φ(q)

∑
χ

|τ(χ)|2|ψ′(X,χ, β)|2.

(18.35) E:S(a/q+beta)MeanSqr3

By Lemma
L:psi’(X,chi,beta)Est1
18.12 this is

≪ (qX + q|β|X2)(log qX)4. (18.36) E:S(a/q+beta)MeanSqrEst3

For |β| ≤ q−1X−1/2, q ≤ X1/2, this is uniformly ≪ X3/2(logX)4. By

comparison, if were to estimate the left hand side by applying (
E:S(alpha)approx2
18.33) for

each a, then the bound we would obtain would be much worse, namely

≪ X2(logX)4.

If (a, q) = 1, then a/q + β ∈ M(q, a) precisely when

−1

q(q + q′)
≤ β ≤ 1

q(q + q′′)
.

Since the dimensions of this interval depend on a, we are not immediately

able to apply (
E:S(a/q+beta)MeanSqrEst3
18.36). To circumvent this difficulty, we replace M(q, a)

by the slightly larger interval M∗(q, a) = (a/q − 1/(qQ), a/q + 1/(qQ)).

Hence∫ 1

0

|W (α)(S(α)−W (α))|2 dα

≤
∑
q≤Q

φ(q)−2

q∑
a=1

(a,q)=1

∫ 1/(qQ)

−1/(qQ)

|V (β)|2
∣∣∣S(a/q + β)− µ(q)

φ(q)
V (β)

∣∣∣2 dβ.
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By (
E:S(a/q+beta)MeanSqrEst3
18.36) this is

≪
∑
q≤Q

φ(q)−2

∫ 1

0

min
(
X2, β−2

)(
qX + qβX2

)
(logX)4 dβ

≪ X2(logX)5
∑
q≤Q

qφ(q)−2 ≪ X2(logX)6. (18.37) E:W(S-W)MeanSqrEst

Thus to sharpen Theorem
T:MeanSqrGoldbachGRH
18.7 it suffices to improve our bound for∫ 1

0

|S(α)(S(α)−W (α))|2 dα,

or equivalently, for
∫ 1

0
|S(α) −W (α)|4 dα. Such estimates remain to be

established.

We next show that Lemma
L:psi’(X,chi,beta)Est1
18.12 can similarly be improved in mean

square with respect to β.

T:psi’(X,chi,beta)MeanSqr2 Theorem 18.13 Assume GRH. Let δ > 0, and let χ be any character

modulo q. Then ∫ δ

−δ
|ψ′(X,χ, β)|2 dβ ≪ δX(log qX)4.

This with (
E:S(a/q+beta)MeanSqr3
18.35) gives

Corollary 18.14 Assume GRH. Then

q∑
a=1

(a,q)=1

∫ δ

−δ

∣∣∣S(a/q + β)− µ(q)

φ(q)
V (β)

∣∣∣2 dβ ≪ δqX(log qX)4.

Proof of Theorem
T:psi’(X,chi,beta)MeanSqr2
18.13 If δX ≤ 1, then it suffices to appeal to Lemma

L:psi’(X,chi,beta)Est1
18.12. Thus we assume that δX ≥ 1. We may also assume that δ ≤ 1,

since it is trivial that∫ 1

0

|ψ′(X,χ, β)|2 dβ ≪ X logX.

By Lemma
L:psiXchibetaGRH
18.10 we see that∫ δ

−δ
|ψ′(X,χ, β)|2 dβ ≪

∫ δ

−δ

∣∣∣ ∑
|γ|≤X2

I(β, γ)
∣∣∣2 dβ + δ(log qX)4.

By Lemma
L:I(beta,gamma)Est
18.11 we know that I(β, γ) ≪ X1/2|γ|−1 when |γ| ≥ 10δX.
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Thus ∫ δ

−δ

∣∣∣ ∑
10δX<|γ|≤X2

I(β, γ)
∣∣∣2 dβ ≪ δX(log qX)4.

On the other hand,∫ δ

−δ

∣∣∣ ∑
|γ|≤10δX

I(β, γ)
∣∣∣2 dβ ≤

∫ ∞

−∞

∣∣∣ ∑
|γ|≤10δX

∫ X

2

e(βx)x−1/2+iγ dx
∣∣∣2 dβ,

which by Plancherel’s formula is

=

∫ X

2

∣∣∣ ∑
|γ|≤10δX

xiγ
∣∣∣2 dx

x
.

We make the change of variable x = ey, and note that∫ Y+1

Y

∣∣∣ ∑
|γ|≤T

eiγy
∣∣∣2 dy ≪

∑
|γ|≤T
|γ′|≤T

min(1, 1/|γ − γ′|).

For any given γ, the sum over γ′ is ≪ (log qT )2, as we see by using

the bound of Theorem 10.17 in the same way that we did in the proof

of Corollary
Co:sum3primesGRH
18.9. The number of γ is ≪ T log qT , so the above is ≪

T (log qT )3. We take T = 10δX, and sum over ≪ logX values of Y to

see that ∫ δ

−δ

∣∣∣ ∑
|γ|≤10δX

I(β, γ)
∣∣∣2 dβ ≪ δX(log qX)4.

Thus the proof is complete.

S:CondEst

18.3.1 Exercises

1. Let M(q, a) and M∗(q, a) be defined as in the proof of (
E:W(S-W)MeanSqrEst
18.37).

(a) Show that if a/q and a′/q′ are neighbouring members of FQ, then

M∗(q, a) and M∗(q′, a′) overlap.

(b) Show that if a/q and a′/q′ are neighbouring members of FQ, then

a/q /∈ M∗(q′, a′).

(c) Conclude that every α is in at least one, but not more than two

of the arcs M∗(q, a).
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2. (a) By introducing appropriate weights before expanding and integ-

rating, show that∫ Y+1

Y

∣∣∣ ∑
|γ|≤T

eiγy
∣∣∣2 dy ≪ T (log qT )2.

Here the γ’s are the imaginary parts of zeros of L(s, χ) and χ is

a character modulo q.

(b) In the context of the proof of Theorem
T:psi’(X,chi,beta)MeanSqr2
18.13, show that∫ δ

−δ

∣∣∣ ∑
|γ|≤10δX

I(β, γ)
∣∣∣2 dβ ≪ δX(log qX)3.

18.4 A lower bound for the error term
S:LowerBndErrorTerm

We have estimated the mean square error in the Goldbach problem, and

discussed the plausibility of sharper estimates such as (
E:psi2MeanSqrConjEst
18.34). We now

establish a bound in the opposite direction.

T:MeanSqrErrorLowerBnd Theorem 18.15 Suppose that 1/2 < r < 1, and let R = 1/(1 − r).

Then
∞∑
n=1

(
ψ2(n)−S2(n)n

)2
r2n ≫ R2(logR)2.

Corollary 18.16 As X tends to infinity,∑
n≤X

(
ψ2(n)−S2(n)n

)2
= Ω

(
X2(logX)2

)
,

and

ψ2(n)−S2(n)n = Ω
(
n1/2 log n

)
.

Proof of Theorem
T:MeanSqrErrorLowerBnd
18.15 By Lemma

L:S_2trunc
18.6 we see that∑

N<n≤2N

(n+ 1)2
(
S2(n)−S2(n,Q)

)2
r2n ≪ Q−2r2NN3(logN)3.

On setting N = 2kR and summing over k, we deduce that

∞∑
n=1

(n+ 1)2
(
S2(n)−S2(n,Q)

)2
r2n ≪ Q−2R3(logR)3.
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Since

∞∑
n=1

S2(n)
2r2n ≪ R,

it follows that

∞∑
n=1

(
S2(n)n−S2(n,Q)(n+ 1)

)2
r2n ≪ Q−2R3(logR)3.

We take Q = Rκ with 1/2 < κ < 1. Thus it suffices to show that

∞∑
n=1

(
ψ2(n)−S2(n,Q)(n+ 1)

)2 ≫ R2(logR)2.

By Parseval’s identity the left hand side is T2 where

Tk =

∫ 1

0

∣∣∣S(α)2 − ∑
q≤Q

µ(q)2

φ(q)2

q∑
a=1

(a,q)=1

(1− re(α− a/q))−2
∣∣∣k dα

and

S(α) =

∞∑
n=1

Λ(n)rne(nα).

By Cauchy’s inequality, T2 ≥ T 2
1 . But

T1 ≥
∫ 1

0

∣∣∣ ∞∑
n=1

Λ(n)rne(nα)
∣∣∣ dα

−
∑
q≤Q

µ(q)2

φ(q)2

q∑
a=1

(a,q)=1

∫ 1

0

|1− re(α− a/q)|−2 dα

=

∞∑
n=1

Λ(n)2r2n −
∑
q≤Q

µ(q)2

φ(q)2
(1− r2)−1.

Here the first sum is 1
2R logR+O(R), and the sum over q is 1

2R logQ+

O(R), in view of Exercise 1.2.1.17. Thus the above is 1
2R logR/Q ≫

R logR, so the proof is complete.
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18.5 Prime k-tuples
S:tuples

We begin by considering twin primes. The analysis and notation is sim-

ilar to that in §
S:Sum2primes
18.2. In particular, we set

S(α) =
∑
n≤X

Λ(n)e(nα), and V (β) =
∑
n≤X

e(nβ).

If h is a positive integer, then∑
n≤X−h

Λ(n)Λ(n+ h) =

∫ 1

0

|S(α)|2e(hα) dα.

Let the major and minor arcs be defined as in the proofs of Theorems
T:Vin3primes
18.1 and

T:MeanSqrGoldbach
18.4. From (

E:MajorArcEst
18.22) we deduce that if α ∈ M(q, a), then

|S(α)|2 =
µ(q)2

φ(q)2
|V (β)|2 +O

(
X2 exp

(
− c
√

logX
))
.

Hence∫
M

|S(α)|2e(hα) dα = I(h)
∑
q≤P

J(q) +O
(
|M|X2 exp

(
− c
√

logX
))

where

I(h) =

∫ 1/Q

−1/Q

|V (β)|2e(hβ) dβ

=

∫ 1

0

|V (β)|2e(hβ) dβ +O(Q) = X − h+O(Q),

and

J(q) =
µ(q)2

φ(q)2
cq(h).

Here cq(h) is the Ramanujan sum, which we discussed in Theorem 4.1.

In particular, it was shown that if q1 and q2 are relatively prime positive

integers, then cq1q2(h) = cq1(h)cq2(h) for any integer h. Also, it was noted

that

cp(h) =

{
p− 1 if p|h,
−1 otherwise.

From these properties it follows that if q is squarefree and h ̸= 0, then

|cq(h)| ≤ |h|. This is useful, since it follows that the singular series
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S2(h) =
∑
q J(q) is absolutely convergent. Hence

S2(h) =
∏
p

(
1 +

cp(h)

(p− 1)2

)
=
∏
p|h

(
1 +

1

p− 1

)∏
p∤h

(
1− 1

(p− 1)2

)
.

Note that S2(h) = 0 if h is odd. Based on this major arc treatment, we

conjecture that if h is positive and even, then∑
n≤X−h

Λ(n)Λ(n+ h) ∼ S2(h)X (18.38) E:TwinPrimeConj

as X → ∞. What we lack is a suitable treatment of the minor arcs. It

would suffice to know that∫
m

|S(α)|2 dα = o(X).

This is not so much stronger than the trivial bound∫
m

|S(α)|2 dα ≤
∫ 1

0

|S(α)|2 dα =
∑
n≤X

Λ(n)2 ∼ X logX.

We now turn to the main theme of this section, namely prime k-tuples

with k > 2. Suppose that h1 < h2 < · · · < hk are integers. Then the

numbers n+h1, n+h2, . . . , n+hk form a prime k-tuple if all the numbers

n+hi are prime. We have already observed that if n is large, then n and

n+ h cannot both be prime if h is odd. A similar phenomenon extends

to prime k-tuples.

D:DefAdmiss Definition 18.1 Let h = h1, . . . , hk be a k–tuple of distinct non–

negative integers and let νp(h) denote the number of different residue

classes modulo p among the h1, . . . , hk. If νp(h) < p for every p, then h

is called admissible.

If h is inadmissible, then there exists a prime p such that νp(h) = p,

and hence for any n, the prime p divides at least one of the numbers

n + h1, . . . , n + hk. We conjecture that the necessary condition that h

should be admissible is also sufficient to ensure the existence of infinitely

many prime k–tuples with the spacing h.

Con:primektuple Conjecture 18.1 (The prime k–tuple conjecture) If h is admissible,

then there are infinitely many positive integers n such that n+h1, n+h2,

. . . , n+ hk are simultaneously prime.

We note that a translation of an admissible k-tuple is again admissible,

since νp(h) is unchanged by translation. Also, if h is a k-tuple of integers,
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νp(h) ≤ k, and this is < p if p > k. Thus to determine whether h is

admissible it suffices to calculate νp(h) for p ≤ k. Also, if the members

of h lie in an interval of length N , then νp(h) = k for all p > N . Useful

admissible k-tuples are provided by

T:admset Theorem 18.17 Suppose that k ≥ 2, and that the primes p1, p2, . . . , pk
satisfy

k < p1 < p2 < · · · < pk.

Then the k-tuple h = (p1, p2, . . . , pk) is admissible. If these pj are the

least distinct primes > k, then pk − p1 < k log k + k log log k +O(k).

Proof If p > k, then νp(h) ≤ k < p. If p ≤ k, then pj ̸≡ 0 (mod p) for

1 ≤ j ≤ k, and so νp(h) ≤ p − 1 < p. Let Pn denote then nth prime.

From a quantitative version of the Prime Number Theorem it follows

that

Pn = n log n+ n log log n+O(n).

In Exercise 6.2.1.5 a more precise estimate for Pn was proposed, but the

weaker estimate above is sufficient to give the desired estimate.

In §7.3 we introduced the functionsfcnsrho,overlinerho

ρ(y) = lim sup
x→∞

π(x+ y)− π(x), ρ(N) = max
M

M+N∑
n=M+1

p|n =⇒ p>N

1.

It is clear that ρ(N) ≤ ρ(N). If k = ρ(N), then the n counted in the

above sum form an admissible k-tuple, so the k-tuple conjecture im-

plies that ρ(N) = ρ(N) for all positive N . Also, in Theorem 7.16 we

showed that there is a positive constant C such that ρ(N) ≥ π(N) +

CN(logN)−2 for all sufficiently large N . In the reverse direction, in

Theorem 3.3 we showed that ρ(N) ≤ 2π(N) + O
(
N(logN)−2

)
for all

N ≥ 2.

We have already failed to prove what we want when k = 2, and the

situation is of course no better for larger k, but we can still make some

useful observations and formulate a quantitative conjecture, similar to

the one in (
E:TwinPrimeConj
18.38). We work now with the k-tuple h = (0, h1, . . . , hk−1)

where 0 < h1 < · · · < hk. Set

R(X,h) =
∑

n0≤X−hk−1

Λ(n0)Λ(n0 + h1) · · ·Λ(n0 + hk−1).
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With α = (α1, α2, . . . , αk−1) we find that

=

∫
Tk−1

S(α1 + · · ·+ αk−1)

k−1∏
j=1

(
S(−αj)e(hjαj)

)
dα

=
∑
n0≤X

Λ(n0) · · ·
∑

nk−1≤X

Λ(nk−1)

k−1∏
j=1

∫
T
e((n0 − nj + hj)αj) dαj

= R(X,h).

In this new setting, the analogue of a major arc is a small (k − 1)-

dimensional block. To identify the blocks that we should attend to, we

appeal to Dirichlet’s theorem on Diophantine approximation (Lemma

15.10), which asserts that for any α ∈ Tk−1 and any integer Q ≥ 1,

there exists in integer q, 1 ≤ q ≤ Qk−1, such that ∥qαj∥ ≤ 1/Q for

1 ≤ j ≤ k − 1. Let aj be the integer nearest qαj . Then∣∣∣αj − aj
q

∣∣∣ ≤ 1

qQ
.

Let d = (a1, a2, . . . , ak−1, q). By replacing each aj by aj/d and q by

q/d, we may suppose that (a1, a2, . . . , ak−1, q) = 1. The largest contri-

butions are made by the smallest values of q. Let P = Nδ. We restrict

our attention to q ≤ P and |βj | ≤ 1/P where βj = αj − aj/q. The

approximation

S(α) ∼ µ(q)

φ(q)
V (α− a/q)

applies only when |α − a/q| is small and (a, q) = 1. In our current

situation, it may be that (aj , q) > 1, but we note that

cq(a)

φ(q)
=
µ
(

q
(a,q)

)
φ
(

q
(a,q)

) ,
so

S(αj) ∼
cq(aj)

φ(q)
V (βj)

for all j. Put

f(q;h) =
∑∗

a

cq(b)

φ(q)k

k−1∏
j=1

(
cq(−aj)e(ajhj/q)

)
(18.39) E:Deffqh

where
∑∗

runs over a = (a1, . . . , ak−1) with 1 ≤ aj ≤ q subject to
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(a1, . . . , ak−1, q) = 1. Set

S(h;P ) =
∑
q≤P

f(q;h).

and put

J(P ) =

∫
|βj |≤1/P

V (β1 + · · ·+ βk−1)

k−1∏
j=1

(
V (−βj)e(hjβj)

)
dβ

Then we expect that R(X,h) ∼ J(P )S(h;P ). It is not hard to show

that J(P ) is within O
(
P−1+ε

)
of

∫
Tk−1

V (β1 + · · ·+ βk−1)

k−1∏
j=1

(
V (−βj)e(hjβj)

)
dβ

=
∑

n0,...,nk−1

0<nj≤X

k−1∏
j=1

∫
T
e((n0 + hj − nj)βj) dβj = X − hk−1 +O(1).

In order to assess the size of f(q;h) is it helpful to observe that this

quantity is a multiplicative function of q. Moreover, if r > 1 and (a, p) =

1, then cpr (a) = 0, so f(pr,h) = 0 since (aj , p) = 1 for at least one

of the aj . Thus f(q,h) is supported on squarefree integers. This is not

such a surprise, since S(α) has its peaks at Farey points with squarefree

denominators. Now suppose that q = p. In the sum over a, the only

term that must be avoided is a = (p, . . . , p). That single term, if it

were included, would contribute exactly 1. So we sum over aj ’s without

restriction, and then subtract 1. We expand the sum cp(b) to see that

∑
a1,...ak−1

1≤aj≤p

cp(b)

k−1∏
j=1

(
cp(−aj)e(ajhj/p)

)

=

p−1∑
n0=1

k−1∏
j=1

( p∑
aj=1

cp(−aj)e(aj(n0 + hj)/p)
)
.

Here cp(−aj) = p − 1 if aj = p, and cp(aj) = −1 if 0 < aj < p, so the
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sum over aj is

p− 1−
p−1∑
aj=1

e(aj(n0 + hj)/p) = p−
p∑

aj=1

e(aj(n0 + hj)/p)

=

{
p if hj ̸≡ −n0 (mod p),

0 if hj ≡ −n0 (mod p).

The product of these sums is therefore pk−1 if there is no j, 1 ≤ j ≤ k−1,

such that hj ≡ −n0 (mod p). Since n0 runs through all p − 1 nonzero

residue classes (mod p), this first alternative arises exactly p− 1− ν′p(h)
times, where ν′p(h) is the number of nonzero residue classes (mod p)

found among the hj with 1 ≤ j ≤ k − 1. Since h = (0, h1, . . . , hk−1),

νp(h) = 1 + ν′p(h). In case hj ≡ −n0 (mod p) for one or more values of

j, the product is 0, so our expression is pk−1(p− νp(h)) and

f(p;h) =
(p− νp(h))p

k−1

(p− 1)k
− 1. (18.40) E:fphFormula

Let

D =
∏
i<j

(hj − hi).

If p ∤ D, then νp(h) = k, and so f(p;h) ≪ p−2 for such p. Hence S(h;P )

converges absolutely to S(h) as P → ∞ where

S(h) =

∞∑
q=1

f(q;h) =
∏
p

(1 + f(p;h))

=
∏
p

(
1− νp(h)

p

)(
1− 1

p

)−k
,

(18.41) E:S(h)Formula

and

S(h) ≪k (log log(3D))k ≪k (log log(3max
j

|hj |))k. (18.42) E:S(h)Bnd

Thus when the hj are distinct, if h is inadmissible, then S(h) = 0. If h

is admissible, then νp(h) ≤ min(k, p−1), and so 1−νp(h)/p ≥ 1/p when

p ≤ k and is ≥ 1 − k/p when p > k. Thus there is a positive constant

C(k) such that, when the hj are distinct, h is admissible if and only if

S(h) > C(k). (18.43) E:AdmissCrit

As an extension of the quantitative twin prime conjecture, we have
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Con:Quantktuple Conjecture 18.2 Suppose that h = (h1, h2, . . . , hk) is an admissible

k-tuple of distinct integers. Then

R(X;h) ∼ XS(h)

as X → ∞.

As with twin primes, the barrier to proving the above is our lack of

suitable bounds for the size of the integrand outside the regions that we

have identified as major ‘arcs’. It is generally believed that there are no

secondary main terms, and that the error term in the above is≪ X1/2+ε.

We note that the quantity X on the right hand side above reflects the

size of the singular integral, which in turn is the density of solutions

of our system in real variables. Also, the factor 1 + f(p;h) of S(h) is

the density of p-adic solutions of our system. Thus the right hand side

above is the product of local densities, extended over all valuations of

the rational field. While we seem at present to be very far from proving

the Prime k-Tuple Conjecture, we accept it as guide to our thinking as

to how primes are distributed in short intervals.

In Exercise
S:CondEst
18.3.1.

Exer:S2(n)Av
5 we noted that the mean value of singular series

S2(n) is asymptotically 1. We now extend this to prime k-tuples.

T:Gallagher Theorem 18.18 (
PXG76
Gallagher, 1976) Let k ≥ 2 be fixed, and let H run

through positive integers. Further, let H denote the set of k-tuples h of

distinct integers h1, . . . , hk with 1 ≤ hj ≤ H, and let A be the subset of

those h that are also admissible. Then∑
h∈A

S(h) = Hk +O
(
Hk−1+ε

)
.

Proof We first show that the case k = 2 is an easy consequence of the

result of Exercise
S:CondEst
18.3.1.

Exer:S2(n)Av
5, whose notation we adopt. Thus

∑
0<h1,h2≤H
h1 ̸=h2

S(h1, h2) = 2

H∑
h2=2

h2−1∑
h1=1

S2(h2 − h1)

which by Exercise
S:CondEst
18.3.1.

Exer:S2(n)Av
5(d) is

= 2

H∑
h2=2

(
h2 +O(log h2)

)
= H2 +O(H logH).

From now on we assume that k ≥ 3. Since S(h) = 0 if h is in-

admissible, it suffices to prove the conclusion with A replaced by H.
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We argue from the original definition (
E:Deffqh
18.39) of f(q,h). We note that

f(1,h) = 1 for all h, which gives the main termH(H−1) · · · (H−k+1) =

Hk + O
(
Hk−1

)
. It remains to bound the contributions of q > 1. From

(
E:fphFormula
18.40) we see that if νp(h) = k, then

|f(p;h)| ≤ Ck
p2

and otherwise

|f(p;h)| ≤ Ck
p

where Ck is a suitable positive number. Let D =
∏

1≤i<j≤k |hj − hi|, so
that D ≤ Hk(k−1)/2. Then

|f(q;h)| ≤ q−2C
ω(q)
k (D, q) ≪ε q

ε−2(D, q).

For convenience we introduce the parameter Q ≥ 1 which is at our

disposal. Then∑
q>Q

|f(q;h)| ≪
∑
r|D

r
∑
q>Q

(D,q)=r

qε−2 ≪
∑
r|D

rε−1
∑
t>Q/r

tε−2 ≪ Qε−1d(D).

Hence ∑
q>Q

|f(q;h)| ≪ Qε−1Hε . (18.44) E:sum|fqh|tailEst

For convenience we write

g(q;h) = φ(q)kf(q;h). (18.45) E:Defgqh

Crudely, from (
E:Deffqh
18.39) we have

|g(q ;h)| ≤ g∗(q)

for any h where

g∗(q) =
∑
a

(a,q)=1

|cq(a1 + · · ·+ ak−1)cq(−a1) · · · cq(−ak−1)|.

This is also a multiplicative function of q (with its support on the square-

free numbers). Consider the k numbers −a1 − · · · − ak−1, a1, . . . , ak−1.

When (a, p) = 1 at least two of these numbers are not multiples of p.

Moreover in g∗(p) the terms with exactly j of the a2, . . . , ak, a2+ · · ·+ak
divisible by p contribute (p−1)j and since the a1, . . . , ak−1, a1+· · ·+ak−1
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are linearly dependent the number of such terms is at most
(
k
j

)
(p −

1)k−1−j . Hence g∗(p) ≤ 2k(p− 1)k−1 and g∗(q)φ(q)−k ≪ qε−1. Hence∑
h∈[1,H]k\H

∑
1<q≤Q

f(q;h) ≪ Hk−1
∑

1<q≤Q

qε−1 ≪ Hk−1Qε. (18.46) E:DifffqhSums

Returning to (
E:Deffqh
18.39) when q > 1 at least two of a1, . . . , ak−1,−a1 −

· · ·−ak−1 are non-zero modulo q. If there are at least two such of the ai,

then we pick two and call them b1, b2. The remaining ai can be listed in

the form b3, . . . , bk−1 so that −a1 − · · · − ak−1 = −b1 − b2 − · · · − bk−1.

If only one of the ai is non-zero modulo q, then call it b1 and take

b2 = −a1 − · · · − ak−1. In that case any one of the other ai can be

rewritten in the form in the form −b1 − b2 − s (mod q) where s is the

sum of the remaining at. Thus

∑
h∈[1,H]k

g(q;h) ≪ Hk−2

q−1∑
b1=1

|cq(b1)|
∥b1/q∥

q−1∑
b2=1

|cq(b2)|
∥b2/q∥

×
∑

b∈[1,q]k−3

|cq(b3) . . . cq(bk−1)cq(b1 + · · ·+ bk−1)|

where b = b3, . . . , bk−1 and where the summand over b is taken to

be |cq(b1 + b2)| when k = 3. In general this multiple sum does not

exceed

φ(q)
( q∑
b=1

|cq(b)|
)k−3

.

Since |cq(b)| ≤ (q, b) the sum here is at most∑
r|q

rφ(q/r) ≤ d(q)q.

Similarly

q−1∑
b=1

|cq(b)|
∥b/q∥

≤
∑
r|q

r

q/r−1∑
a=1

∥a/(q/r)∥−1 ≪ d(q)q log q.

Therefore ∑
h∈[1,H]k

∑
1<q≤Q

f(q, h) ≪ Hk−2Q1+ε.

Hence, by (
E:sum|fqh|tailEst
18.44) and (

E:DifffqhSums
18.46) the choiceQ = H secures the theorem.
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S:tuples

18.5.1 Exercises

1. (a) We observed that if the k-tuple h is inadmissible, then the num-

bers n + h1, n + h2, . . . , n + hk are simultaneously prime for at

most finitely many nonnegative n. Show that in fact the number

of such n is ≤ k.

(b) Suppose that p is a prime for which νp(h) = p and that the hi are

all nonnegative. Show that the numbers n+h1, n+h2, . . . , n+hk
are not all prime if n > p.

2. Suppose that k ≥ 2 and the 1 < q1 < q2 < · · · < qk. Suppose that

none of the qj is divisible by a prime p ≤ k. Show that q1, . . . , qk
forms an admissible set.

3. Let hj = (2j− 1)2 for j = 1, . . . , k. Prove that h is an admissible set.

4. Call a set h of distinct nonnegative integers h1, . . . , hk sf–admissible

when there is no prime p such that every residue class modulo p2

contains at least one of them. Let S(x;h) denote the number of n ≤ x

such that n+ h1, . . . , n+ hk are simultaneously squarefree.

(a) Let f(n) denote the characteristic function of the squarefree num-

bers. Prove that

S(x;h) =
∑
n≤x

f(n+ h1) . . . f(n+ hk)

and

f(n) =
∑
d2|n

µ(d).

(b) Suppose that 0 < δ < 1/(3k) and let y = xδ and

f(n; y) =
∑
d≤y
d2|n

µ(d).

Prove that for j = 1, . . . , k

S(x;h) = Tj(x; y) +O(x1+εy−1)

where

Tj(x; y) =
∑
n≤x

f(n+h1; y) . . . f(n+hj ; y)f(n+hj+1) . . . f(n+hk).
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(c) Given a k-tuple of positive integers d = d1, . . . , dk let d = d1 . . . dk
and given another one r we use d|r to mean dj |rj (j = 1, . . . , k)

and d2 to mean d21, . . . , d
2
k. Write n + h for the k-tuple n +

h1, . . . , n+hk. Let ρ(d) denote the number of solutions of d2|n+h
in n modulo d2. Prove that ρ(d) ≤ d2 and

Tk(x; y) = x
∑

d1≤y,...,dk≤y

µ(d1) . . . µ(dk)

d2
ρ(d) +O(y3k).

(d) Let νp(h) denote the number of different residue classes modulo

p2 amongst the h1, . . . , hk. Suppose that k = 2. Prove that

S(x;h) = x
∏
p

(
1− νp(h)

p2

)
+O(x1−δ).

5. Given a k-tuple of positive integers d = d1, . . . , dk let d = d1 . . . dk
and given another one r we use d|r to mean dj |rj (j = 1, . . . , k) and

d2 to mean d21, . . . , d
2
k. Write n+h for the k–tuple n+h1, . . . , n+hk.

Let ρ(d) denote the number of solutions of d2|n + h in n modulo

d2 and let ρ∗(d) denote the number of solutions of d2|n + h in n

modulo lcm[d1, . . . , dk]
2. Let νp(h) denote the number of different

residue classes modulo p2 amongst the h1, . . . , hk.

(a) Prove that ρ(d) = d2lcm[d1, . . . , dk]
−2ρ∗(d) and ρ∗(d) ≤ 1.

(b) Prove that∑
max(dj)>y

µ(d1) . . . µ(dk)

d2
ρ(d) ≪

∑
max(dj)>y

µ(d1)
2 . . . µ(dk)

2

[d1, . . . , dk]2

≪
∑
m>y

2kω(m)

m2
≪ yε−1

and deduce that

Tk(x, y) = x

∞∑
m=1

g(m)

m2
+O

(
xyε−1

)
where

g(m) =
∑
d

[d1,...,dk]=m

µ(d1) . . . µ(d
k)ρ∗(d) .

(c) Prove that ρ(d) is multiplicative, i.e. given d, e, define

de = d1e1, . . . , dkek
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and deduce that if (d, e) = 1, then ρ(de) = ρ(d)ρ(e).

(d) Prove that g(m) is multiplicative and has its support on the

squarefree numbers.

(e) Deduce that

∞∑
m=1

g(m)

m2
=
∏
p

(
1 + g(p)p−2

)
.

(f) Prove that 1 + g(p)p−2 = 1− νp(h)p
−2.

(g) (Pillai [1936]) Prove that

S(x;h) = x
∏
p

(
1− νp(h)

p2

)
+O(x1−δ)

and hence that if h is sf–admissible, then there are infinitely many

n such that n+hj are simultaneously square free for j = 1, . . . , k.

6. Find the minimal diameter of 20-tuples which are sf–admissible, i.e.

maxhj − hi is minimal.

18.6 The distribution of primes in short intervals
S:PXG

For a k-tuple h = (h1, . . . , hk) of distinct integers let π(M ;h) denote the

number of integers m, 1 ≤ m ≤M for which m+h1,m+h2, . . . ,m+hk
are all prime. We now use Conjecture

Con:Quantktuple
18.2 to derive conjectures con-

cerning moments of the number of primes in short intervals. It is clear

that if H and n are positive integers, then∑
m≤M

(π(m+ h)− π(m))n =
∑
m≤M

∑
m<p1,...,pn≤m+H

1.

Let k denote the number of distinct primes among the pi, i = 1, 2, . . . , n.

Think of indices i1 and i2 as being ‘related’ if pi1 = pi2 . Thus the

pi partition the set {1, 2, . . . , n} into k nonempty subsets S1, . . . , Sk of

related indices. For i ∈ Sj the prime pi depends only on j; call it p(j).

Suppose further that the labelling of the subsets has been chosen so that

p(1) < p(2) < · · · < p(k). Put hj = p(j) −m. Then p(1), . . . , p(k) is a

k-tuple of primes counted by π(M ;h), and this k-tuple has the property

that 0 < h1 < · · · < hk ≤ H. Let
{
n
k

}
denote the number of ways of

partitioning {1, 2, . . . , n} into k unordered nonempty subsets. This is a

Stirling number of the second kind and is the number of ways of choosingStirling2
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the subsets Sj , before they are given names with subscripts. There are

k! ways to order them, so the right hand side above is

=

n∑
k=1

{
n

k

}
k!

∑
0<h1<···<hk≤H

π(M ;h) =

n∑
k=1

{
n

k

} ∑
0<h1,...,hk≤H
hj distinct

π(M ;h).

(18.47) E:Moment1

Suppose that the relation

π(M ;h) ∼ S(h)
M

(logM)k

holds uniformly for all admissible k-tuples h with 0 < h1 < h2 < · · · <
hk ≤ H, k ≤ n, and H ≤ C logM where C is an arbitrarily large

constant. Suppose that 0 < λ ≤ C, and that H = ⌊λ logM⌋. Then the

expression (
E:Moment1
18.47) is

∼
n∑
k=1

{
n

k

}
M

(logM)k

∑
0<h1,...,hk≤H
hj distinct

S(h),

which by Theorem
T:Gallagher
18.18 is ∼ mn(λ)M as M → ∞ where

mk(λ) =

n∑
k=1

{
n

k

}
λk. (18.48) E:PoissonMom0

This suggests a subsidiary

Con:SIMom Conjecture 18.3 Let mn(λ) be defined as above. Let C be an arbitrary

positive number. Then for any given n,

lim
M→∞

1

M

M∑
m=1

(π(m+ λ logm)− π(m))n = mn(λ)

uniformly for 0 < λ ≤ C.

It is very significant that the moments mn(λ) that arise here are pre-

cisely the moments of a Poisson random variable X with parameter λ

(see Exercise
Exer:MomId
4). Such a variable takes nonnegative integer values, with

the probabilities

P (X = r) = e−λ
λr

r!

for r = 0, 1, . . .. It can happen that two different distributions have the

same moments. However, if the moment generating function is entire,

it follows that the two distributions must in fact be the same. In Ex-

ercise
Exer:MomGenFcn
5 we establish the (well-known) fact that the moment generating
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function of a Poisson random variable is entire. Thus the distribution

of π(m + λ logm) − π(m) should be close to Poisson. This suggests a

further conjecture.

Con:PrimesinInterval Conjecture 18.4 Let Pr(M,λ) be the number of m ≤ M for which

the interval (m,m+ λ logm] contains exactly r primes. Then

Pr(M,λ) ∼ e−λ
λr

r!
M

as M → ∞, provided that |r − λ| ≪
√
1 + λ.

It may be the case that the constraint on r can be gradually relaxed

asM → ∞, but the question of how quickly depends more on arithmetic

than on probability theory. The case r = 0 is of course of great interest,

and P (X = 0) = e−λ for a Poisson variable X, but this is at the extreme

end of the distribution when λ is large, and the incidence of very long

gaps between primes is expected to be a more complicated issue.

Concerning the Stirling numbers of the second kind, it is customary to

set
{
0
0

}
= 1, and

{
n
0

}
= 0 for n > 0. Given a partitioning of {1, . . . , n−1}

into k − 1 parts, we can derive a partitioning of {1, . . . , n} into k parts

by introducing the new part {n}. Alternatively, given a partitioning of

{1, . . . , n − 1} into k parts, we can derive a partitioning of {1, . . . , n}
into k parts by adjoining n to any of the given k subsets. Thus{

n

k

}
=

{
n− 1

k − 1

}
+ k

{
n− 1

k

}
. (18.49) E:Stirling2Rec

This Pascal-like recurrence gives rise to a triangular array of numbers.

Stirling numbers of the first kind, which may be denoted
[
n
k

]
, count

the number of permutations of {1, . . . , n} with exactly k cycles in their

cycle decomposition. Rather obviously,
[
n
k

]
=
[
n−1
k−1

]
+ (n− 1)

[
n−1
k

]
. The

‘factorial power’ is defined to be xn = x(x − 1) · · · (x − n + 1) with

x0 = 1. Just as 1, x, x2, x3, . . . form a basis for polynomials, so also do

x0, x1, x3, . . .. In Exercise
Exer:pow2fall
2 below we use Stirling numbers of the second

kind to express an ordinary power as a linear combination of factorial

powers. Stirling numbers of the first kind are similarly useful in writing

a factorial power as a linear combination of ordinary powers.

S:PXG

18.6.1 Exercises

1. (a) By inclusion-exclusion, or otherwise, show that the number of
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n \ k 0 1 2 3 4 5 6 7 8 9 10
0 1
1 0 1
2 0 1 1
3 0 1 3 1
4 0 1 7 6 1
5 0 1 15 20 10 1
6 0 1 31 90 65 15 1
7 0 1 63 301 350 140 21 1
8 0 1 127 966 1701 1050 266 28 1
9 0 1 255 3025 7770 6951 2646 642 36 1

10 0 1 511 9330 34105 42525 22827 7140 930 45 1

Table 18.1 Stirling numbers of the second kind

surjective maps from a set of n elements to a set of k elements is∑k
j=0(−1)j

(
k
j

)
(k − j)n.

(b) Show that the number of surjective maps from a set of n elements

to a set of k elements is
{
n
k

}
k!.

(c) Conclude that
{
n
k

}
= 1

k!

∑k
j=0(−1)j

(
k
j

)
(k − j)n.

(d) Explain why
∑k
j=0(−1)j

(
k
j

)
(k − j) = 0 for k > 1.

(e) Show that
{
p
k

}
≡ 0 (mod p) for 1 < k < p.

Exer:pow2fall 2. Use the recurrence (
E:Stirling2Rec
18.49) to give a proof by induction that

n∑
k=0

{
n

k

}
xk = xn (18.50) power2fall

Hint: Note that x · xk = xk+1 + kxk.

3. (a) Suppose that q and n are integers with q > n ≥ 0. Count n-

tuples (a1, a2, . . . , an) in which each ai is an integer satisfying

1 ≤ ai ≤ q.

(b) Consider n-tuples as above, but with the restriction that the co-

ordinates take on exactly k different values. Show that the num-

ber of such n-tuples is
{
n
k

}
qk.

(c) Deduce that
∑n
k=0

{
n
k

}
qk = qn.

(d) Argue that since each side above is a polynomial in q, and since

these two polynomials are equal at infinitely many arguments,

they must be identically equal.

Exer:MomId 4. If X is a Poisson random variable with parameter λ, then its nth
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moment is

E
[
Xn
]
= e−λ

∞∑
r=0

rn
λr

r!
. (18.51) E:PoissonMom1

By taking x = r in (
power2fall
18.50), or otherwise, show that E

[
Xn
]
= mn(λ)

where mn(λ) defined in (
E:PoissonMom0
18.48).

Exer:MomGenFcn 5. If X is a random variable, then by definition, its moment generating

function is
∑∞
n=0E

[
Xn
]
zn

n! . Use (
E:PoissonMom1
18.51) to show that

∞∑
n=0

mn(λ)
zn

n!
= e−λ exp

(
λez
)
.

6. Show that
n∑
k=1

k

{
n

k

}
xk = xn+1 − x(x− 1)n.

7. Let X1, . . . , Xk be independent identically distributed random vari-

ables each with the distribution P (Xj = a) = 1/p for a = 1, 2, . . . p.

Let ν(X), a dependent random variable, denote card{X1, . . . , Xk}.
This random variable takes values from 1 to k.

(a) Show that

P (ν(X) = r) =

{
k

r

}
prp−k

for r = 1, 2, . . . , k.

(b) Deduce that

E
[
1− ν(X)

p

]
=
(
1− 1

p

)k
.

(c) Conclude that

E
[(

1− ν(X)

p

)(
1− 1

p

)−k]
= 1.

18.7 Notes
S:NotesAddPNT

Section
S:sum3primes
18.1.

HL22
Hardy & Littlewood (1922) determined the asymptotic

number of representations of a large odd number as a sum of three

primes, assuming GRH.
IMV37
Vinogradov (1937) gave the first unconditional

proof.
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Section
S:Sum2primes
18.2. After the publication of Vinogradov in 1937,

vdC37
Corput

(1937),
Chu38
Chudakov (1938), and

TE38
Estermann (1938) independently estab-

lished Theorem
T:MeanSqrGoldbach
18.4, and with it the estimate for E(X) found in Co-

rollary
Co:Goldbachalmostall
18.5. This stood as the best-known estimate for many years,

but
RCV75
Vaughan (1975) showed that E(X) ≪ X exp

(
− c

√
logX

)
. Then

M&V75
Montgomery & Vaughan (1975) followed a suggestion of Gallagher to

show that there is an effectively computable constant δ > 0 such that

E(X) ≪ X1−δ for all large X.
Chen&Liu89
Chen & Liu (1989) showed that one

can take δ = 0.05, and admissible values of δ were established in small

increments by
Li Hongze99,Li Hongze00
(Li, 1999, 2000), and

Lu10
Lu (2010). Recently,

JP23
Pintz (2023)

announced his intent to publish a proof that E(X) ≪ X3/4.

Section
S:CondEst
18.3. Corollary

Co:sum3primesGRH
18.9 is a special case of Theorem A in §11.3 of

HL22
Hardy & Littlewood (1922), and Lemmas

L:psiXchibetaGRH
18.10–

L:psi’(X,chi,beta)Est1
18.12 are substantially

the same of those found in Hardy & Littlewood (ibid).

Section
S:LowerBndErrorTerm
18.4. The result here is due to

MV73
Montgomery & Vaughan (1973).

Section
S:tuples
18.5.

HL22
Hardy & Littlewood (1922), pp. 54–62, gave a conditional

determination of the asymptotic number of prime k-tuples.
AFL61
Lavrik (1961)

showed that the proposed formulæ are correct in mean square.

Section
S:PXG
18.6. This section is based on

PXG76
Gallagher (1976), in which the

proof of Theorem
T:Gallagher
18.18 is based on the product formula (

E:S(h)Formula
18.41) for the

singular series. Many systems of notation for the Stirling numbers have

been used, with none of them dominant. We have followed the example of
GKP89
Graham, Knuth, & Patashnik (1989), who also provide a large collection

of interesting identities.

18.8 References

Chen&Liu89 Chen J. R. & Liu J. M. (1989). The exceptional set of Goldbach numbers III,
Chinese Quart. J. Math. 4, no. 1, 1–15.

Chu38 Chudakov, N. G. (1938). On the density of the set of even numbers which are
not representable as a sum of two odd primes, Izcv. Akad. Nauk SSSR 2,
25–40.

vdC37 van der Corput, J. G. (1937). Sur l’hypothèse de Goldbach pour presque tous
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19

The Large Sieve

C:LargeSieve

The large sieve takes various forms, as a mean square upper bound

for a trigonometric polynomial at well-spaced points, as a mean square

upper bound for the distribution of a set of integers into arithmetic

progressions, and as a mean square upper bound for character sums.

We take the trigonometric form to be fundamental, and derive the other

versions from it.

19.1 Trigonometric polynomials
S:TrigPolys

Let

T (x) =

M+N∑
n=M+1

cne(nx) (19.1) E:DefTP

be a trigonometric polynomial. Suppose that δ > 0, and that the points

xr are well-spaced (mod 1) in the sense that

∥xr − xs∥ ≥ δ (19.2) E:xWellSpaced

whenever r ̸= s. We seek an inequality of the form

R∑
r=1

|T (xr)|2 ≤ ∆

M+N∑
n=M+1

|cn|2, (19.3) E:LSIneq1

which is to hold for all possible choices of the cn. Our object is to de-

termine how ∆ must depend on N and δ. When R = 1 it is easy to

establish an inequality of this form, since by Cauchy’s inequality

|T (x1)|2 ≤ N

M+N∑
n=M+1

|cn|2. (19.4) E:LS1pt

159
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This is best possible, for if cn = e(−nx1) for all n, then T (x1) = N .

Thus if (
E:LSIneq1
19.3) holds for all cn, then ∆ ≥ N . We also observe that∫ 1

0

R∑
r=1

|T (x+ r/R)|2 dx = R

∫ 1

0

|T (x)|2 dx = R

M+N∑
n=M+1

|cn|2.

Hence there is an x for which

R∑
r=1

|T (x+ r/R)|2 ≥ R

M+N∑
n=M+1

|cn|2.

For any given δ > 0 we can choose R = ⌊1/δ⌋, and then the points

x+ r/R satisfy (
E:xWellSpaced
19.2). Thus if ∆ satisfies (

E:LSIneq1
19.3), then ∆ ≥ R ≥ 1/δ− 1.

We now show that (
E:LSIneq1
19.3) holds with a value of ∆ not much larger than

necessitated by the above considerations. Our first result in this direc-

tion is somewhat inferior, but the approach is very direct, and generalizes

usefully to other situations. For each r let Mr = (xr − δ/2, xr + δ/2)

be a short interval centred at xr. We note that if the xr satisfy (
E:xWellSpaced
19.2),

then the intervals Mr are disjoint (mod 1). The idea is that |T (xr)|2 ap-

proximately the average of |T (x)|2 over Mr unless T
′(x) is very large, in

which case the integral of |T ′(x)|2 over Mr is large. To put this intuitive

principle on a sound footing we prove

L:Sobolev Lemma 19.1 (Sobolev) Suppose that a < b and that f is a continuous

complex-valued function with a piecewise continuous and bounded first

derivative on the interval [a, b]. Then∣∣∣f(a+ b

2

)∣∣∣ ≤ 1

b− a

∫ b

a

|f(x)| dx+
1

2

∫ b

a

|f ′(x)| dx, (19.5) E:CenteredSobolev

and

|f(x)| ≤ 1

b− a

∫ b

a

|f(u)| du+

∫ b

a

|f ′(u)| du (19.6) E:GenSobolev

for any x ∈ [a, b].

Proof Suppose that a ≤ x ≤ b. By integration by parts we see that∫ b

x

f(u) du =
[
f(u)(u− b)

∣∣∣b
x
−
∫ b

x

f ′(u)(u− b) du

= (b− x)f(x)−
∫ b

x

f ′(u)(u− b) du,
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and similarly that∫ x

a

f(u) du =
[
f(u)(u− a)

∣∣∣x
a
−
∫ x

a

f ′(u)(u− a) du

= (x− a)f(x)−
∫ x

a

f ′(u)(u− a) du.

On adding these two identities we deduce that

(b− a)f(x) =

∫ b

a

f(u) du+

∫ x

a

f ′(u)(u− a) du+

∫ b

x

f ′(u)(u− b) dx.

Hence by the triangle inequality

(b−a)|f(x)| ≤
∫ b

a

|f(u)| du+(x−a)
∫ x

a

|f ′(u)| du+(b−x)
∫ b

x

|f ′(u)| du.

Now x− a ≤ b− a and b−x ≤ b− a, so we have (
E:GenSobolev
19.6). If x = (a+ b)/2,

then x− a = b− x = (a+ b)/2, which gives (
E:CenteredSobolev
19.5).

L:PXG67 Lemma 19.2 (Gallagher 1967) Let g(x) be a continuous function with

period 1, with a piecewise continuous and bounded first derivative. Sup-

pose that δ > 0, and that x1, x2, . . . , xR are well-spaced modulo 1 in the

sense that (
E:xWellSpaced
19.2) holds. Then

R∑
r=1

|g(xr)|2 ≤ 1

δ

∫ 1

0

|g(x)|2 dx+
(∫ 1

0

|g(x)|2 dx
)1/2(∫ 1

0

|g′(x)|2 x
)1/2

.

Proof Let Mr = (xr − δ/2, xr + δ/2) for 1 ≤ r ≤ R. By the Sobolev

lemma with f(x) = g(x)2 and (a, b) = Mr we find that

|g(xr)|2 ≤ 1

δ

∫
Mr

|g(x)|2 dx+

∫
Mr

|g(x)g′(x)| dx.

The arcs Mr are pairwise disjoint modulo 1, so

R∑
r=1

|g(xr)|2 ≤ 1

δ

∫ 1

0

|g(x)|2 dx+

∫ 1

0

|g(x)g′(x)| dx.

To complete the proof we apply the Cauchy–Schwarz inequality to the

last term.

Suppose that U(x) is a trigonometric polynomial of the special form

U(x) =

K∑
k=−K

bke(kx).
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By Gallagher’s lemma,

R∑
r=1

|U(xr)|2 ≤ 1

δ

K∑
k=−K

|bk|2 +
( K∑
k=−K

|bk|2
)1/2( K∑

k=−K

|2πikbk|2
)1/2

.

Since |2πik| ≤ 2πK for −K ≤ k ≤ K, it follows that

R∑
r=1

∣∣∣∣ K∑
k=−K

bke(kxr)

∣∣∣∣2 ≤
(1
δ
+ 2πK

) K∑
k=−K

|bk|2.

This is a special case of (
E:LSIneq1
19.3). To obtain the general case letK = ⌊N/2⌋,

put L = K +M + 1, and set U(x) = T (x)e(−Lx). Then U(x) is of the

required shape, |U(x)| = |T (x)|, and 2K ≤ N , so we have proved

T:LSIneq1 Theorem 19.3 Suppose that M and N are integers, N ≥ 1, and that

T (x) is a trigonometric polynomial as given in (
E:DefTP
19.1). Suppose that δ >

0, and that the points xr are well-spaced in the sense that (
E:xWellSpaced
19.2) holds.

Then
R∑
r=1

|T (xr)|2 ≤
(1
δ
+ πN

) M+N∑
n=M+1

|cn|2.

For purposes of estimating character sums, the above estimate is per-

fectly satisfactory, but when dealing with arithmetic progressions the

coefficient of N on the right hand side becomes important. To optimize

this dependence we adopt a different line of attack. The quantity to be

estimated is a bilinear form in the coefficients cn. Often when presented

with the problem of estimating a bilinear form we simply expand, take

the outer summation inside, and estimate the resulting innermost sum:

R∑
r=1

∣∣∣∣ M+N∑
n=M+1

cne(nxr)

∣∣∣∣2 =

M+N∑
m=M+1

M+N∑
n=M+1

cmcn

R∑
r=1

e((m− n)xr).

Unfortunately, we have little control over the inner sum on the right, so

this approach, in its most direct form, leads nowhere. However, every

bilinear form inequality has a dual, and we have the option of passing

to the dual before performing the above manipulations. More precisely,

by Theorem
T:BilinDuality
G.1 we see that the inequality (

E:LSIneq1
19.3) holds for all choices

of the cn if and only if

M+N∑
n=M+1

∣∣∣∣ R∑
r=1

yre(nxr)

∣∣∣∣2 ≤ ∆

R∑
r=1

|yr|2 (19.7) E:LSDual1
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for all yr. On expanding and taking the sum over n inside we find that

the left hand side above is

=

R∑
r=1

R∑
s=1

yrys

M+N∑
n=M+1

e(n(xr − xs)).

By applying (
E:GeoSumEst
16.4) to estimate the innermost sum we could demonstrate

that ∆ ≤ N + O(δ−1 log δ−1), which is good for N but inferior for δ.

The extra logarithm results from the inverse first power decay of the

exponential sum, which in turn is attributable to the jump discontinuity

of the characteristic function χ
I
(x) of the interval I = [M + 1,M +N ].

To obtain an exponential sum that decays faster, we introduce a smooth

weighting factor.

T:LSIneq3 Theorem 19.4 Suppose that M and N are integers, N ≥ 1, and that

T (x) is a trigonometric polynomial as given by (
E:DefTP
19.1). Suppose that 0 <

δ ≤ 1, and that the points xr are well-spaced in the sense that (
E:xWellSpaced
19.2)

holds. Then

R∑
r=1

|T (xr)|2 ≤
(
N +

1

δ
− 1
) M+N∑
n=M+1

|cn|2.

Proof If R = 1, then we have the stated result by Cauchy’s inequality,

as in (
E:LS1pt
19.4). If R ≥ 2, then δ ≤ 1/2. We proceed to (

E:LSDual1
19.7), but before

expanding we introduce a weighting factor w(n). If χ
I
(n) ≤ w(n) for all

integers n, then the left hand side of (
E:LSDual1
19.7) is

≤
∑
n∈Z

w(n)

∣∣∣∣ R∑
r=1

yre(nxr)

∣∣∣∣2.
Suppose that

∑
n∈Z w(n) <∞, and putW (x) =

∑
n∈Z w(n)e(nx). Thus

W (x) is a continuous function with period 1 whose Fourier coefficients

are the w(n). On expanding the above we see that it is

=

R∑
r=1

R∑
s=1

yrys
∑
n∈Z

w(n)e(n(xr − xs)) =

R∑
r=1

R∑
s=1

yrysW (xr − xs).



164 The Large Sieve

Let A be a positive parameter, and set

w(n) =



0 (n ≤M + 1−A),
1
A (n−M − 1 +A) (M + 1−A ≤ n ≤M + 1),

1 (M + 1 ≤ n ≤M +N),
1
A (N +A− n) (N ≤ n ≤ N +A),

0 (n ≥ N +A),

then W (x) decays like an inverse square, and by choosing A carefully

with A ≍ 1/δ we can show that ∆ ≤ N + 2/δ. However, by employing

the more sophisticated weighting given in Theorem
T:PropWpm
E.5 we find that we

can actually ensure thatW (x) = 0 for ∥x∥ ≥ δ, so that the bilinear form

above consists only of diagonal terms. Moreover, with this choice of the

w(n) we find that W (0) = N − 1 + 1/δ, so the proof is complete.

In most arithmetic applications of the large sieve, the xr are simply

taken to be the Farey fractions of order Q, as below.

Co:LSFarey Corollary 19.5 Let M and N be integers, N ≥ 1, and suppose that

T (x) is a trigonometric polynomial of the form (
E:DefTP
19.1). Then for any

positive integer Q,

Q∑
q=1

q∑
a=1

(a,q)=1

|T
(
a/(q)

)
|2 ≤ (N +Q2)

M+N∑
n=M+1

|cn|2.

Proof By Cauchy’s inequality, |T (1)|2 ≤ N
∑
n |cn|2, which suffices. For

Q ≥ 2, the numbers 1/2 and 1/1 are among the Farey fractions of order

Q, with the result that two adjacent Farey fractions, a/q and a′/q′ differ

by at most 1/2. Thus∥∥∥a
q
− a′

q′

∥∥∥ =
∣∣∣a
q
− a′

q′

∣∣∣ = |aq′ − a′q|
qq′

≥ 1

qq′
.

Thus we may take δ = 1/Q2.

S:TrigPolys

19.1.1 Exercises

1. Let T (x) be defined as in (
E:DefTP
19.1).
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(a) Show that∫ 1

0

Q∑
q=1

q∑
a=1

(a,q)=1

|T (x+ a/q)|2 dx =
(∑
q≤Q

φ(q)
) M+N∑
n=M+1

|cn|2.

(b) Deduce that there is an x such that

Q∑
q=1

q∑
a=1

(a,q)=1

|T (x+ a/q)|2 dx ≳
3

π2
Q2

M+N∑
n=M+1

|cn|2.

2. Suppose that f(x) is a complex-valued function with a continuous

first derivative, and that f(x) → 0 as x→ ±∞. Show that

|f(x)| ≤ 1

2

∫ ∞

−∞
|f ′(u)| du

for all real x. (Thus ∥f∥∞ ≤ 1
2∥f

′∥1.)
3. Suppose that a > 0, and that f(x) has a continuous first derivative

for −a ≤ x ≤ a. Show that if −a ≤ x ≤ a, then∣∣∣f(x)− 1

2a

∫ a

−a
f(u) du

∣∣∣ ≤ ∫ a

−a
|f ′(u)| du.

4. Suppose that f ′(x) is continuous for 0 ≤ x ≤ 1.

(a) Show that if 0 ≤ x ≤ 1, then

f(x) =

∫ 1

0

f(u) du+

∫ x

0

f ′(u)u du+

∫ 1

x

f ′(u)(u− 1) du.

(b) Deduce that

max
0≤x≤1

|f(x)| ≤
∫ 1

0

|f(u)| du+

∫ 1

0

|f ′(u)| du.

5. Suppose that f(x, y) has continuous derivatives through the second

order on [0, 1]2.

(a) Show that if 0 ≤ x ≤ 1 and 0 ≤ y ≤ 1, then

|f(x, y)| ≤
∫ 1

0

∫ 1

0

|f(u, v)|+|f1(u, v)|+|f2(u, v)|+|f12(u, v)| du dv.

(b) Show that

|f(1/2, 1/2)| ≤
∫ 1

0

∫ 1

0

|f(u, v)|+ 1

2
|f1(u, v)|

+
1

2
|f2(u, v)|+

1

4
|f12(u, v)| du dv.
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6. (a) Suppose that
∫∞
0
f(x) dx is a convergent improper Riemann in-

tegral. Show that if f ′(x) → 0 as x → ∞, then f(x) → 0 as

x→ ∞.

(b) Show that if g(x) → 0 as x→ ∞ and g′′(x) → 0 as x→ ∞, then

g′(x) → 0 as x→ ∞.

Exer:LocalDensity 7. Let x1, x2, . . . , xR be points in T. For δ > 0 let Nδ(x) denote the

number r for which ∥xr − x∥ < δ.

(a) Show that ∑
1≤r≤R

∥xr−x∥≤δ/2

1

Nδ(xr)
≤ 1

for all x ∈ T.
(b) Show that if M and N are integers, N ≥ 1, and T (x) is given by

(
E:DefTP
19.1), then

R∑
r=1

|T (xr)|2

Nδ(xr)
≤
(1
δ
+ πN

) M+N∑
n=M+1

|cn|2

for all δ > 0.

(c) Show that the above includes Theorem
T:LSIneq1
19.3.

8. Let µ be a nonnegative measure on T.

(a) Show that if T (x) is given as in (
E:DefTP
19.1), and if δ > 0, then∫

T
|T (x)|2 dµ(x) ≤

(
max
x∈T

µ((x−δ/2, x+δ/2))
)(1

δ
+πN

) M+N∑
n=M+1

|cn|2.

(b) Derive Theorem
T:LSIneq1
19.3 from the above.

9. (P. J. Cohen, oral communication 1977) Suppose that M and N areExer:PJCohen

integers, N ≥ 1, and that T (x) is a trigonometric polynomial as given

in (
E:DefTP
19.1). Suppose that δ > 0 and that the points xr are well spaced in

the sense that (
E:xWellSpaced
19.2) holds. Suppose further that there are constants

A, B and a real valued function f(N, δ) such that

N−1 sup
δ
f(N, δ) → 0 asN → ∞

and such that for any choice of the above we have

R∑
r=1

|T (xr)|2 ≤ (AN +Bδ−1 + f(N, δ))

M+N∑
n=M+1

|cn|2.
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Let H be a positive integer, and define

xrh =
xr + h

H
1 ≤ r ≤ R, 0 ≤ h < H,

bn =

{
cn/H when H|n,
0 when H ∤ n,

T ∗(x) =

HM+HN∑
n=HN+H

bne(nx).

(a) Prove that min ∥xrh − xsj∥ ≥ δ/H where the minimum is taken

over pairs r, h and s, j with r, h ̸= s, j.

(b) Prove that

R∑
r=1

H−1∑
h=0

|T ∗(x)|2 ≤ ∆

M+N∑
n=M+1

|cn|2

where

∆ = A(HN −H + 1) +
BH

δ
+ f

(
HN −H + 1,

δ

H

)
.

(c) Prove that

R∑
r=1

H−1∑
h=0

|T ∗(x)|2 = H

R∑
r=1

|T (xr)|2.

(d) Prove that

R∑
r=1

|T (xr)|2 ≤ (A(N − 1) +Bδ−1)

M+N∑
n=M+1

|cn|2.

10. Suppose that δ > 0 and that the points xr satisfy (
E:xWellSpaced
19.2). Show that

for any yr there is a number θ, −1 ≤ θ ≤ 1 such that

M+N∑
n=M+1

∣∣∣∣ R∑
r=1

yre(nxr)

∣∣∣∣2 =
(
N − 1 +

θ

δ

) R∑
r=1

|yr|2.

Exer:LSBP 11. Take

T (x) =

K∑
k=1

e(kRx)

and set xr = r/R for r = 1, 2, . . . , R.
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(a) Show that when this particular trigonometric polynomial is ex-

pressed in the notation of (
E:DefTP
19.1), the parameter N is = KR −

R+ 1.

(b) Compute all quantities in (
E:xWellSpaced
19.2) in terms of K and R, and show

that equality is achieved.

(c) Show that (N − 1)δ is an integer.

12. (
HLM78
Montgomery (1978)) Let M and N ≥ 1 be integers, and suppose

that T (x) is given by (
E:DefTP
19.1). For given positive integers Q, X, let

∆ = ∆(N,Q,X) be the optimal constant in the inequality

∑
q∈Q

q∑
a=1

(a,q)=1

|T (a/q)|2 ≤ ∆

M+N∑
n=M+1

|cn|2

where the cn are arbitrary and Q is a set of X positive integers not

exceeding Q. Show that ∆(N,Q,X) ≍ min(N +Q2, X(N +Q)).

13. (
Bur71
Burgess (1971)) Let Nδ(x) be defined as in Exercise

Exer:LocalDensity
7, but take the

xr to be as in the preceding exercise, namely the points a/q with

(a, q) = 1 and q ∈ Q.

(a) Show that if δ = (QX)−1, then∑
q∈Q

q∑
a=1

(a,q)=1

Nδ(a/q) ≪ QX.

(b) By using Cauchy’s inequality and applying the above and Exer-

cise
Exer:LocalDensity
7, show that

∑
q∈Q

q∑
a=1

(a,q)=1

|T (a/q)| ≪
(
QX(N +QX)

M+N∑
n=M+1

|cn|2
)1/2

.

14. We have discussed a bilinear form with a coefficient matrix of the

form [e(nxr)] where the n are consecutive integers and the xr are

well-spaced moduulo 1. We now consider a more general bilinear form

with a coefficient matrix of the form [e(λmµn)] where the λm and µn
are both well-spaced sequences. Specifically, suppose that −L/2 ≤
λm ≤ L/2 for all m, and |λm − λm′ | ≥ η > 0 for m ̸= m′, while

0 ≤ µn ≤M for all n, and |µn − µn′ | ≥ δ > 0 for n ̸= n′. Our object

is to find a number ∆ = ∆(L, η,M, δ) such that∑
n

∣∣∣∑
m

xme(λmµn)
∣∣∣2 ≤ ∆2

∑
m

|xm|2 (19.8) E:ASVar
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for all choices of the variables xm.

(a) Let S(µ) =
∑
m xme(λmµ). Show that

∑
n

|S(µn)|2 ≤ 1

δ

∫ M+ 1
2 δ

− 1
2 δ

|S(µ)|2 dµ+

∫ M+ 1
2 δ

− 1
2 δ

|S(µ)S′(µ)| dµ.

(b) Let S+(µ) be Selberg’s majorant function as in Theorem
T:SelbergFcns
E.3,

chosen so that it majorizes the characteristic function of the in-

terval [a, b], its Fourier transform has support in (−η, η), and

S+(0) = b− a+ 1/η. Show that if T (µ) =
∑
m cme(λmµ), then∫ b

a

|T (µ)|2 dµ ≤
∫ ∞

−∞
S+(µ)|T (µ)|2 dµ = (b− a+ 1/η)

∑
m

|cm|2.

(c) Deduce that∫ M+ 1
2 δ

− 1
2 δ

|S(µ)|2 dµ ≤ (M + δ + 1/η)
∑
m

|xm|2,

∫ M+ 1
2 δ

− 1
2 δ

|S′(µ)|2 dµ ≤ π2L2(M + δ + 1/η)
∑
m

|xm|2.

(d) Deduce that (
E:ASVar
19.8) holds with ∆2 = (πL+ 1/δ)(M + δ + 1/η).

(e) Show that the same bound holds when the intervals [−L/2, L/2],
[0,M ] are replaced by [A,A+ L], [B,B +M ] for any A and B.

(f) Show that the number of m is ≤ 1+L/η. Deduce that |S(µ1)|2 ≤
(1+L/η)

∑
m |xm|2. Show that if there are two or more values of

n, then δ ≤M , in which case ∆2 ≤ (πL+ 1/δ)(2M + 1/η).
AS91
Selberg (1991, pp. 221–224) used a different method to show that one

can take ∆2 = (L+1/δ)(M+1/η)+1+min(δL, ηM), and speculated

that the inequality will still hold without the last term (min(· · · )).
EP85
Preissmann (1985) had shown earlier that the inequality is in general

false when ∆2 = (L+ 1/δ)(M + 1/η).

19.2 Mean square distribution in arithmetic
progressions

S:DistAPs

Suppose that we have a sequence of numbers cn forM+1 ≤ n ≤M+N .

We now consider how these numbers are distributed when n falls in
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various arithmetic progressions. Let

Z(q, h) =

M+N∑
n=M+1
n≡h (q)

cn. (19.9) E:DefZqh

If T (x) is given as in (
E:DefTP
19.1), then

T (a/q) =

q∑
h=1

Z(q, h)e(ah/q),

and hence by the orthogonality of the additive characters (mod q) (or,

in other words, Parseval’s identity for the Discrete Fourier Transform,

as we treated in §4.1) it follows that

q∑
a=1

|T (a/q)|2 = q

q∑
h=1

|Z(q, h)|2. (19.10) E:ZqhMeanSqr

Let

Z = Z(1, 0) = T (0) =

M+N∑
n=M+1

cn. (19.11) E:DefZ

Thus the average of the Z(q, h) is Z/q. It is natural to consider the mean

square difference of the Z(q, h) from its mean (called the ‘variance’ in

probability theory). We now express this variance in terms of T .

L:Var2T2 Lemma 19.6 Let T , Z(q, h), and Z be defined as in (
E:DefTP
19.1), (

E:DefZqh
19.9),

and (
E:DefZ
19.11), respectively. Then

q

q∑
h=1

|Z(q, h)− Z/q|2 =

q−1∑
a=1

|T (a/q)|2

for arbitrary complex numbers cn.

Proof On expanding, we see that the left hand side above is

= q

q∑
h=1

|Z(q, h)|2 − 2ReZ

q∑
h=1

Z(q, h) + |Z|2.

Here the second sum is Z, so the above is

= q

q∑
h=1

|Z(q, h)|2 − |Z|2.

The stated identity now follows by appealing to (
E:ZqhMeanSqr
19.10) and (

E:DefZ
19.11).
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In the above we have restricted a to nonzero residue classes modulo

q, but not to reduced residue classes, as would be required in order to

appeal to Corollary
Co:LSFarey
19.5. However, for a prime modulus the reduced

residues and nonzero residues coincide, so we have

T:DistResClassModp Theorem 19.7 Let N ⊆ [M + 1,M +N ] be a aset of Z integers. Let

Z(q, h) denote the number of n ∈ N such that n ≡ h (mod q). Then for

any positive integer Q,∑
p≤Q

p

p∑
h=1

(Z(p, h)− Z/p)2 ≤ (N +Q2)Z.

Proof Take cn = 1 if n ∈ N, and cn = 0 otherwise. In Lemma
L:Var2T2
19.6,

replace q by p, sum over p ≤ Q, and then apply Corollary
Co:LSFarey
19.5.

From the above estimate we see that if Z > N1/2+ε, then most of the

numbers Z(p, h) are near their mean, Z/p, for p ≤ N1/2. In particular,

we note the following consequence.

Co:LS2 Corollary 19.8 Let N ⊆ [M+1,M+N ] be a set of Z integers. Choose

τ , 0 < τ ≤ 1, and let P denote the set of primes p ≤ Q such that

Z(p, h) = 0 for at least τp residue classes h (mod p). Put P = card(P).

Then

Z ≤ N +Q2

τP
.

Here we finally see how the large sieve got its name: We are estimating

how many integers remain in an interval after a large amount of sifting

has been done. We find, not surprisingly, that Z is small if P is large,

and vice versa.

Proof If p ∈ P, then the inner sum in Theorem
T:DistResClassModp
19.7 is (Z/p)2 for at

least τp values of h. Hence the prime p contributes at least τZ2 to the

left hand side, so we see that

τPZ2 ≤ (N +Q2)Z.

If Z = 0, then there is nothing to prove. Otherwise Z > 0, and we may

cancel Z from both sides to obtain the stated inequality.

To exemplify the sorts of arithmetic applications that these tools

might find, we apply Corollary
Co:LS2
19.8 to show that the least quadratic

non-residue of a prime p > 2 is not often very large. For an odd prime p,

let n2(p) denote the least positive quadratic nonresidue. The distributionlqnr

of this quantity is quite easy to determine: We first observe that n2(p) is
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a prime number, for if n2(p) = ab, then
(
ab
p

)
= −1, and hence

(
a
p

)
= −1

or
(
b
p

)
= −1. We note by quadratic reciprocity that n2(p) = 2 if p ≡ ±3

(mod 8), which by the prime number theorem for arithmetic progres-

sions is the case for asymptotically 1/2 of the primes p. Also, n2(p) = 3

if
(
2
p

)
= 1 and

(
3
p

)
= −1. That is, either p ≡ 1 (mod 8) and

(
p
3

)
= −1

or if p ≡ 7 (mod 8) and
(
p
3

)
= 1. Hence n2(p) = 3 for asymptotically

1/4 of the primes. Let p1 < p2 < p3 < . . . be the prime numbers listed in

increasing order. Then by continuing in this way we see that n2(p) = pk
for asymptotically 2−k of the primes. Using the Siegel-Walfisz theorem

(Corollary 11.19) to the modulus q = 4
∏k
j=1 pj < e(1+ε)k log k, we can

state this quantitatively:

card{p ≤ x : n2(p) = pk} =
lix

2k
+O

(
x exp(−c

√
log x)

)
(19.12) E:n2pDist

for pk ≪ log log x. For somewhat larger k we can appeal to the Brun–

Titchmarsh inequality (Theorem 3.9). Thus we see that

card{p ≤ x : n2(p) ≥ pk} ≪ x

2k log x
(19.13) E:n2pDistEst

uniformly for pk ≤ 1
2 log x. The presumption that this bound might hold

for still larger pk suggests the conjecture that

n2(p) ≤ (1 + o(1))(log p) log log p (19.14) E:n2pConj

for large primes. This is stronger than the bound we derived from the

Generalized Riemann Hypothesis (cf. Theorem 13.11). To bound the

frequency with which n2(p) might be larger, we employ Corollary
Co:LS2
19.8.

T:n2pLarge1 Theorem 19.9 Let a be fixed, a > 2. The number of primes p, 2 <

p ≤ x for which n2(p) > (log p)a is < x2/a+o(1).

Proof We apply Corollary
Co:LS2
19.8 with N = Q2, N = {n ∈ [1, N ] : p|n ⇒

p < (logQ/2)a}, and P = {p ∈ (Q/2, Q] : n2(p) > (log p)a}. Thus if

n ∈ N and p ∈ P, then all the prime factors of n are so small that they

are quadratic residues (mod p), and hence
(
n
p

)
= 1. Hence Z(p, h) = 0

for at least (p + 1)/2 residue classes h (mod p), and so we may take

τ = 1/2. By Corollary 7.9 we know that Z = N1−1/a+o(1). Consequently

P ≪ N1/a+o(1) = Q2/a+o(1). To complete the proof it suffices to set

Q = 2−jx and sum over j = 0, 1, 2, . . ..

We recall from Chapter 9 that Vinogradov’s Hypothesis asserts that

n2(p) ≪ε p
ε for all ε > 0. Although this has not yet been proved for all
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p, we can use the above method to show that any possible exceptions

are exceedingly rare.

T:n2pLarg2 Theorem 19.10 (
YVL42
Linnik (1942)) If δ > 0, then the number of primes

p ≤ x for which n2(p) > pδ is ≪δ log log x.

Proof Let P be the set of primes p, Q1/2 < p ≤ Q, for which n2(p) > pδ.

We show that P ≪δ 1; then the stated result follows on summing over

Q = x1/2
j

. Put N = Q2, and let N be the set of integers n, 1 ≤ n ≤
N , composed entirely of prime numbers not exceeding Nδ/4. As in the

preceding proof we may take τ = 1/2 in Corollary
Co:LS2
19.8. By Dickman’s

Theorem (Theorem 7.2) we know that Z ≫δ N . Hence by Corollary
Co:LS2
19.8

we see that P ≪δ 1, and the proof is complete.

Since we have determined the distribution function of the n2(p), and

have also shown that large values of n2(p) are rare, we can deduce that

a moment of the n2(p) tends to the moment of the distribution function.

T:n2pDistMoments Theorem 19.11 (
EP61
Erdős (1961)) Suppose that δ ≥ 0 is chosen so that

n2(p) < pδ+ε for all p > p0(ε). Let γ be a fixed real number such that

γ < 1/δ. Then ∑
2<p≤x

n2(p)
γ ∼ c(γ)π(x) (19.15) E:n2pDistMoments

as x tends to infinity, where

c(γ) =

∞∑
k=1

pγk/2
k

and 2 = p1 < p2 < · · · are the primes in increasing order.

From (
E:n2pDistMoments
19.15) it is easy to deduce that n2(p) ≪ p1/γ , so it is to be

expected that we can prove (
E:n2pDistMoments
19.15) only under the assumption that γ <

1/δ. By our remarks following Theorem 9.27 we may take δ = 1/(4
√
e).

Thus it follows that (
E:n2pDistMoments
19.15) holds for all γ < 4

√
e = 6.59 . . ..

Proof By (
E:n2pDist
19.12) we see that the primes p ≤ x for which n2(p) ≤

log log x contribute to the left hand side of (
E:n2pDistMoments
19.15) an amount that

is asymptotic to the right hand side of (
E:n2pDistMoments
19.15). Thus it remains to

show that those p for which n2(p) is larger make a smaller contribu-

tion. Suppose that log log x < pk ≤ 1
2 log x. By (

E:n2pDistEst
19.13) we see that

the number of p ≤ x for which n2(p) = pk is ≪ 2−kπ(x). On sum-

ming this over the appropriate range of k we obtain a contribution

that is o(π(x)). Next suppose that 1
2 log x < pk ≤ (log x)C where C
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is to be determined later. By (
E:n2pDistEst
19.13) we see that the number of p ≤ x

for which n2(p) falls in this range is ≪ x exp(−c(log x)/ log log x). The
maximum contribution made by such a prime is (log x)C . Since the

product of these last two quantities is o(π(x)) this suffices. Finally con-

sider primes p for which n2(p) > (log x)C . By Theorem
T:n2pLarge1
19.9 the number

of such primes is < x2/C+ε. The maximum contribution made by such

a prime is < xγ(δ+ε). Hence the total contribution by all such primes is

< xγ(δ+ε)+2/C+ε. Now γδ < 1, so we may choose ε > 0 so small that

γ(δ+ ε) ≤ 1− 3ε. If we take C = 2/ε, then the contribution in question

is < x1−ε = o(π(x)), so the proof is complete.

Suppose that we try to use Theorem
T:DistResClassModp
19.7 as a small sieve. For example,

suppose that N = {p : N1/2 < p ≤ N} and that Q = N1/2. Then

Z(p, 0) = 0 for all p ≤ Q, and hence we obtain the estimate

Z ≪ N∑
p≤Q 1/p

≪ N

log logN
,

which is vastly inferior to the bounds we obtained by Selberg’s method

(cf. Theorem 3.3). Of course the log logN arises because the sum is

restricted to primes. If we were able to sum over all q ≤ Q, then we might

expect to get a bound O(N/ logN), comparable to our prior estimates.

We now show that this can be done.

L:sum*|T|2ge Lemma 19.12 (
HLM68
Montgomery (1968)) For M+1 ≤ n ≤M+N let the

numbers cn be given. For each prime p let D(p) be the collection of those

residue classes d (mod p) for which cn = 0 whenever n ≡ d (mod p).

Let δ(p) = cardD(p), and let R(p) be the complementary set of p− δ(p)

residue classes (mod p). Finally, let T (x), Z(q, h), and Z be defined as

in (
E:DefTP
19.1), (

E:DefZqh
19.9) and (

E:DefZ
19.11). If q is squarefree, then

q∑
a=1

(a,q)=1

|T (a/q)|2 ≥ |Z|2
∏
p|q

δ(p)

p− δ(p)
. (19.16) E:Sum(q)LB

We think of the residue classes D(p) as being deleted, so that R(p) is

the set of residue classes that remain. We note that if we replace the cn
by cne(nβ), then the numbers δ(p) are unchanged, so that not only do

we have (
E:Sum(q)LB
19.16), but more generally

q∑
a=1

(a,q)=1

|T (a/q + β)|2 ≥ |T (β)|2
∏
p|q

δ(p)

p− δ(p)
(19.17) E:Sum(q)LBbeta

for any real number β.
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Proof We induct on the number of primes dividing q. The assertion is

trivial when q = 1. Suppose that q is prime, say q = p. By Lemma
L:Var2T2
19.6

we know that

p−1∑
a=1

|T (a/p)|2 = p

p∑
h=1

∣∣∣Z(p, h)− Z

p

∣∣∣2. (19.18) E:VarEval2

Clearly

p
∑

h∈D(p)

∣∣∣Z(p, h)− Z

p

∣∣∣2 = p
∑

h∈D(p)

∣∣∣Z
p

∣∣∣2 = |Z|2 δ(p)
p
. (19.19) E:DSumEval

On the other hand,∑
h∈R(p)

(
Z(p, h)− Z

p

)
= Z − (p− δ(p))

Z

p
=
δ(p)

p
Z,

so by Cauchy’s inequality

δ(p)2

p2
|Z|2 =

∣∣∣∣ ∑
h∈R(p)

(
Z(p, h)− Z

p

)∣∣∣∣2 ≤ (p− δ(p))
∑

h∈R(p)

∣∣∣Z(p, h)− Z

p

∣∣∣2.
Thus

p
∑

h∈R(p)

∣∣∣Z(p, h)− Z

p

∣∣∣2 ≥ δ(p)2

p(p− δ(p))
|Z|2.

On combining this with (
E:DSumEval
19.19), we find that

p

p∑
h=1

∣∣∣Z(p, h)− Z

p

∣∣∣2 ≥ |T (0)|2 δ(p)

p− δ(p)
,

which is (
E:Sum(q)LB
19.16) when q is prime.

Now suppose that q is the product of two or more primes, so that

we may write q = q1q2 with (q1, q2) = 1, q1 > 1, q2 > 1. Since q1 and

q2 each has fewer prime factors than q, by the inductive hypothesis we

know that the inequality (
E:Sum(q)LB
19.16) (and hence also (

E:Sum(q)LBbeta
19.17)) hold for q1

and for q2. By the Chinese Remainder Theorem we see that

q∑
a=1

(a,q)=1

|T (a/q)|2 =

q1∑
a1=1

(a1,q1)=1

q2∑
a2=1

(a2,q2)=1

|T (a1/q1 + a2/q2)|2.
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By taking β = a1/q1 in (
E:Sum(q)LBbeta
19.17) we see that the above is

≥
q1∑

a1=1
(a1,q1)=1

|T (a1/q1)|2
∏
p|q2

δ(p)

p− δ(p)
.

By (
E:Sum(q)LB
19.16) this is

≥ |T (0)|2
∏
p|q1

δ(p)

p− δ(p)

∏
p|q2

δ(p)

p− δ(p)
= |T (0)|2

∏
p|q

δ(p)

p− δ(p)
,

so the induction is complete.

T:LS3 Theorem 19.13 Let N be a set of Z integers in the interval M +1 ≤
n ≤ M + N . For each prime p let δ(p) denote the number of residue

classes (mod p) not represented by any member n ∈ N. Then for any

integer Q ≥ 1,

Z ≤ N +Q2

L

where

L =
∑
q≤Q

µ2(q)
∏
p|q

δ(p)

p− δ(p)
.

Precisely the same estimate can be obtained by Selberg’s Λ2 method, if

Theorem
T:PropWpm
E.5 is used to eliminate the non-diagonal terms (see Exercise 5

below).

Proof By Lemma
L:sum*|T|2ge
19.12 it is clear that

Z2µ2(q)
∏
p|q

δ(p)

p− δ(p)
≤

q∑
a=1

(a,q)=1

|T (a/q)|2. (19.20) E:sum|T|2ge

We sum this over q ≤ Q and apply Corollary
Co:LSFarey
19.5 to see that

Z2L ≤ (N +Q2)Z.

If Z = 0, then there is nothing to prove. If Z > 0, then we cancel Z

from both sides to obtain the stated inequality.

We now give a second proof of Lemma
L:sum*|T|2ge
19.12, by exhibiting an explicit

expression for the difference between the two sides of the inequality

(
E:Sum(q)LB
19.16).
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T:|sum*|T|2Id Theorem 19.14 (
MNH72
Huxley (1972)) For M + 1 ≤ n ≤ M + N let the

numbers cn be given. For each prime p let D(p) be the collection of those

residue classes d (mod p) for which cn = 0 whenever n ≡ d (mod p).

Let δ(p) = cardD(p), and let R(p) be the complementary set of p− δ(p)

residue classes (mod p). For general q let R(q) be the collection of those

residue classes r (mod q) such that r ∈ R(p) for all p|q. Put r(q) =

cardR(q). Finally, let T (x), Z(q, h), and Z be defined as in (
E:DefTP
19.1), (

E:DefZqh
19.9)

and (
E:DefZ
19.11). If q is squarefree, then

q∑
a=1

(a,q)=1

|T (a/q)|2 = |Z|2
∏
p|q

δ(p)

p− δ(p)

+

q∑
a=1

(a,q)=1

∣∣∣ ∑
r∈R(q)

e(ar/q)
(
Z(q, r)− Z/r(q)

)∣∣∣2. (19.21) E:SumExpan1

Proof We first show that if k ∈ R(q), then

∑
h∈R(q)

cq(h− k) =
∏
p|q

δ(p) (19.22) E:sum=prod

where cq(n) is Ramanujan’s sum (cf. §4.1). We recall from Theorem 4.1

that qq(n) =
∑
d|(q,n) dµ(q/d). Thus the left hand side above is

=
∑

h∈R(q)

∑
d|q

d|(h−k)

dµ(q/d) =
∑
d|q

dµ(q/d)
∑

h∈R(q)
h≡k (d)

1.

In the inner sum, h (mod p) is fixed if p|d, but is free to take on any

value in R(p) if p ∤ d. Thus there are
∏
p|q/d(p− δ(p)) such h, and hence

the expression above is

=
∑
d|q

dµ(q/d)
∏
p|q/d

(
p− δ(p)

)
=
∏
p|q

(
p− (p− δ(p))

)
,

and so we have (
E:sum=prod
19.22).

To establish (
E:SumExpan1
19.21) we expand the second term on the right hand
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side, and find that it is

q∑
a=1

(a,q)=1

∣∣∣ ∑
h∈R(q)

Z(q, h)e(ah/q)
∣∣∣2

− 2Re
Z

r(q)

q∑
a=1

(a,q)=1

∑
h∈R(q)

Z(q, h)
∑

k∈R(q)

e(a(h− k)/q)

+
|Z|2

r(q)2

q∑
a=1

(a,q)=1

∣∣∣ ∑
h∈R(q)

e(ah/q)
∣∣∣2

= T1 − 2ReT2 + T3,

say. Clearly T1 is equal to the left hand side of (
E:SumExpan1
19.21). By taking the

sum over a inside and applying (
E:sum=prod
19.22) we see that

T2 =
Z

r(q)

∑
h∈R(q)

Z(q, h)
∏
p|q

δ(p) = Z

(∏
p|q

δ(p)

p− δ(p)

) ∑
h∈R(q)

Z(q, h)

= |Z|2
∏
p|q

δ(p)

p− δ(p)
.

Finally, we see that

T3 =
|Z|2

r(q)2

∑
k∈R(q)

∑
h∈R(q)

cq(h− k),

which by (
E:sum=prod
19.22) is

=
|Z|2

r(q)2

∑
k∈R(q)

∏
p|q

δ(p).

The number of terms in the sum is r(q), so

T3 = |Z|2
∏
p|q

δ(p)

p− δ(p)
.

On combining these observations we obtain (
E:SumExpan1
19.21) and the proof is

complete.
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S:DistAPs

19.2.1 Exercises

1. Let Q be a set of pairwise coprime positive integers not exceeding Q,

suppose that T (x) is given as in (
E:DefTP
19.1), and that Z(q, h) is defined by

(
E:DefZqh
19.9).

(a) Show that

∑
q∈Q

q−1∑
a=1

|T (a/q)|2 ≤ (N +Q2)

M+N∑
n=M+1

|cn|2.

(b) Show that

∑
q∈Q

q

q∑
h=1

|Z(q, h)− Z/q|2 ≤ (N +Q2)

M+N∑
n=M+!

|cn|2.

(c) Show that this includes Theorem
T:DistResClassModp
19.7.

2. Let R(p) and δ(p) be defined as in Theorem
T:|sum*|T|2Id
19.14. Show that if q is

squarefree, then

q∑
h=1

( ∏
p|q

h∈R(p)

δ(p)

p− δ(p)

)2
= q

∏
p|q

δ(p)

p− δ(p)
.

3. (
HLM68
Montgomery (1968)) Let T (x) be defined as in (

E:DefTP
19.1), and Z(q, h)

be defined as in (
E:DefZqh
19.9). Put f(a) = T (a/q) if (a, q) = 1, f(a) = 0

otherwise. Let f̂(h) = 1
q

∑q
a=1 f(a)e(−ah/q) be the Discrete Fourier

Transform of f .

(a) Show that

f̂(h) =
1

q

∑
d|q

µ(q/d)dZ(d, h).

(b) Deduce that

q∑
a=1

(a,q)=1

|T (a/q)|2 =
1

q

q∑
h=1

∣∣∣∣∑
d|q

µ(q/d)dZ(d, h)

∣∣∣∣2.
4. Let w±(n) be defined as in Theorem

T:PropWpm
E.5. Show that if q ≤ 1/δ, then∑

n≡a (q)

w±(n) =W±(0)/q

for all a (mod q).
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5. Let w+ and W+ be as in Theorem
T:PropWpm
E.5, let f(x) be a polynomial with

integral coefficients, and let δ(p) denote the number of solutions of the

congruence f(x) ≡ 0 (mod p). Suppose that λd is real and subject to

the conditions λ1 = 1, λd = 0 for d > z. Assume that P is a positive

squarefree integer.

(a) Explain why

M+N∑
n=M+1

(f(n),P )=1

1 ≤
∑
n

(f(n),P )=1

w+(n)

≤
∑
n

w+(n)

( ∑
d|f(n)
d|P

λd

)2
. (19.23) E:(f(n),P)=1

(b) Show that if q is squarefree, then∑
n

q|f(n)

w+(n) =W+(0)
δ(q)

q

if q ≤ 1/δ, where δ(q) =
∏
p|q δ(p).

(c) Explain why it may be assumed that δ(p) > 0 for all p|P .
(d) Set δ = z−2, and show that the right hand side of (

E:(f(n),P)=1
19.23) is

= (N − 1 + z2)
∑
di|P
di≤z
i=1,2

λd1δ(d1)

d1

λd2δ(d2)

d2

(d1, d2)

δ((d1, d2))
. (19.24) E:Idcontd1

(e) Put g(q) =
∏
p|q(p−δ(p))/δ(p). Show that if q is squarefree, then∑

d|q

g(d) =
q

δ(q)
.

(f) Show that the right hand side of (
E:Idcontd1
19.24) is

= (N − 1 + z2)
∑
q|P
q≤z

g(q)y2q (19.25) E:Idcontd2

where

yq =
∑
d

q|d|P
d≤z

λdδ(d)

d
. (19.26) E:y_qForm
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(g) Show that if the yq are given as above, then

λd =
d

δ(d)

∑
q

d|q|P
q≤z

µ(q/d)yq. (19.27) E:lambda_dForm

(h) Show that the yq are real, that yq = 0 if q > z, and that∑
q|P
q≤z

µ(q)yq = 1.

(i) Show that configurations of yq with the properties described in

the preceding part are in one-to-one correspondence with admiss-

ible choices of the λd.

(j) Show that the sum in (
E:Idcontd2
19.25) is

=
∑
q|P
q≤z

g(q)
(
yq −

µ(q)

g(q)L

)2
+

1

L

where

L =
∑
q|P
q≤z

µ2(q)

g(q)
.

(k) Show that yq = µ(q)/(g(q)L) is an admissible choice of the yq,

and hence deduce that

card{n ∈ [M + 1,M + n] : (f(n), P ) = 1} ≤ N − 1 + z2

L
.

(l) Suppose that P is a positive integer, and that for each prime p|P
a set D(p) of δ(p) residue classes is given. Show that there is a

polynomial f(x) such that if p|P , then f(x) ≡ 0 (mod p) if and

only if x ∈ D(p).

An old conjecture, which perhaps dates to Gauss, is that if a is a given

integer, then there exist infinitely many primes for which a is a primitive

root, unless a = −1, 0, 1 or a is a perfect square. Suppose now that a

meets these requirements, and let Na(x) denote the number of primes

not exceeding x for which a is a primitive root. Artin (1927) conjectured

that a formula known as Artin’s Conjecture

Na(x) ∼ A(a)
x

log x
(x→ ∞).

Artin overlooked some considerations, with the result that his proposed
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formula for the constant A(a) was incorrect; the definition was amended

by Heilbronn.
CH67
Hooley (1967) showed that the (adjusted) Artin Conjec-

ture is true, provided that the Riemann Hypothesis for the Dedekind

zeta functions of a certain family of Galois number fields is true. From

the next exercise we find that any possible exceptions to Artin’s Con-

jecture are quite rare.

6. (
PXG67
Gallagher 1967)

(a) Let p be an odd prime. Note that the number of primitive roots

modulo p is φ(p− 1).

(b) Use the Siegel–Walfisz theorem and the Brun–Titchmarsh in-

equality to show that∑
p≤X

φ(p− 1)

p− 1
= c lix+O

(
X(logX)−A

)
for X ≥ 2, where c =

∏
p

(
1− 1

p(p−1)

)
.

(c) In Theorem
T:DistResClassModp
19.7, let N be the set of those integers n, 1 ≤ n ≤ N ,

such that n is not a primitive root (mod p) for any prime p ≤
√
N .

Set Q =
⌊√

N
⌋
. Explain why

p∑
h=1

(Z(p, h)− Z/p)2 ≥ Z2φ(p− 1)

p

for all p ≤ Q.

(d) Conclude that cardN ≪ N1/2 logN . Note N includes squares,

so cardN ≫ N1/2.
RV73
Vaughan (1973) derived a better bound for

cardN by arguing instead from Theorem
T:LS3
19.13.

7. Let p be a prime with (p, 10) = 1.

(a) Let h be the order of 10 modulo p. Show that the decimal expan-

sion of 1/p is periodic with least period h.

(b) Deduce that the decimal expansion of 1/p has least period p− 1

if and only if 10 is a primitive root of p. (The first such primes

are 7, 17, 19, 23, 29, 47, . . . .)

8. Suppose that p and q are primes, with p = 4q + 1. Show that 2 is

a primitive root of p. (To show that there are infinitely many such

(p, q) pairs would be similar to proving the twin prime conjecture.

One would conjecture that there are infinitely many such pairs, the

first few being (13,3), (29,7), (53,13), (149,37).)
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9. (
RV73
Vaughan 1973)

PE47
Erdős (1947) conjectured that 7, 15, 21, 45, 75 and

105 are the only values of n for which n− 2k is prime for all positive

integers k for which this expression is positive. Let E(N) be the

number of such n not exceeding N . Prove that there is a positive

constant c such that

E(N) ≪ N exp

(
− c(logN) log logN

log logN

)
.

10. Suppose that k ≥ 2 and that h1, . . . , hk are k distinct nonnegative

admissible integers in the sense of Definition
D:DefAdmiss
18.1. Define νp(h) to be

the number of different residue classes modulo p amongst the h and,

when N ∈ N, R(N ;h) to be the number of n ≤ N such that the

n+ hj are simultaneously prime.

(a) Suppose that Q ≥ 1. Prove that

R(N ;h) ≤ N +Q2

L(Q)
+Ok(Q)

where

L(Q) =
∑
q≤Q

µ(q)2
∏
P |q

νp(h)

p− νp(h)

(b) Suppose that Q ≥ 3. Prove that

L(Q) =
(logQ)k

k!S(h)
+Oh

(
(logQ)k−1

)
where S(h) is given by (

E:S(h)Formula
18.41).

(c) Suppose that N ≥ 3. Prove that

R(N ;h) ≤ 2kk!S(h)
N

(logN)k
+Oh

(
N log logN

(logN)k−1

)
.

11. (The ‘Larger Sieve’ of
PXG71
Gallagher 1971) Suppose that Q ≥ 1 and N ≥

1 and M are integers, and {cn} is a sequence of nonnegative real

numbers such that cn > 0 only when M + 1 ≤ n ≤ M + N . Define

Z(q, h) =
∑
n≡h (mod q) cn, Z = Z(1, 0) and let Aq be a set of residue

classes h modulo q such that Z(q, h) = 0 when h ̸∈ Aq and let r(q) =

cardAq.

(a) Suppose that r(q) ̸= 0. Prove that∑
h∈Aq

(
Z(h, q)− Z

r(q)

)2
=
∑
h∈Aq

Z(q, h)2 − Z2

r(q)
.
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(b) Let Q be a finite set of prime powers such that for q ∈ Q, r(q) ̸= 0.

Group pairs n1, n2 of members of [M + 1,M + N ] according to

their common difference, and hence show that∑
q∈Q

Λ(q)
∑
h∈Aq

Z(h, q)2 =
∑
n1,n2

cn1
cn2

∑
q∈Q

q|n2−n1

Λ(q)

(c) Prove that∑
n1,n2
n1 ̸=n2

cn1
cn2

∑
q∈Q

q|n2−n1

Λ(q) ≤
(
Z2 −

∑
n

c2n

)
logN.

(d) Deduce that∑
q∈Q

Λ(q)
∑
h∈Aq

Z(q, h)2 ≤
(
Z2 −

∑
n

c2n

)
logN +

∑
n

c2n
∑
q∈Q

Λ(q),

and so

0 ≤
(
Z2 −

∑
n

c2n

)
logN +

∑
n

c2n
∑
q∈Q

Λ(q)− Z2
∑
q∈Q

Λ(q)

r(q)
.

(e) Conclude that

Z2 ≤
∑
q∈Q Λ(q)− logN∑

q∈Q Λ(q)/r(q)− logN

M+N∑
n=M+1

c2n

provided that the denominator is positive, and that if cn = 0 or

1 for every n, then

Z ≤
∑
q∈Q Λ(q)− logN∑

q∈Q Λ(q)/r(q)− logN
.

12. Let N denote the set of those integers n, 1 ≤ n ≤ N such that n is

a quadratic or zero residue modulo p for every p ≤
√
N . Show that

cardN ≪
√
N . (This is best possible, since squares ≤ N are members

of N.)

13. (
RV14
Vaughan 2014) Prove if n ∈ N, then the number R(n) of solutions

of x3 + y2 = n in positive integers x and y satisfies R(n) ≪ n1/6.
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19.3 Character sums
S:LSCharSum

Let

S(χ) =

M+N∑
n=M+1

cnχ(n). (19.28) E:DefCharSum

We reduce the question of the mean square size of S(χ) for primitive

characters to the mean square size of the corresponding trigonometric

polynomial.

L:T(a/q)2S(chi) Lemma 19.15 Let S(χ) be defined as in (
E:DefCharSum
19.28), and T (x) be defined

as in (
E:DefTP
19.1). Then

q

φ(q)

∑⋆

χ

|S(χ)|2 ≤
q∑
a=1

(a,q)=1

|T (a/q)|2 (19.29) E:PrimCharSumIneq

where
∑⋆
χ denotes a sum over all primitive characters (mod q).

DefSumstar

Proof We recall (cf. Theorem 9.7) that if χ is a primitive character

(mod q), then χ(n) can be expressed in a simple way in terms of the

additive characters e(an/q), namely

τ(χ)χ(n) =

q∑
a=1

χ(a)e(an/q) (19.30) E:DFTofchi

for all n. On multiplying by cn and summing, we see that

τ(χ)S(χ) =

q∑
a=1

χ(a)T (a/q).

From Theorem 9.7 we know that |τ(χ)| = √
q for all primitive χ, so

on taking the modulus-squared and summing over primitive χ it follows

that

q
∑⋆

χ

|S(χ)|2 =
∑⋆

χ

∣∣∣∣ q∑
a=1

χ(a)T (a/q)

∣∣∣∣2
On the right hand side we drop the condition that χ be primitive, and

invoke the orthogonality of characters (as expressed in (4.14)) to see that

the above is

≤
∑
χ

∣∣∣∣ q∑
a=1

χ(a)T (a/q)

∣∣∣∣2 = φ(q)

q∑
a=1

(a,q)=1

|T (a/q)|2.

This gives the stated result.
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On combining Lemma
L:T(a/q)2S(chi)
19.15 with Corollary

Co:LSFarey
19.5 we obtain

T:LSchi Theorem 19.16 Let M and N be integers with N ≥ 1, and let S(χ)

be defined as in (
E:DefCharSum
19.28). Then for any integer Q ≥ 1,

∑
q≤Q

q

φ(q)

∑⋆

χ

|S(χ)|2 ≤ (N +Q2)

M+N∑
n=M+1

|cn|2

for arbitrary complex numbers cn.

S:LSCharSum

19.3.1 Exercises

1. Some parts of this exercise may be familiar. Let s(n) denote the

‘squarefree part’ of n, which is to say that s(n) is the largest squarefree

divisor of n.

(a) Show that if n is squarefree, then

1

φ(n)
=

1

n

∏
p|n

(
1 +

1

p
+

1

p2
+ · · ·

)
=

∑
m>0

s(m)=n

1

m
.

(b) Deduce that ∑
n≤x

µ(n)2

φ(n)
=

∑
m>0

s(m)≤x

1

m
.

(c) Show that the above is

≥
∑
m≤x

1

m
.

(d) By considering the sum above to be a Riemann sum, show that∑
n≤x

µ(n)2

φ(n)
≥ log x.

(e) (van Lint & Richert 1965) Show that if q is a positive integer,

then ∑
n≤x

µ(n)2

φ(n)
≤
(∑
d|q

µ(d)2

φ(d)

)( ∑
m≤x

(m,q)=1

µ(m)2

φ(m)

)
.
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(f) Conclude that ∑
m≤x

(m,q)=1

µ(m)2

φ(m)
≥ φ(q)

q
log x.

Exer:B-D68 2. (
BD68
Bombieri & Davenport (1968)) Recall from Theorem 9.5 that (

E:DFTofchi
19.30)

holds for all χ modulo q, if (n, q) = 1.

(a) Show that if cn = 0 whenever (n, q) > 1, then

∑
χ

|τ(χ)|2|S(χ)|2 = φ(q)

q∑⋆

a=1

|T (a/q)|2.

(b) Suppose that cn = 0 whenever n has a prime factor ≤ Q. Show

that ∑
q≤Q

1

φ(q)

∑
χ

|τ(χ)|2|S(χ)|2 ≤ (N +Q2)
M+N∑
n=M+1

|cn|2.

(c) Suppose that cn = 0 whenever (n, q) > 1, and that the character

χ (mod q) is induced by the primitive character χ⋆ (mod d).

Show that S(χ) = S(χ⋆).

(d) Recall from Theorem 9.10 that τ(χ) = τ(χ⋆)µ(q/d)χ⋆(q/d) if

(q/d, d) = 1 and that τ(χ) = 0 otherwise. Also, recall from The-

orem 9.7 that |τ(χ)| = √
q if χ is a primitive character modulo q.

Show that if the cn are as in (b), then

∑
q≤Q

q

φ(q)

(∑⋆

χ

|S(χ)|2
)( ∑

k≤Q/q
(k,q)=1

µ(k)2

φ(k)

)
≤ (N+Q2)

M+N∑
n=M+1

|cn|2.

(e) Show that if the cn are as in (b), then

∑
q≤Q

(
logQ/q

)∑⋆

χ

|S(χ)|2 ≤ (N +Q2)

M+N∑
n=M+1

|cn|2.

(f) Let N be the set of those integers n ∈ [M + 1,M +N ] such that

(n, q) = 1 for all q ≤ Q. Put Z = cardN. Show that

Z2 logQ+
∑

1<q≤Q

(
logQ/q

)∑⋆

χ

∣∣∣ ∑
n∈N

χ(n)
∣∣∣2 ≤ (N +Q2)Z.

(g) Now suppose that M = 0, that Q = N1/2/ logN , that cp =

log p for N1/2 < p ≤ N , and that cn = 0 otherwise. Then
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n=1 |cn|2 = N logN+O(N), and the first term on the left hand

side is ∼ 1
2N

2 logN . If there exists an exceptional real character

χ
1
with conductor q1 < Nε, then this character also contributes

an amount ∼ 1
2N

2 logN . The consequence is that the combined

contribution of all other primitive characters is o
(
N2 logN

)
.

3. (
ES57
Erdős & Shapiro (1957)) Let χ be a primitive character modulo q.

(a) Show that

q∑
m=1

χ(m+ n1)χ(m+ n2) = cq(n1 − n2)

where cq is Ramanujan’s sum, as defined in (4.5). (Suggestion:

Write χ in terms of additive characters, as in Corollary 9.8.)

(b) Deduce that for arbitrary numbers bn,

q∑
m=1

∣∣∣ q∑
n=1

bnχ(m+ n)
∣∣∣2 =

q∑
a=1

(a,q)=1

∣∣∣ q∑
n=1

bne(an/q)
∣∣∣2.

(c) Explain why the right hand side above is

≤ q

q∑
n=1

|bn|2. (19.31) E:TransChar

(d) Show that∣∣∣ q∑
m=1

q∑
n=1

ambnχ(m+ n)
∣∣∣ ≤ √

q
( q∑
m=1

|am|2
)1/2( q∑

n=1

|bn|2
)1/2

for arbitrary numbers am and bn.

(e) Show that equality holds in (
E:TransChar
19.31) if bn = e(cn/q) with (c, q) = 1.

(f) Show that equality holds in (
E:TransChar
19.31) if bn = χ(n).

(g) Compare the results here with those of Exercise
S:SqrMat
G.2.

Exer:Toeplitz
17.

4. (
KKN72
Norton (1972)) Let χ be a primitive character modulo q.

(a) Show that if 1 ≤ h ≤ q, then

q∑
n=1

∣∣∣ h∑
m=1

χ(m+ n)
∣∣∣2 =

q∑
a=1

(a,q)=1

∣∣∣ h∑
n=1

e(an/q)
∣∣∣2.
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(b) Deduce that

q∑
n=1

∣∣∣ h∑
m=1

χ(m+ n)
∣∣∣2 = qh− h2 −

∑
1<a<q
(a,q)>1

(
sinπah/q

sinπa/q

)2
.

(Norton conjectured that the left hand side above is < qh for all

nonprincipal χ; this was proved by Burgess 1975.)

(c) Show that if χ is nonprincipal (mod p) and 1 ≤ h ≤ p, then

p∑
n=1

∣∣∣ h∑
m=1

χ(m+ n)
∣∣∣2 = ph− h2.

5. Suppose that q > 1 is an integer, that (b, q) = 1, and that b has order

h modulo q. Show that∏
χ

(1− χ(b)z) =
(
1− zh

)φ(q)/h
for all z. (Hint: Recall Exercise 4.2.1.4(c).)

6. Suppose that χ is a character modulo q, and that h is the order of χ.

(a) Show that for each integer a, the number of residue classes mod-

ulo q for which χ(n) = e(a/h) is exactly φ(q)/h.

(b) Show that

q∏
n=1

(n,q)=1

(1− χ(n)z) =
(
1− zh

)φ(q)/h
.

19.4 Maximal variants
S:maxLS

We begin with a somewhat inferior bound, but one that suffices in many

applications.

T:maxLS1 Theorem 19.17 (
SU72
Uchiyama (1972)) For given real or complex num-

bers cn, let

T ∗(x) = max
1≤n≤N

∣∣∣ M+n∑
m=M+1

cme(mx)
∣∣∣.

Suppose that x1, x2, . . . , xK are well-spaced to the extent that ∥xj−xk∥ ≥
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δ for j ̸= k. Then

K∑
k=1

T ∗(xk)
2 ≪

(
N log 2N + δ−1(log 2N)2

) M+N∑
n=M+1

|cn|2.

Proof From (
E:RadMenDev1
E.28) we see that

T ∗(xk)
2 ≤ R

R∑
r=1

2r−1−1∑
s=0

∣∣∣∣ ∑
Ns

2r−1<n≤ Ns

2r−1 + N
2r

cne(xk)

∣∣∣∣2

where R = ⌈(logN)/(log 2)⌉. Thus

K∑
k=1

T (xk)
2 ≤ R

R∑
r=1

2r−1−1∑
s=0

K∑
k=1

∣∣∣∣ ∑
M+ Ns

2r−1<n≤M+ Ns

2r−1 + N
2r

cne(xk)

∣∣∣∣2,
which by Theorem

T:LSIneq3
19.4 is

≤ R

R∑
r=1

(N
2r

+ δ−1
) ∑
M+ Ns

2r−1<n≤M+ Ns

2r−1 + N
2r

|cn|2

≤
R∑
r=1

(N
2r

+ δ−1
) M+N∑
n=M+1

|cn|2

≪
(
N log 2N + δ−1(log 2N)2

) M+N∑
n=M+1

|cn|2.

For f ∈ L1(T), let f̂(n) =
∫ 1

0
f(x)e(−nx) dx denote its Fourier coeffi-

cients, and set

sN (f ;x) =

N∑
n=−N

f̂(n)e(nx), s⋆(f, x) = sup
N≥1

|sN (f ;x)|.

ANK26
Kolmogorov (1926) exhibited an f ∈ L1(T) for which the sequence

sN (f, x) diverges for all x, but
LC66
Carleson (1966) showed that sN (f ;x) →

f(x) as N → ∞ for almost all x, provided that f ∈ L2(T).
RAH68
Hunt (1968)

extended this to f ∈ Lp(T) for all p > 1, and established a quantitative

inequality: ∥s⋆(f)∥p ≪p ∥f∥p. The case p = 2 of this is particularly

useful for us: There is an absolute constant CH (‘Hunt’s constant’) such
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that ∫ 1

0

max
1≤K≤N

∣∣∣∣ K∑
n=1

ane(nx)

∣∣∣∣2 dx ≤ CH

N∑
n=1

|an|2 (19.32) E:HuntIneq

for arbitrary complex numbers an. We now use this bound to derive a

more precise maximal variant of the large sieve.

T:maxLS2 Theorem 19.18 Let x1, x2, . . . , xR be points of T that satisfy (
E:xWellSpaced
19.2),

let CH be defined as in (
E:HuntIneq
19.32), and let an be arbitrary complex numbers,

for M + 1 ≤ n ≤M +N . Then

R∑
r=1

max
1≤K≤N

∣∣∣∣ M+K∑
n=M+1

ane(nxr)

∣∣∣∣2 ≤ CH
(
δ−1 + πN

) M+N∑
n=M+1

|an|2.

Proof Let

S(x) =

M+N∑
n=M+1

ane(nx).

If we replace S(x) by e(−Lx)S(x), then each partial sum is multiplied by

the unimodular factor e(−Lx). Thus the size of the largest parial sum,

and its length, are unchanged. Hence through a suitable choice of L we

may assume that the interval [M+1,M+N ] is a subset of [−N/2, N/2].
Let K(x) be chosen so that∣∣∣∣M+K(x)∑

n=M+1

ane(nx)

∣∣∣∣ = max
1≤K≤N

∣∣∣∣ M+K∑
n=M+1

ane(nx)

∣∣∣∣,
and let S⋆(x) denote this common value. Here K(x) is piecewise con-

stant, with at most finitely many jump discontinuities. The function

S⋆(x) is continuous, and differentiable except possibly at the discon-

tinuities of K(x). By Lemma
L:PXG67
19.2 it follows that

R∑
r=1

|S⋆(xr)|2 ≤ 1

δ

∫ 1

0

|S⋆(x)|2 dx

+

(∫ 1

0

|S⋆(x)|2 dx
)1/2(∫ 1

0

∣∣∣ d
dx
S⋆(x)

∣∣∣2 dx)1/2.
From (

E:HuntIneq
19.32) we see that∫ 1

0

|S⋆(x)|2 dx ≤ CH

M+N∑
n=M+1

|an|2.
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If f(x) is a complex-valued differentiable function of the real variable x,

then
∣∣ d
dx |f(x)|

∣∣ ≤ |f ′(x)|. Hence

∣∣∣ d
dx
S⋆(x)

∣∣∣ ≤ ∣∣∣∣ ddx
M+K(x)∑
n=M+1

ane(nx)

∣∣∣∣ = ∣∣∣∣M+K(x)∑
n=M+1

2πinane(nx)

∣∣∣∣
≤ 2π max

1≤K≤N

∣∣∣∣ M+K∑
n=M+1

nane(nx)

∣∣∣∣.
From (

E:HuntIneq
19.32) we deduce that∫ 1

0

∣∣∣ d
dx
S⋆(x)

∣∣∣2 dx ≤ 4π2CH

M+N∑
n=M+1

|nan|2 ≤ π2N2CH

M+N∑
n=1

|an|2

since |n| ≤ N/2 when M + 1 ≤ n ≤ M +N . These bounds combine to

give the stated result.

T:maxLS3 Theorem 19.19 If M , N , and Q are positive integers, then∑
q≤Q

q

φ(q)

∑⋆

χ

sup
y

∣∣∣ ∑
1≤m≤M
1≤n≤N
mn≤y

ambnχ(mn)
∣∣∣

≪
(
M +Q2

)1/2(
N +Q2

)1/2
×
( M∑
m=1

|am|2
)1/2( N∑

n=1

|bn|2
)1/2

log 2MN

(19.33) E:LSMaximalbiform

for arbitrary complex numbers am and bn.

Proof By Cauchy’s inequality and the large sieve (Theorem
T:LSchi
19.16), we

see that∑
q≤Q

q

φ(q)

∑⋆

χ

∣∣∣ M∑
m=1

N∑
n=1

ambnχ(mn)
∣∣∣

≤
(∑
q≤Q

q

φ(q)

∑⋆

χ

∣∣∣ M∑
m=1

amχ(m)
∣∣∣2)1/2

×
(∑
q≤Q

q

φ(q)

∑⋆

χ

∣∣∣ N∑
n=1

bnχ(n)
∣∣∣2)1/2

≪
(
M +Q2

)1/2(
N +Q2

)1/2( M∑
m=1

|am|2
)1/2( N∑

n=1

|bn|2
)1/2

.

(19.34) E:LSbiform
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In order to truncate this to mn ≤ y, we use a device discussed in Ap-

pendix
SS:ElEst
E.4.1. Specifically, by (

E:MaxPSEstDirSer1
E.26) we find that

sup
y

∣∣∣ ∑
1≤m≤M
1≤n≤N
mn≤y

ambnχ(mn)
∣∣∣

≪
∫ T

−T

∣∣∣ ∑
1≤m≤M
1≤n≤N

ambnχ(mn)(mn)
−it
∣∣∣min(logMN, 1/|t|) dt

+
MN

T

∑
1≤m≤M
1≤n≤N

|ambn|.

By Cauchy’s inequality, the last term is

≪ M3/2N3/2

T

( M∑
m=1

|am|2
)1/2( N∑

n=1

|bn|2
)1/2

.

In order that this term should not be troublesome, we take T =(MN)3/2.

Since ∫ T

−T
min(logMN, 1/|t|) dt≪ log(T log 2MN),

the desired result follows from (
E:LSbiform
19.34).

S:maxLS

19.4.1 Exercises

1. (
SU72
Uchiyama (1972)) Show that for arbitrary integersM ,N > 1,Q > 1,Exer:maxLSchi1

and complex numbers an,∑
q≤Q

q

φ(q)

∑⋆

χ

max
1≤ν≤N

∣∣∣ M+ν∑
n=M+1

anχ(n)
∣∣∣2

≪ (Q2(logN)2 +N logN)

M+N∑
n=M+1

|an|2.

2. Let CH be defined as in (
E:HuntIneq
19.32). Show that

∑
q≤Q

q

φ(q)
max

1≤K≤N

∑⋆

χ

∣∣∣∣ M+K∑
n=M+1

anχ(n)

∣∣∣∣2 ≤ CH
(
πN+Q2

) M+N∑
n=M+1

|an|2

for arbitrary complex numbers an, M + 1 ≤ n ≤M +N .
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3. Show that

∑
q≤Q

q

φ(q)

∑⋆

χ

max
1≤K≤N

∣∣∣∣ M+K∑
n=M+1

anχ(n)

∣∣∣∣2

≪
(
N +Q2

)
(logN)2

M+N∑
n=M+1

|an|2

for arbitrary complex numbers an, M + 1 ≤ n ≤M +N .

19.5 Notes
S:NotesLargeSieve

The large sieve was introduced by
YVL41
Linnik (1941), already with the aim in

mind of treating the least quadratic non-residue in
YVL42
Linnik (1942).

AR48
Rényi

(1948) used the large sieve to show that every large even number 2n can

be written in the form

2n = p+ Pk (19.35) E:AlmostGoldbach

where Pk denotes a number that is a product of at most k prime numbers.

Rényi developed the large sieve in several papers, culminating in
AR59
Rényi

(1959), where the result, stronger than those in prior formulations, is

equivalent to the assertion that the bound (
E:BesselBilin2
G.9) implies the bound (

E:AlmostBessel
G.7)

in Theorem
T:AlmostBessel
G.12. When the vectors ϕr in that theorem are taken to have

coordinates χr (n) for M < n ≤ M + N and χr runs over all primitive

characters with conductor q ≤ Q, it follows by the Pólya–Vinogradov

inequality (Theorem 9.18) that ∆2 ≪ N +Q3 logQ. Consequently,

∑
q≤Q

∑⋆

χ

∣∣∣ M+N∑
n=M+1

cnχr (n)
∣∣∣2 ≪ (N +Q3 logQ)

M+N∑
n=M+1

|cn|2 (19.36) E:RenyiLS

for arbitrary complex numbers cn.
MBB63
Barban (1963) used the above estim-

ate to show that most L functions do not have a zero at small height

and real part near 1, and from those estimates deduced an bound of the

form ∑
q≤xa−ε

µ(q)2 max
h (mod q)
(h,q)=1

∣∣∣π(x; q, h)− lix

φ(q)

∣∣∣≪ x(log x)−A (19.37) E:LSpinAP0

with a = 1/3. By introducing an appeal to the sixth moment estimate of
YVL60
Linnik (1960), he improved this to a = 3/8. To obtain the representation

(
E:AlmostGoldbach
19.35), we fix a large even number 2n, allow p to range over all primes ≤
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2n, and sift the numbers 2n−p. To do this, we need to know, for small d,

the number of p such that d|(2n−p); that is, π(2n; d, 2n). When (d, 2n) =

1, this number should be close to (li 2n)/φ(d) for most d. The small

sieve only requires that the approximation here is good on average, as in

the above bound. Thus
BVL63a,BVL63b
Levin (1963a,b) showed that Rényi’s Theorem

(
E:AlmostGoldbach
19.35) holds for k = 4 if the above holds for some a ≥ 0.3058 and

for k = 3 if the above holds for some a ≥ 0.401. Hence Barban’s result

implies that (
E:AlmostGoldbach
19.35) holds with k = 4.

PC-D63
Pan (1963) independently achieved

a = 3/8 and k = 4.
WY60
Wang (1960) earlier showed that GRH implies that

one can take k = 3.
MBB66
Barban (1966) wrote a detailed survey of the large sieve and its applic-

ations, as it existed up to 1964. However,
KR65
Roth (1965) revolutionized the

subject with the brilliant idea of taking the vectors ϕr to have coordin-

ates e(nxr) for M < n ≤M +N . Thus ϕr and ϕs are nearly orthogonal

if ∥xr − xs∥ is large compared with 1/N . These vectors are much closer

to being orthogonal than were Rényi’s. Arithmetic applications follow by

taking the xr to be Farey points of order Q, in which case the xr differ

by 1/Q2. Thus where Rényi had Q3 logQ, Roth had Q2 logQ.
EB65
Bombieri

(1965), working independently of Roth, reduced Rényi’s Q3 logQ to Q2,

and derived improved zero-density estimates for L-functions, which yiel-

ded (
E:LSpinAP0
19.37) with a = 1/2. Previously, this was only known as a con-

sequence of GRH. Conjecture
Con:EHH
20.2 (known as the Elliott–Halberstam

Hypothesis) asserts that (
E:LSpinAP0
19.37) holds for a = 1, but this is not known

to hold for any a > 1/2, even under the assumption of GRH.

Section
S:TrigPolys
19.1. Let f be a measurable function defined over Rn. In sem-

inal work,
SLS38
Sobolev (1938) initiated the study of bounds for norms of f in

terms of norms of partial derivatives of f .
GL17
Leoni (2017) and

LS-C02
Saloff-Coste

(2002) have provided introductions to this subject.
PXG67
Gallagher (1967)

used Lemma
L:PXG67
19.2 to prove Theorem

T:LSIneq1
19.3. The idea that Lemma

L:Sobolev
19.1

can be used to derive a discrete mean upper bound at well-spaced points

from a continuous mean value is invaluable, and has been used in many

other situations. Theorem
T:LSIneq3
19.4 in the slightly weaker form with N+ 1

δ−1

replaced by N + 1
δ is due to

MV73, MV74
Montgomery & Vaughan (1973, 1974). Paul

Cohen (unpublished; see Exercise
S:TrigPolys
19.1.1.

Exer:PJCohen
9) observed that from the large

sieve with this larger factor one can deduce the smaller one. The proof we

give is due to Selberg (see
HLM78
Montgomery (1978)). The factor N − 1+ 1/δ

is quite sharp when Nδ is large, and indeed equality can be achieved

when (N − 1)δ is an integer, as we see in Exercise
S:TrigPolys
19.1.1.

Exer:LSBP
11.

BD69
Bombieri

& Davenport (1969) showed that when Nδ ≤ 1/4, the large sieve (
E:LSIneq1
19.3)

holds with ∆ = 1
δ

(
1 + 270(Nδ)3

)
. Bombieri and Selberg (see

EB71
Bombieri
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(1971) and Chapter 1 of
HLM71
Montgomery (1971)) were among the first to

consider the use of bilinear forms (as we discuss in
S:OpNormMatrix
G.1 and

S:SqrMat
G.2) in the

context of the large sieve. Soon after,
KRM72a, KRM72b, KRM73
Matthews (1972a, 1872b, 1973),

IK71, IK73
Kobayashi (1971, 1973), and

PDTAE71
Elliott (1971) also treated the large sieve

in this way.

Section
S:DistAPs
19.2. Theorems of the general kind Theorem

T:DistResClassModp
19.7 and Corollary

Co:LS2
19.8 were first obtained by

YVL41
Linnik (1941) and developed by

AR48, AR49b
Rényi (1948,

1949b). Theorem 19.10 is in
YVL42
Linnik (1942).

EP61
Erdős (1961) established the

case γ = 1 of Theorem
T:n2pDistMoments
19.11 and the argument displayed here is a simple

generalization. Theorem
T:LS3
19.13 is due to

HLM68
Montgomery (1968), although

the special case δ(p) = 1 was obtained first by
BD68
Bombieri & Davenport

(1968). Montgomery established the critical inequality (
E:sum|T|2ge
19.20) by a judi-

cious application of Cauchy’s inequality coupled with Möbius inversion.

Our simple proof of (
E:sum|T|2ge
19.20) is due to Gallagher.

OR07, OR09, OR10
Ramaré (2007, 2009); Ramaré (2010) has studied the large sieve in

great detail, while
DW71-2
Wolke (1971/1972) and Baier & Zhao (2005, 2008)

have considered sparse sets of moduli.
MNH68, MNH70, MNH71
Huxley (1968, 1970, 1971) ex-

tended the large sieve to algebraic number fields, and
EH70
Hlawka (1970)

established a version of the large sieve for Tn.
EK06, EK08
Kowalski (2006, 2008) has

extended the large sieve in a number of directions, including to arith-

metic geometry and to discrete groups. As it stands, the large sieve is

only an upper bound, but
CIS11,CIS13,CIS19
Conrey, Iwaniec & Soundararajan (2011, 2013,

2019) have constructed a more elaborate asymptotic large sieve.

The larger sieve of
PXG71
Gallagher (1971), established in Exercise 19.2.9 and

subsequently applied, has had many applications and has been especially

useful in establishing the density of squarefree values of polynomials. See,

for example,
CH76
Hooley (1976) and

CH09
Hooley (2009).

Section
S:LSCharSum
19.3 Lemma

L:T(a/q)2S(chi)
19.15 is due to

PXG67
Gallagher (1967).

Section
S:maxLS
19.4 Theorem

T:maxLS1
19.17 is due to

SU72
Uchiyama (1972). Hunt’s Theorem,

even when restricted to p = 2, remains challenging to prove. For an

accessible exposition of this, see the
ML04
Lacey (2004).

Maximal variants that flow from the Hardy–Littlewood maximal the-

orem are available without appealing to the Carleson–Hunt Theorem,

as follows: Let f be a bounded meeasureable function with period 1 and

let the maximal function Mf (x) be defined as in (
E:DefMaximalFcn
E.27).

HLM82
Montgomery

(1982) showed that if ∆(f, δ) has the property that

R∑
r=1

|f(xr)|2 ≤ ∆(f, δ)
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whenever the xr are well-spaced as in (
E:xWellSpaced
19.2), then

R∑
r=1

Mf (xr)|2 ≤ 200∆(f, δ).

Thus if T is defined as in (
E:DefTP
19.1), then by Theorem

T:LSIneq3
19.4 it follows that

R∑
r=1

MT (xr)|2 ≤ 200
(
N + δ−1 − 1

) M+N∑
n=M+1

|cn|2. (19.38) E:maxLS3

The estimate (
E:LSbiform
19.34) and Theorem

T:maxLS3
19.19 are Lemmas 1 and 2 of

RV80z
Vaughan (1980).
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AR49b (1949b). Un nouveau théorème cocnernant les fonctions indépendantes et
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20

Primes in arithmetic progressions: III

C:PrimesAP3

Our best unconditional bound for ψ(x, χ) (cf. Theorem 11.16) is not

very good, owing to our rather limited knowledge of the zero-free region

of L(s, χ). If we assume GRH, then we have a much better estimate

(cf. Theorem 13.7). In some situations, a good bound for an average of

|ψ(x, χ)| is all that is required, and such bounds can be obtained by

combining our methods of Chapter
C:SumsPrimes
17 with the large sieve.

20.1 Averages of |ψ(x, χ)|
S:Ave|psi(x,chi)|

As in §
S:LSCharSum
19.3, we let

∑⋆
χ denote a sum over all primitive characters modulo

q. In this notation, we have

T:LSEst|psi(x,chi)| Theorem 20.1 For arbitrary Q ≥ 1 and x ≥ 2,

∑
q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

|ψ(y, χ)| ≪
(
x+ x5/6Q+ x1/2Q2

)
(log x)3. (20.1) E:LSEst|psi(x,chi)|

The term q = 1 contributes an amount ∼ x, but otherwise we expect

that |ψ(y, χ)| is usually of the size y1/2(log q)1/2. Thus we expect that

the left hand side above is ≪ x+Q2x1/2(logQ)1/2. From GRH it follows

that it is ≪ x+Q2x1/2(logQx)2.

Proof If Q2 > x, then we obtain (
E:LSEst|psi(x,chi)|
20.1) from (

E:LSMaximalbiform
19.33) by taking M = 1,

a1 = 1, N = [x], and bn = Λ(n). Suppose that Q ≤ x1/2. By Vaughan’s

identity (
E:VI
17.6) with f(n) = χ(n) we find that ψ(y, χ) = S1+S2+S3+S4

203
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where

S1(y, χ) =
∑
n≤U

Λ(n)χ(n), (20.2) E:psiS1

S2(y, χ) ≪ (logUV )
∑
t≤UV

∣∣∣ ∑
r≤y/t

χ(rt)
∣∣∣, (20.3) E:psiS2

S3(y, χ) ≪ (log y)
∑
k≤V

sup
w

∣∣∣ ∑
w≤m≤y/k

χ(m)
∣∣∣, (20.4) E:psiS3

S4(y, χ) =
∑

U<m≤y/V

b(m)
∑

V <k≤y/m

µ(k)χ(mk) (20.5)

where b(m) ≪ logm. Thus by (
E:LSMaximalbiform
19.33),∑

q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

∣∣∣ ∑
M<m≤2M
U<m≤y/V

b(m)
∑

V <k≤y/m

µ(k)χ(mk)
∣∣∣

≪
(
x+QxM−1/2 +Qx1/2M1/2 +Q2x1/2

)
(log x)2.

On summing this over M = 2ℓ for U/2 ≤ M = 2ℓ ≤ x/V , we deduce

that ∑
q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

|S4(y, χ)|

≪
(
x+QxU−1/2 +QxV −1/2 +Q2x1/2

)
(log x)3. (20.6) E:psiS4Est

We write

S2(y, χ) =
∑
t≤UV

=
∑
t≤U

+
∑

U<t≤UV

= S′
2(y, χ) + S′′

2 (y, χ), (20.7) E:psiS2decomp

and treat S′′
2 in the same way that we treated S4. Thus∑

q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

|S′′
2 (y, χ)|

≪
(
x+QxU−1/2 +Qx1/2U1/2V 1/2 +Q2x1/2

)
(log x)3. (20.8) E:psiS2’’Est

For q = 1, S′
2(y, χ) ≪ y(logU)2. For q > 1 we apply the Pólya–

Vinogradov inequality (Theorem 9.18) to see that

S′
2(y, χ) ≪ q1/2U(log qU)2.

Hence∑
q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

|S′
2(y, χ)| ≪

(
x+Q5/2U

)
(logUx)2. (20.9) E:psiS2’Est
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We treat S3 in the same way that we treated S′
2, and hence find that∑

q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

|S3(y, χ)| ≪
(
x+Q5/2V

)
(log V x)2. (20.10) E:psiS3Est

Finally, it is trivial that∑
q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

|S1(y, χ)| ≪ Q2U. (20.11) E:psiS1Est

On combining (
E:psiS4Est
20.6)–(

E:psiS1Est
20.11), we conclude that∑

q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

|ψ(y, χ)|

≪
(
x+QxU−1/2 +QxV −1/2 +Q2x1/2

+ U1/2V 1/2Qx1/2 +Q5/2U +Q5/2V
)
(log xUV )3.

By allowing U and V to vary with UV held constant, we see that U = V

is optimal. For x1/3 ≤ Q ≤ x1/2, we obtain the stated bound by taking

U = V = x2/3/Q. For 1 ≤ Q ≤ x1/3, we obtain the stated bound by

taking U = V = x1/3.

S:Ave|psi(x,chi)|

20.1.1 Exercises

1. Let π(x, χ), π(x; q, a), ϑ(x, χ), and ϑ(x; q, a) be defined as in (11.20)

and (11.21).

(a) Show that |ψ(x, χ)− ϑ(x, χ)| ≤ ψ(x)− ϑ(x) ≪ x1/2.

(b) Show that∑
q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

|ϑ(y, χ)| ≪
(
x+ x5/6Q+ x1/2Q2

)
(log x)3.

(c) Show that

π(x, χ) =
ψ(x, χ)

log x
+

∫ x

2

ψ(u, χ)

u(log u)2
du.

(d) Show that

π(x, χ) ≪ 1

log x
sup

x1/2≤y≤x
|ψ(y, χ)|+ x1/2.

(e) Show that

sup
y≤x

|π(y, χ)| ≪ 1

log x
sup
y≤x

|ψ(y, χ)|+ x1/2.
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(f) Conclude that if x ≥ 2, then∑
q≤Q

q

φ(q)

∑⋆

χ

sup
y≤x

|π(y, χ)| ≪
(
x+ x5/6Q+ x1/2Q2

)
(log x)3.

2. Show that∑
χ

∣∣∣ M+N∑
n=M+1

cnχ(n)
∣∣∣2 = φ(q)

q∑
h=1

(h,q)=1

∣∣∣ M+N∑
n=M+1

n≡h (mod q)

cn

∣∣∣2

where
∑
χ denotes a sum over all characters modulo q.

3. Show that ∑
χ

∣∣∣ M+N∑
n=M+1

cnχ(n)
∣∣∣2 ≤ (N + q)

M+N∑
n=M+1

|cn|2.

4. Show that∑
χ

∣∣∣ M∑
m=1

N∑
n=1

ambnχ(mn)
∣∣∣ ≤ (M + q)1/2(N + q)1/2

×
( M∑
m=1

|am|2
)1/2( N∑

n=1

|bn|2
)1/2

.

5. Show that∑
χ

sup
y

∣∣∣ ∑
1≤m≤M
1≤n≤N
mn≤y

ambnχ(mn)
∣∣∣

≪ (M + q)1/2(N + q)1/2
( M∑
m=1

|am|2
)1/2( N∑

n=1

|bn|2
)1/2

log 2MN.

6. Show that if q ≥ x, then∑
χ

sup
y≤x

|ψ(y, χ)| ≪ qx1/2(log 2x)3/2.

7. (a) Show that∑
χ

sup
y≤x

∣∣∣ ∑
M<m≤2M
U<m≤y/V

µ(m)
∑

V <k≤y/m

c(k)χ(mk)
∣∣∣

≪
(
x+ q1/2xM−1/2 + q1/2x1/2M1/2 + qx1/2

)
(log x)2.
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(b) Deduce that∑
χ

sup
y≤x

|S4(y, χ)|

≪
(
x+ q1/2xU−1/2 + q1/2xV −1/2 + qx1/2

)
(log x)3.

(c) Let S′
2 and S′′

2 be defined as in (
E:psiS2decomp
20.7). Show that∑

χ

sup
y≤x

|S′′
2 (y, χ)|

≪
(
x+ q1/2xU−1/2 + q1/2x1/2U1/2V 1/2 + qx1/2

)
(log x)3.

(d) Show that if 1 < q ≤ x, then∑
χ

sup
y≤x

|S′
2(y, χ)| ≪ q3/2U(log xU)2.

(e) Show that if 1 < q ≤ x, then∑
χ

sup
y≤x

|S3(y, χ)| ≪ q3/2V (log x)2.

(f) Conclude that if x ≥ 2 and q > 1, then∑
χ

sup
y≤x

|ψ(y, χ)| ≪
(
x+ q1/6x2/3 + qx1/2

)
(log 2x)3.

20.2 The Bombieri–Vinogradov Theorem
S:Bom-Vin

For (a, q) = 1, let

E(x; q, a) = ψ(x; q, a)− x

φ(q)
, (20.12) E:DefExqa

put

E(x, q) = sup
a

(a,q)=1

|E(x; q, a)|, (20.13) E:DefExq

and set

E∗(x, q) = sup
y≤x

E(y, q). (20.14) E:DefE*

We show that E∗(x, q) is considerably smaller than x/φ(q) for most

q ≤ x1/2(log x)−A.
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T:Bom-Vin Theorem 20.2 (The Bombieri–Vinogradov Theorem) Let A be a fixed

positive number. Then∑
q≤Q

E∗(x, q) ≪ x1/2Q(log x)3 (20.15) E:Bom-Vin

for x1/2(log x)−A ≤ Q ≤ x1/2.

The implicit constant in (
E:Bom-Vin
20.15) is non-effective, since our proof will

involve an appeal to the Siegel–Walfisz theorem.

Let Q be the set of those q ≤ Q for which E∗(x, q) > x/(φ(q)(log x)B).

Since φ(q) ≤ q, we deduce that the number of members of Q is

≪ Q2x−1/2(log x)B+4.

This is small compared with Q if x1/2(log x)−A ≤ Q and

Q = o
(
x1/2(log x)−B−4

)
.

We recall (11.22), which is to say that

ψ(x; q, a) =
1

φ(q)

∑
χ

χ(a)ψ(x, χ).

If we assume GRH, then we have a good estimate for ψ(x, χ), namely

(by Theorem 13.7)

ψ(x, χ) = E0(χ)x+O
(
x1/2(log x)(log qx)

)
where

E0(χ) =

{
1 (χ = χ

0
),

0 (otherwise).

Put ψ′(x, χ) = ψ(x, χ)− E0(χ)x. Then

ψ(x; q, a)− x/φ(q) =
1

φ(q)

∑
χ

χ(a)ψ′(x, χ), (20.16) E:psiqa2psichi

and so

E(x, q) ≤ 1

φ(q)

∑
χ

|ψ′(x, χ)| (20.17) E:ExqIneq

by the triangle inequality. Thus on GRH,

E(x, q) ≪ x1/2(log x)2, (20.18) E:ExqGRH

as was already noted in Corollary 13.8. In view of the Brun–Titchmarsh

inequality (Theorem 3.9) we know that E(x, q) ≪ x/φ(q) for q ≤ x1−δ.



20.2 The Bombieri–Vinogradov Theorem 209

Thus the estimate (
E:ExqGRH
20.18)—despite being a consequence of GRH—is

worse than trivial when q > x1/2/ log x. Here GRH gives a weak result

(when q is large) because we have eliminated any possible cancellation

that presumably occurs in the sum over χ in (
E:psiqa2psichi
20.16). Indeed, by Corol-

lary 13.10 we know that on GRH the root mean square size of E(x; q, a)

is ≪ x1/2φ(q)−1/2(log x)2 when q ≤ x, and we expect that E(x, q) is not

much larger.

Con:PAP Conjecture 20.1 If (a, q) = 1 and q ≤ x, then

ψ(x; q, a) =
x

φ(q)
+O

(
x1/2+ε/q1/2

)
.

For many purposes, it would be enough to know this on average:

Con:EHH Conjecture 20.2 (The Elliott–Halberstam Hypothesis) Let A and ε

be fixed positive numbers. In the notation of (
E:DefE*
20.14),∑

q≤Q

E∗(x, q) ≪ x(log x)−A

provided that Q ≤ x1−ε.

Proof of Theorem
T:Bom-Vin
20.2 From (

E:ExqIneq
20.17) we see that

E∗(x, q) ≤ 1

φ(q)

∑
χ

sup
y≤x

|ψ′(y, χ)|.

Suppose that d|q and that the character χ (mod q) is induced by the

primitive character χ⋆ (mod d). Then

ψ′(y, χ⋆)− ψ′(y, χ) =
∑
p|q

∑
k

pk≤y

χ⋆(p)k log p

≪
∑
p|q

log y = ω(q) log y ≪ (log qy)2.

(20.19) E:chi2chi*

Hence∑
q≤Q

E∗(x, q) ≪
∑
d≤Q

∑
χ⋆

(
sup
y≤x

|ψ′(y, χ⋆)|+O
(
(logQx)2

))∑
q≤Q
d|q

1

φ(q)
.

Write q = dm. Since φ(dm) ≥ φ(d)φ(m), it follows that∑
m≤Q/d

1

φ(dm)
≤ 1

φ(d)

∑
m≤Q/d

1

φ(m)
.
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Now∑
m≤y

1

φ(m)
≤

∑
m

p|m⇒p≤y

1

φ(m)
=
∏
p≤y

(
1 +

1

p− 1
+

1

p(p− 1)
+ · · ·

)

=
∏
p≤y

(
1 +

p

(p− 1)2

)
=
∏
p≤y

(
1− 1

p

)−1(
1 +

1

p(p− 1)

)
≪ log 2y

by Mertens’ formula (Theorem 2.7(e)). (Alternatively, we could appeal to

(2.32) with κ = 1, and then integrate by parts. The asymptotic formula

of Exercise 2.1.1.13(d) would be overkill at this point.) Hence∑
q≤Q
d|q

1

φ(q)
≤ 1

φ(q)

∑
m≤Q/d

1

φ(m)
≪ 1

φ(d)
log

2Q

d
(20.20) E:Specsum1/phiq

for d ≤ Q, so∑
q≤Q

E∗(x, q) ≪ Q(logQx)2 +
∑
q≤Q

log 2Q/q

φ(q)

∑⋆

χ

sup
y≤x

|ψ′(y, χ)|. (20.21) E:E*xqEst1

Put Q1 = (log x)A+1, and suppose that Q1 ≤ U ≤ Q. By Theorem
T:LSEst|psi(x,chi)|
20.1

we see that∑
U<q≤2U

log 2Q/q

φ(q)

∑⋆

χ

sup
y≤x

|ψ′(y, χ)|

≪ log 4Q/U

U

∑
U<q≤2U

q

φ(q)

∑⋆

χ

sup
y≤x

|ψ(y, χ)|

≪
(
x/U + x5/6 + x1/2U

)
(log x)3 log 4Q/U.

On summing over U = 2kQ1, we deduce that∑
Q1<q≤Q

log 2Q/q

φ(q)

∑⋆

χ

sup
y≤x

|ψ′(y, χ)|

≪ xQ−1
1 (log x)4 + x5/6(log x)5 + x1/2Q(log x)3

≪ x1/2Q(log x)3 (20.22) E:psi’Est1

since Q ≥ x1/2(log x)−A. Suppose that χ is a primitive character modulo

q with q ≤ Q1. By the Siegel–Walfisz theorem (Corollary 11.18) we know

that supy≤x |ψ′(y, χ)| ≪ x exp
(
− c1

√
log x

)
. Hence∑

q≤Q1

log 2Q/q

φ(q)

∑⋆

χ

sup
y≤x

|ψ′(y, χ)| ≪ x exp
(
− c2

√
log x

)
≪ x1/2Q(log x)3
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since Q ≥ x1/2(log x)−A. We combine this with (
E:psi’Est1
20.22) in (

E:E*xqEst1
20.21) to

obtain the desired bound.

After we proved the Siegel–Walfisz Theorem for ψ(x; q, a) in §11.3,

in Corollary 11.20 we derived analogues for ϑ(x; q, a) and π(x; q, a). We

follow the approach used there to deduce

Co:Bom-VinVar1 Corollary 20.3 For (a, q) = 1 let

Eϑ(x; q, a) = ϑ(x; q, a)− x

φ(q)
,

Eϑ(x, q) = sup
a

(a,q)=1

|Eϑ(x; q, a)|,

E∗
ϑ(x, q) = sup

y≤x
Eϑ(y, q),

Eπ(x; q, a) = π(x; q, a)− li(x)

φ(q)
,

Eπ(x, q) = sup
a

(a,q)=1

|Eπ(x; q, a)|,

E∗
π(x, q) = sup

y≤x
Eπ(y, q),

and let A > 0 be fixed. Then∑
q≤Q

E∗
ϑ(x, q) ≪ x1/2Q(log x)3 (20.23) E:Bom-Vin4theta

and ∑
q≤Q

E∗
π(x, q) ≪ x1/2Q(log x)2 (20.24) E:Bom-Vin4pi

provided that x1/2(log x)−A ≤ Q ≤ x1/2.

Proof We first observe that

ψ(y; q, a)− ϑ(y; q, a) ≤ ψ(y)− ϑ(y) ≪ y1/2.

Hence

|ϑ(y; q, a)− y/φ(q)| ≪ E(y; q, a) + y1/2.

Thus

E∗
ϑ(x, q) ≪ E∗(x, q) + x1/2,

so (
E:Bom-Vin4theta
20.23) follows from Theorem

T:Bom-Vin
20.2. As for π(y; q, a), we write

π(y; q, a) =

∫ y

2−

1

log u
dϑ(u; q, a) =

li(y)

φ(q)
+

∫ y

2−

1

log u
d(ϑ(u; q, a)−u/φ(u)).

By partial integration this last integral is

=
ϑ(u; q, a)− u/φ(q)

log u

∣∣∣y
2−

−
∫ y

2

ϑ(u; q, a)− u/φ(q)

u(log u)2
du.
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For 2 ≤ u ≤
√
x we use the trivial bound ϑ(u; q, a) ≪ u(log u)/q, and

for
√
x ≤ u ≤ y we use the inequality |Eϑ(u; q, a)| ≤ E∗

ϑ(y, q). Thus

E∗
π(x; q, a) ≪ x1/2/q + E∗

ϑ(x; q)/ log x.

Hence (
E:Bom-Vin4pi
20.24) follows from (

E:Bom-Vin4theta
20.23), and the proof is complete.

The following variant of the Bombieri–Vinogradov Theorem is con-

venient in some applications.

Co:Bom-VinVar2 Corollary 20.4 Let A > 0 be fixed. Then∑
q≤Q

qE∗(x, q)2 ≪ x3/2Q(log x)4, (20.25) E:BVVar2

∑
q≤Q

qE∗
ϑ(x, q)

2 ≪ x3/2Q(log x)4, (20.26) E:BVVar2theta

and ∑
q≤Q

qE∗
π(x, q)

2 ≪ x3/2Q(log x)2 (20.27) E:BVVar2pi

provided that x1/2(log x)−A ≤ Q ≤ x1/2.

Proof If q ≤ x, then there are ≪ x/q integers n ≤ x such that

n ≡ a (mod q). Thus it is trivial that ψ(x; q, a) ≪ x(log x)/q. (The

Brun–Titchmarsh inequality gives a better bound.) Hence qE∗(x, q)2 ≪
E∗(x, q)x log x, and so (

E:BVVar2
20.25) follows from Theorem

T:Bom-Vin
20.2. Similarly,

(
E:BVVar2theta
20.26) follows from (

E:Bom-Vin4theta
20.23). For π(x; q, a) the trivial bound is π(x; q, a)

≪ x/q, so qE∗
π(x, q)

2 ≪ E∗
π(x, q)x, and thus (

E:BVVar2pi
20.27) follows from (

E:Bom-Vin4pi
20.24).

20.3 Applications of the Bombieri–Vinogradov
Theorem

S:BVAppl

The twin prime problem is to show that there are infinitely many prime

numbers p such that p + 2 is also prime. One way of attacking this

problem would be to sieve the numbers p + 2, and try to estimate the

number of survivors. However, in order for a sieve to be applicable, we

must know approximately how many multiples of d are in the set {p+2 :

p ≤ x}. That is, we need to know that π(x; d,−2) is approximately

li(x)/φ(d) for most odd d up to a certain size. The Bombieri–Vinogradov

Theorem gives us precisely the sort of information we need for sifting
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up to x1/2(log x)−A. By Selberg’s lambda squared method we can show

that the number of primes p ≤ x for which p+ 2 is prime is

≤ (4 + o(1))cx/(log x)2

where

c = 2
∏
p>2

(
1− 1

(p− 1)2

)
. (20.28) E:TwinPrimeConst

(The details are outlined in Exercises
S:BVAppl
20.3.1.

Exer:tp1
6–

Exer:tp3
8.) This is a factor of 2

better than the bound in Theorem 3.10, but is still a factor 4 larger than

the conjectured truth. The Bombieri–Vinogradov Theorem is also useful

when a lower bound sieve is applied to the twin prime problem. This

will be explored in Chapter
C:SII
21.

T:d(n-p) Theorem 20.5 The number of representations of a positive integer n

as a sum of a prime and the product of two positive integers is∑
p<n

d(n− p) =
ζ(2)ζ(3)

ζ(6)

∏
p|n

(
1− p

p2 − p+ 1

)
n+O

(n log log 3n
log n

)
.

Here the main term is ≫ n/ log log 3n, so the main term is definitely

of a larger order of magnitude than the error term.

Proof Let P denote the set of primes, and put Q = n1/2/(log n)A. Then

by the method of the hyperbola,∑
p<n

d(n− p) =
∑
d,e
de≤n

n−de∈P

1 =
∑
d≤Q

π(n; d, n) +
∑

Q<d≤n/Q

π(n; d, n)

+
∑
e≤Q

π(n; e, n)−
∑

d≤n/Q
e≤Q

n−de∈P

1

= Σ1 +Σ2 +Σ3 − Σ4, (20.29) E:SumDecomp1

say. If (d, n) > 1, then π(n; d, n) ≤ 1. Thus

Σ1 =
∑
d≤Q

(d,n)=1

π(n; d, n) +O(Q) = li(n)
∑
d≤Q

(d,n)=1

1

φ(d)

+
∑
d≤Q

(d,n)=1

Eπ(n; d, n) +O(Q).
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From Exercise 2.1.1.16(c) we see that∑
n≤Q

(n,q)=1

1

φ(n)
=

ζ(2)ζ(3)

ζ(6)

∏
p|q

(
1− p

p2 − p+ 1

)

×
(
logQ+ C0 +

∑
p|q

log p

p− 1
−
∑
p∤q

log p

p2 − p+ 1

)
+O

(
2ω(q)(logQ)/Q

)
.

By considering ‘record-breaking’ q as in the proof of Theorem 2.9 we see

that ∑
p|q

log p

p− 1
≪ log log 3q

uniformly for q ≥ 1. Thus by Corollary
Co:Bom-VinVar1
20.3 we deduce that

Σ1 =
ζ(2)ζ(3)

ζ(6)

∏
p|n

(
1− p

p2 − p+ 1

)
n
logQ

log n

+O
(n log log n

log n

)
+O

(
n(log n)−A+2

)
.

(20.30) E:EstSig1

By the Brun–Titchmarsh inequality (Theorem 3.9),

Σ2 ≪ n

log n

∑
Q<d≤n/Q

1

φ(d)
≪ n log log n

log n
. (20.31) E:EstSig2

Clearly Σ3 = Σ1. We note that

Σ4 =
∑
e≤Q

∑
n−ne/Q≤p≤n
p≡n (mod e)

1.

Thus by the Brun–Titchmarsh inequality,

Σ4 ≪ n

Q log n

∑
e≤Q

e

φ(e)
≪ n

log n
. (20.32) E:EstSig4

We take A = 3, and note that logQ = 1
2 log n + O(log log n). Thus the

stated result follows on combining (
E:EstSig1
20.30)–(

E:EstSig4
20.32) in (

E:SumDecomp1
20.29).

Let

E = lim inf
n→∞

pn+1 − pn
log pn

. (20.33) E:DefE

By the Prime Number Theorem, E ≤ 1. In an unpublished manuscript
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Partitio Numerorum VII (ca 1926), Hardy & Littlewood showed (as-

suming GRH) that E ≤ 2/3. In the arguments that follow, we use the

Bombieri–Vinogradov Theorem to show unconditionally that E ≤ 1/2.

This represents the state of the art in the 1960’s. In Chapter
C:Twenty2
22 we show

not only that E = 0 but also that lim infn→∞ pn+1 − pn is bounded.

Let

S(α) =
∑
p≤N

(log p)e(pα), T (α) =

H∑
h=1

e(hα).

Then

|T (α)|2 =

H∑
h=−H

(H − |h|)e(hα),

so ∫ 1

0

|S(α)T (α)|2 dα =
H∑

h=−H

(H − |h|)
∫ 1

0

|S(α)|2e(hα) dα

= H
∑
p≤N

(log p)2 + 2

H∑
h=1

(H − h)R(N ;h)

where

R(N ;h) =
∑

p,p′≤N
p−p′=h

(log p)(log p′).

Since
∑
p≤N (log p)2 = N logN +O(N) by the Prime Number Theorem,

this gives

L:Int|ST|^2Id Lemma 20.6 Let S(α), T (α), and R(N ;h) be defined as above. Then∫ 1

0

|S(α)T (α)|2 dα = HN logN + 2

H∑
h=1

(H − h)R(N ;h) +O(HN).

Our object is to derive a lower bound for the integral above that is

sufficiently large to prove that R(N ;h) > 0 for at least one h. To this

end, we apply the large sieve, which in the form of Corollary
Co:LSFarey
19.5 gives∑

q≤Q

q∑
a=1

(a,q)=1

|S(a/q)T (a/q)|2 ≤
(
N +H +Q2

) ∫ 1

0

|S(α)T (α)|2 dα.

We anticipate that S(a/q) is often near µ(q)
φ(q)N . Thus the next lemma
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provides an asymptotic evaluation of the main term that we expect will

emerge.

L:sum|T(a/q)|^2 Lemma 20.7 Let T (α) be defined as above. If 2 ≤ H ≤ Q, then

∑
q≤Q

µ(q)2

φ(q)2

q∑
a=1

(a,q)=1

|T (a/q)|2 = H logQ+H2 +O(H logH).

Proof The left hand side above is

∑
q≤Q

µ(q)2

φ(q)2

q∑
a=1

(a,q)=1

H∑
h=−H

(H − |h|)e(ha/q)

=
∑
q≤Q

µ(q)2

φ(q)2

H∑
h=−H

(H − |h|)cq(h)

= H
∑
q≤Q

µ(q)2

φ(q)
+ 2

H∑
h=1

(H − h)
∑
q≤Q

µ(q)2

φ(q)2
cq(h).

As we observed already in (
E:S2(n)Form
18.15), if h ̸= 0, then

∞∑
q=1

µ(q)2

φ(q)2
cq(h) =

∏
p

(
1 +

cp(h)

(p− 1)2

)
=
∏
p|h

(
1 +

1

p− 1

)∏
p∤h

(
1− 1

(p− 1)2

)
= S2(h)

is the singular series for twin primes. As for the tail in this series, we

note that if h ̸= 0, then∑
q>Q

µ(q)2

φ(q)2
cq(h) =

∑
q>Q

µ(q)2

φ(q)2

∑
d|q
d|h

dµ(q/d) ≪
∑
d|h

d
∑
q>Q
d|q

µ(q)2

φ(q)2

≪
∑
d|h

d

φ(d)2

∑
m>Q/d

1

φ(m)2
≪ Q−1

∑
d|h

d2

φ(d)2

≪ Q−1d(h)(h/φ(h))2.

Now multiply both sides of the above by H − h and sum over h, to see

that
H∑
h=1

(H − h)
∑
q>Q

µ(q)2

φ(q)2
cq(h) ≪ Q−1H2 log 2H.
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Thus ∑
q≤Q

q∑
a=1

(a,q)=1

|T (a/q)|2 = H
∑
q≤Q

µ(q)2

φ(q)
+ 2

H∑
h=1

(H − h)S2(h)

+O
(
Q−1H2 log 2H

)
.

In Exercise 2.1.1.17 it was shown that
∑
q≤Q µ(q)

2/φ(q) = logQ+O(1).

(Actually, a more precise estimate was proved, with lower order terms.)

In Exercise 3.4.1.3(a), and again in Exercise
S:Sum2primes
18.2.1.

Exer:S2(n)Av
5 it was shown that∑H

h=1 S2(h) = H +O(logH). Thus

2

H∑
h=1

(H − h)S2(h) = 2

H−1∑
h=1

h∑
m=1

S2(m)

= 2

H−1∑
h=1

(
h+O(log 2h)

)
= H2 +O(H logH).

Thus the proof is complete.

We now derive a lower bound for |S(a/q)|2 in terms of the distribution

of primes into residue classes modulo q.

L:|S(a/q)|^2>= Lemma 20.8 Let Eϑ(N ; q, a) be defined as in Corollary
Co:Bom-VinVar1
20.3, and put

U(a/q) = 2
µ(q)

φ(q)
N Re

q∑
m=1

(m,q)=1

Eϑ(N ; q,m)e(am/q). (20.34) E:DefU

If (a, q) = 1 and q ≤ N , then

|S(a/q)|2 ≥ µ(q)2

φ(q)2
N2 + U(a/q) +O(N logN).

Proof We write

S(a/q) =
∑
p≤N

(log p)e(pa/q) =

q∑
m=1

e(am/q)ϑ(N ; q,m).

If (m, q) > 1, then ϑ(N ; q,m) = 0 unless m is a prime dividing q, in

which case ϑ(N ; q,m) ≤ logm. Since
∑
p|q log p ≤ log q, it follows that

the above is

=

q∑
m=1

(m,q)=1

e(am/q)ϑ(N ; q,m) +O(log q).
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We write ϑ(N ; q,m) = N/φ(q) + Eϑ(N ; q,m) to see that the above is

=
µ(q)

φ(q)
N +

q∑
m=1

(m,q)=1

Eϑ(N ; q,m)e(am/q) +O(log q).

Here we have used the fact that cq(m) = µ(q) if (m, q) = 1. If A and

B are complex numbers, then |A|2 = |A + B|2 + O
(
|AB| + |B|2

)
. Take

A = S(a/q) and note that S(a/q) ≪ N . Take B to be the error term

above. Hence

|S(a/q)|2 =

∣∣∣∣µ(q)φ(q)
N +

q∑
m=1

(m,q)=1

Eϑ(N ; q,m)e(am/q)

∣∣∣∣2 +O(N logN).

The modulus-squared on the right hand side is

µ(q)2

φ(q)2
N2 + U(a/q) +

∣∣∣∣ q∑
m=1

(m,q)=1

Eϑ(N ; q,m)e(am/q)

∣∣∣∣2.
Here the last term is nonnegative, so we have the stated lower bound.

The following simple estimate will be useful.

L:CuteEst Lemma 20.9 For positive integers q and H,

q∑
m=1

∣∣∣ q∑
a=1

(a,q)=1

|T (a/q)|2e(am/q)
∣∣∣ ≤ qd(q)H.

Proof We note that

q∑
a=1

(a,q)=1

|T (a/q)|2e(am/q) =
q∑
a=1

(a,q)=1

H∑
h=−H

(H − |h|)e(a(h+m)/q)

=

H∑
h=−H

(H − |h|)cq(m+ h)

=

H∑
h=−H

(H − |h|)
∑
d|q

d|(m+h)

dµ(q/d).

Hence ∣∣∣ q∑
a=1

(a,q)=1

|T (a/q)|2e(am/q)
∣∣∣ ≤ H∑

h=−H

(H − |h|)
∑
d|q

d|(m+h)

d.
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The sum over m of this upper bound is

H∑
h=−H

(H − |h|)
∑
d|q

q∑
m=1

m≡−h (mod d)

d = qd(q)H2.

L:T^2U Lemma 20.10 If N1/2(logN)−A ≤ Q ≤ N1/2, then∑
q≤Q

q∑
a=1

(a,q)=1

|T (a/q)|2U(a/q) ≪ H2N7/4Q1/2(logN)4.

Proof From the definition of U(a/q) we see that the expression to be

bounded is exactly

2N
∑
q≤Q

µ(q)

φ(q)

q∑
m=1

(m,q)=1

Eϑ(N ; q,m)Re

q∑
a=1

(a,q)=1

|T (a/q)|2e(am/q).

By the triangle inequality, the above is

≪ N
∑
q≤Q

µ(q)2

φ(q)
Eϑ(N ; q)

q∑
m=1

∣∣∣∣ q∑
a=1

(a,q)=1

|T (a/q)|2e(am/q)
∣∣∣∣.

By Lemma
L:CuteEst
20.9, this is

≪ H2N
∑
q≤Q

µ(q)2d(q)q

φ(q)
Eϑ(N ; q).

By Cauchy’s inequality, this is

≤ H2N

(∑
q≤Q

µ(q)2d(q)2q

φ(q)2

)1/2(∑
q≤Q

qEϑ(N ; q)2
)1/2

.

The first sum over q is

≤
∏
p≤Q

(
1 +

4p

(p− 1)2

)
≍
∏
p≤Q

(
1− 1

p

)−4

≪ (logQ)4.

By the Bombieri–Vinogradov Theorem in the form of Corollary
Co:Bom-VinVar2
20.4,

the second sum above over q is ≪ N3/2Q(logN)4. These estimates give

the stated bound.

T:BomDav66 Theorem 20.11 (Bombieri-Davenport 1966) Let E be defined as in

(
E:DefE
20.33). Then E ≤ 1/2.
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Proof We take Q ∼ N1/2(logN)−10. From Lemma
L:|S(a/q)|^2>=
20.8 we deduce that

∑
q≤Q

q∑
a=1

(a,q)=1

|S(a/q)T (a/q)|2 ≥ N2
∑
q≤Q

µ(q)2

φ(q)2

q∑
a=1

(a,q)=1

|T (a/q)|2

+
∑
q≤Q

q∑
a=1

(a,q)=1

|T (a/q)|2U(a/q)

+O

(
N(logN)

∑
q≤Q

q∑
a=1

(a,q)=1

|T (a/q)|2
)
.

Suppose that H ≍ logN . By Lemma
L:sum|T(a/q)|^2
20.7 we know that the first term on

the right above is = N2
(
1
2H logN+H2

)
+O

(
N2(logN)(log logN)

)
. By

Lemma
L:T^2U
20.10, the second term above contributes ≪ N2 logN . The fi-

nal error term above we estimate trivially: |T (α)| ≤ H for all α, and

the double sum has ≤ Q2 summands. Thus this final error term is

≪ N2(logN)−17. Through our application of the large sieve it follows

from Lemma
L:Int|ST|^2Id
20.6 that

1

2
HN+2

H∑
h=1

(H−h)R(N ;h) ≥ H2N+O
(
N(logN)(log logN)

)
. (20.35) E:BDineq

Set H ∼ c logN with c > 1/2. Then the sum over h must be positive,

and indeed

H∑
h=1

(H − h)R(N ;h) ≫c N(logN)2.

Thus pn+1 − pn ≤ c logN for many primes pn ≤ N .

S:BVAppl

20.3.1 Exercises

In Exercise 2.1.1.17, a crude version of an estimate of
DRW27
Ward (1927)

for
∑
n≤x µ(n)

2/φ(n) was proposed, without indicating the method of

approach. In Exercise
Exer:W1
1 below we sketch an elegant treatment. Let Q(x)

denote the number of squarefree integers not exceeding x; an elementary

estimate for this was established in Theorem 2.2. In §6.2 it was noted

that the analytic method used to prove the Prime Number Theorem can

also be used to show that M(x) ≪ x exp
(
− c

√
log x

)
. From this we
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argued by elementary methods that

Q(x) =
6

π2
x+O

(
x1/2 exp

(
− c
√

log x
))
,

in Exercises 6.2.1.8 and 6.2.1.19. In Exercise
Exer:W2
3 below we sketch a corres-

pondingly improved estimate for Ward’s important sum. Of course we

know that RH implies the better estimate for Q(x) found in Exercise
S:AppsVinMeth
17.3.1.

Exer:QRH
5(k), which would yield (assuming RH) a smaller error term.

Exer:W1 1. (a) Explain why∑
n≤y

µ(n)2n

φ(n)
≤
∑
n≤y

∑
m|n

µ(m)2

φ(m)
≤
∑
m≤y

µ(m)2y

φ(m)m
≪ y.

By integrating by parts, or otherwise, show that∑
n>y

µ(n)2

nφ(n)
≪ y−1.

(b) Let f be the multiplicative function defined by the relations

f(p) = −f
(
p2
)
= 1

p(p−1) , f
(
pk
)
= 0 for k > 0. Let g(n) = 1/n

for all n. Show that

µ(n)2

φ(n)
=
∑
m|n

f(m)g(n/m).

(c) Show that∑
n≤x

µ(n)2

φ(n)
=
∑
m≤x

f(m)
(
log

x

m
+ C0

)
+O

( ∑
m≤x

|f(m)|m/x
)
.

(d) Show that if m is cube-free, then m is uniquely of the form m =

d1d
2
2 where d1 and d2 are squarefree and (d1, d2) = 1. Show also

that

f(m) =
µ(d2)

d1d2φ(d1d2)

for such di.

(e) Show that∑
m≤x

|f(m)|m≪
∑
d1≤x

µ(d1)
2

φ(d1)

∑
d2≤(x/d1)1/2

µ(d2)
2d2

φ(d2)
≪ x1/2.
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(f) Show that∑
m>x

|f(m)| ≪
∑

d1d22>x

µ(d1)
2µ(d2)

2

d1φ(d1)d2φ(d2)

≪
∑
d1≤x

µ(d1)
2(x/d1)

−1/2

d1φ(d1)
+
∑
d1>x

µ(d1)
2

d1φ(d1)
≪ x−1/2.

(g) Deduce that∑
m>x

|f(m)| log m
x

=

∫ ∞

x

∑
m>y

|f(m)| dy
y

≪ x−1/2.

(h) Show that
∞∑
m=1

(m,q)=1

f(m) = 1

for all positive integers q.

(i) Deduce that∑
n≤x

µ(n)2

φ(n)
= log x+ C0 −

∞∑
m=1

f(m) logm+O
(
x−1/2

)
.

(j) Show that

∞∑
m=1

f(m) logm =

∞∑
d=1

Λ(d)

∞∑
m=1

f(md).

(k) Show that

∞∑
m=1

f(pm) = 0,

∞∑
m=1

f
(
p2m

)
=

−1

p(p− 1)
.

(l) Conclude that∑
n≤x

µ(n)2

φ(n)
= log x+ C0 +

∑
p

1

p(p− 1)
+O

(
x−1/2

)
.

2. Let R(x) be defined by the relation Q(x) = 6
π2x+R(x). In Exercises

6.2.1.8 and 6.2.1.19 it was shown that R(x) ≪ x1/2 exp
(
− c

√
log x

)
.

Deduce that there is a constant D such that∑
n≤x

µ(n)2

n
=

6

π2
log x+D +O

(
x−1/2 exp

(
− c
√

log x
))
.
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Exer:W2 3. (a) Show that if σ > 1, then

∞∑
n=1

µ(n)2

φ(n)ns−1
=

ζ(s)

ζ(2s)

∏
p

(
1 +

1

(p− 1)(ps + 1)

)
=

ζ(s)

ζ(2s)
F (s),

say.

(b) Show that F (s) =
∑
n f(n)n

−s where

f(n) = λ(n)
∏
p|n

1

1− p
.

(c) Deduce that

µ(n)2

φ(n)
=
∑
dm=n

f(d)

d

µ(m)2

m
.

(d) Let

G(s) =
∏
p

(
1 +

1

(p− 1)(ps − 1)

)
.

Note that this product is absolutely convergent for σ > 0. Show

that G(s) =
∑
n g(n)n

−s where

g(n) =
∏
p|n

1

p− 1
= |f(n)|.

(e) Show that ∑
n≤x

µ(n)2

φ(n)
=
∑
d≤x

f(d)

d

∑
m≤x/d

µ(m)2

m
.

(f) Deduce that the above is∑
d≤x

f(d)

d

( 6

π2
log x/d+D

)
+O

(
x−1/2 exp

(
− c

2

√
log x

) ∑
d≤x3/4

g(d)

d1/2

)
(20.36) E:WardEst1

+O

(
x−1/2

∑
x3/4<d<x

g(d)

d1/2

)
.

(g) Show that
∑
n≤x g(n) ≤ G(ε)xε. Thus

∑
n≤x g(n) ≪ε x

ε. (This

can also be established by appealing to Theorem 1.3.)
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(h) Let α > 0 be fixed. Show that∑
d>y

g(d)

dα
≪ε y

−α+ε.

(i) Deduce that the second error term in (
E:WardEst1
20.36) is ≪ε x

−7/8+ε.

(j) (Ward 1927) Note that F (1) = ζ(2). Conclude that∑
n≤x

µ(n)2

φ(n)
= log x+ E +O

(
x−1/2 exp

(
− c

2

√
log x

))
for some constant E (which is determined in Exercise

Exer:W1
1).

4. (a) Suppose that a is a positive integer and

f(p) =


∑

t|(p+1)/a

|µ(t)|d
(p+ 1

at

)
when p ≡ −1 (mod a),

0 otherwise.

Prove that there is a positive number C(a) such that for X ≥
X0(a) we have ∑

p≤X
p≡−1 (mod a)

f(p) > C(a)X(logX)2.

(b) (Vaughan 1970) Let Ea(N) denote the number of natural num-

bers n not exceeding N such that

a

n
=

1

x
+

1

y
+

1

z

is insoluble in integers. Prove that there is a positive number C(a)

such that

Ea(N) ≪ N exp
(
− C(a)(logN)2/3

)
.

5. Let τ(n) denote the number of squarefree divisors of n,

τ(n) =
∑
m|n

µ(m)2.

Prove that ∑
p≤x

τ(p+ 1) = x+O
(x log log x

log x

)
.
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Exer:tp1 6. In this exercise, combined with the next two after it, we establish an

improved upper bound for the number of twin primes. Let f(n) and

g(n) be multiplicative functions defined as follows:

f(n) =
∏
pα∥n

1

(p− 1)α
, g(n) =

∏
pα∥n

pα−1

(p− 1)α
.

(a) Show that nf(n) =
∑
d|n g(d).

(b) Show that ∑
n≤z
2∤n

f(n) =
∑
d≤z
2∤d

g(d)

d

∑
m≤z/d
2∤m

1

m
.

(c) Show that ∑
m≤w
2∤m

1

m
=

1

2
logw + C1 +O(1/w)

where C1 = (C0 + log 2)/2.

(d) Show that
∞∑
d=1
2∤d

g(d)

d
=

2

c

where c is defined as in (
E:TwinPrimeConst
20.28).

(e) Show that ∑
n≤z
2∤n

f(n) =
log z

c
+ C2 +O((log z)/z)

where

C2 =
C0 + log 2

c
− 1

2

∞∑
d=1
2∤d

g(d) log d

d
.

Exer:tp2 7. Let

φ2(n) = n
∏
p|n

(
1− 2

p

)
.

(a) Show that∑
n≤z
2∤n

µ(n)2

φ2(n)
=
∑
n≤z
2∤n

µ(n)2

φ(n)

∏
p|n

(
1 +

1

p− 1
+

1

(p− 1)2
+ · · ·

)
.
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Let f(n) be defined as in Exercise
Exer:tp1
6. Explain why the right hand

side above is

≥
∑
n≤z
2∤n

f(n).

(b) Conclude that ∑
n≤z
2∤n

µ(n)2

φ2(n)
≥ log z

c
+O(1)

where c is defined as in (
E:TwinPrimeConst
20.28).

Exer:tp3 8. Put P =
∏

2<p≤z p, and let Λd be real numbers such that Λ1 = 1 and

Λd = 0 for d > z.

(a) Explain why the number of primes p ≤ x for which p+2 is prime

does not exceed

π(z) +
∑
p≤x

( ∑
d|(p+2)

Λd

)2
.

(b) Show that the sum above is

=
∑
d|P
e|P

ΛdΛeπ(x; [d, e],−2).

(c) Write the above as

li(x)
∑
d|P
e|P

ΛdΛe
φ([d, e])

+
∑
d|P
e|P

ΛdΛeEπ(x; [d, e],−2). (20.37) E:TPMT1

(d) Show that if f is a multiplicative function, then f((d, e))f([d, e])

= f(d)f(e).

(e) Let φ2(n) be defined as in Exercise
Exer:tp2
7. Show that if n is squarefree,

then

φ(n) =
∑
d|n

φ2(d).

(f) Show that the first sum in (
E:TPMT1
20.37) is

∑
δ|P φ2(δ)y

2
δ where

yδ =
∑
d|P
δ|d

Λd
φ(d)

.

(g) Show that if Λd = 0 for d > z, then yδ = 0 for δ > z.



20.3 Applications of the Bombieri–Vinogradov Theorem 227

(h) Show that

Λd = φ(d)
∑
δ|P
d|δ

µ(δ/d)yδ.

(i) Show that if yδ = 0 for δ > z, then Λd = 0 for d > z.

(j) Explain why
∑
δ|P µ(δ)yδ = 1.

(k) Put

L =
∑
δ≤z
2∤δ

µ(δ)2

φ2(δ)
.

(l) Show that∑
δ|P
δ≤z

φ2(δ)y
2
δ =

1

L
+
∑
δ|P
δ≤z

φ2(δ)
(
yδ − µ(δ)/(Lφ2(δ))

)2
.

(m) Take yδ = µ(δ)/(Lφ2(δ)) for δ|P , δ ≤ z. Show that the first term

in (
E:TPMT1
20.37) is

≤ c li(x)

log z
+O

(
x/((log x)(log z)2)

)
.

(n) Show that

Λd =
µ(d)φ(d)

Lφ2(d)

∑
r≤z/d

(r,2d)=1

µ(r)2

φ2(r)
.

(o) Explain why

φ(d)

φ2(d)

∑
r≤z/d

(r,2d)=1

µ(r)2

φ2(r)
≤ L,

and hence deduce that |Λd| ≤ 1 for all d.

(p) Show that if q|P , then∑
d,e

[d,e]=q

|ΛdΛe| ≤ 3ω(q).

(q) Show that the second term in (
E:TPMT1
20.37) has absolute value not ex-

ceeding ∑
q≤z2
2∤q

µ(q)23ω(q)Eπ(x, q).
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(r) Show that

∑
q≤z2
2∤q

µ(q)29ω(q)

q
≤

∏
2<p≤z2

(
1 +

9

p

)
≪ (log z)9.

(s) Deduce by (
E:BVVar2pi
20.27) that the second term in (

E:TPMT1
20.37) is

≪ x3/4z(log xz)6.

(t) Take z = x1/4(log x)−9. Conclude that the number of primes

p ≤ x for which p+ 2 is prime does not exceed

4cx

(log x)2

(
1 +O

( log log x
log x

))
where c is defined as in (

E:TwinPrimeConst
20.28). This bound is smaller by a factor

of 2 than the bound we obtained in §3.4.

20.4 Mean square distribution
S:MeanSqrDist

We begin with an upper bound for the mean square error in the prime

number theorem for arithmetic progressions, which we then use to derive

an asymptotic estimate for the same quantity.

T:MeanSqrDistPrimes Theorem 20.12 Let A be fixed. If x/(log x)A ≤ Q ≤ x, then

∑
q≤Q

q∑
a=1

(a,q)=1

(ψ(x; q, a)− x/φ(q))2 ≪ Qx log x. (20.38) E:MSDP1

Proof We start by recalling the identity (
E:psiqa2psichi
20.16). From the orthogonality

property of Dirichlet characters (as in (4.12) or Exercise 4.2.2), it follows

that
q∑
a=1

(a,q)=1

(ψ(x; q, a)− x/φ(q))2 =
1

φ(q)

∑
χ

|ψ′(x, χ)|2.

If χ⋆ is the primitive character that induces χ, then ψ′(x, χ) differs little

from ψ′(x, χ⋆), was we see from (
E:chi2chi*
20.19). Hence the left hand of (

E:MSDP1
20.38)
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is

≪
∑
q≤Q

1

φ(q)

∑
χ

(
|ψ′(x, χ⋆)|2 + (log qx)4

)
≪
∑
d≤Q

( ∑⋆

χ(mod d)

|ψ′(x, χ)|2
)(∑

q≤Q
d|q

1

φ(q)

)
+Q(logQx)4.

From the estimate (
E:Specsum1/phiq
20.20) we see that it suffices to show that

∑
q≤Q

log 2Q
q

φ(q)

∑⋆

χ

|ψ′(x, χ)|2 ≪ Qx log x. (20.39) E:MSTarget

By the Siegel–Walfisz theorem (Corollary 11.18) we know that

ψ′(x, χ) ≪ x exp
(
− c
√

log x
)

for q ≤ (log x)A+2. The contribution of such q is therefore

≪ x2(log x)A+3 exp
(
− c
√

log x
)
≪ x2(log x)−A ≪ Qx.

Consider now a range Q1 < q ≤ 2Q1 with 1 < Q1 ≤ Q. Then ψ′(x, χ)

= ψ(x, χ), and the contribution is

≪
log 2Q

Q1

Q1

∑
Q1<q≤2Q1

q

φ(q)

∑⋆

χ

|ψ(x, χ)|2.

By the large sieve (Theorem
T:LSchi
19.16) this is

≪
log 2Q

Q1

Q1
(x+Q2

1)
∑
n≤x

Λ(n)2 ≪ (x2Q−1
1 + xQ1)(log x) log

2Q

Q1
.

We cover the interval (log x)A+2 ≤ q ≤ Q with ranges of the above sort,

and sum, to obtain (
E:MSTarget
20.39). Thus the proof is complete.

For many applications the estimate of Theorem 20.11 is sufficient, but

it is interesting to note that with a little more work we can obtain not

just an upper bound but an asymptotic estimate. To prepare for the

main argument we first establish a lemma.

L:Cesaro/phi Lemma 20.13 There exist absolute constants a and b such that∑
n≤y

(1− n/y)2

φ(n)
=
ζ(2)ζ(3)

ζ(6)
log y + a

+
log y

y
+
b

y
+Oε

(
y−3/2+ε

) (20.40) E:Cesaro/phi
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for y ≥ 1.

Proof By manipulating Euler products we see that

∞∑
n=1

1

φ(n)ns
= ζ(s+ 1)

∏
p

(
1 +

1

(p− 1)ps+1

)
= ζ(s+ 1)ζ(s+ 2)

∏
p

(
1 +

1

(p− 1)ps+2
− 1

(p− 1)p2s+3

)
= ζ(s+ 1)ζ(s+ 2)F (s),

say. By taking k = 2 in (5.19), we see that in (
E:Cesaro/phi
20.40) the left hand side is

=
2

2πi

∫ σ0+i∞

σ0−i∞
ζ(s+ 1)ζ(s+ 2)F (s)

ys

s(s+ 1)
ds

where σ0 > 0. The Euler product F (s) is absolutely convergent for

σ > −3/2, and is uniformly bounded for σ ≥ −3/2 + δ. We let σ1 be

slightly larger than −3/2, and apply Cauchy’s theorem with a path from

σ0 − iT to σ0 + iT to σ1 + iT to σ1 − iT to σ0 − iT . By Corollaries 1.17

and 10.5 we see that ζ(s + 1)ζ(s + 2) ≪ τ3/2 on this contour. Thus

the integral from σ1 + iT to σ1 − iT is ≪ yσ1 . Within the contour the

integrand has double poles at s = 0 and at s = −1. The residue at

s = 0 is

ζ(2)G(0)
(
C0 +

ζ ′

ζ
(2) +

G′

G
(0)− 3

2

)
.

This gives the first two main terms, since G(0) = ζ(3)/ζ(6). At s = −1,

the residue is

−2ζ(0)G(0)y−1
(ζ ′
ζ
(0) + C0 +

G′

G
(−1) + log y

)
.

We recall (10.11), which asserts that ζ(0) = −1/2. Since G(−1) = 1, we

have the remaining main terms.

T:B-D-H Theorem 20.14 Let A > 0 be fixed. If x/(log x)A ≤ Q ≤ x, then

∑
q≤Q

q∑
a=1

(a,q)=1

(ψ(x; q, a)− x/φ(q))2 = Qx logQ+O(Qx). (20.41) E:B-D-H

Proof Let Q1 = x2(log x)−A−1. By Theorem
T:MeanSqrDistPrimes
20.12, the contribution of

q ≤ Q1 to the above is ≪ x2(log x)−A ≪ Qx. Thus we may restrict our
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attention to the range Q1 ≤ q ≤ Q. The inner sum on the left hand

side is

=

q∑
a=1

(a,q)=1

ψ(x; q, a)2 − 2
x

φ(q)

q∑
a=1

(a,q)=1

ψ(x; q, a) +
x2

φ(q)
. (20.42) E:VarExpan

Here the second sum is

=
∑
n≤x

(n,q)=1

Λ(n) = ψ(x)−
∑
p|q

[ log x
log p

]
log p

= x+O
(
(log qx)2

)
+O

(
x exp

(
− c
√

log x
))
.

The first sum in (
E:VarExpan
20.42) is ∑

m,n≤x
m≡n (q)
(mn,q)=1

Λ(m)Λ(n).

If the condition (mn, q) = 1 is omitted, then the value of the above is

changed by not more than∑
p|q

[ log x
log p

]2
(log p)2 ≪ (log qx)3.

In Exercise 2.1.1.16(c) it was established that∑
q≤x

1

φ(q)
=
ζ(2)ζ(3)

ζ(6)

(
log x+ C0 −

∑
p

log p

p2 − p+ 1

)
+O

( log x
x

)
.

Hence ∑
Q1<q≤Q

1

φ(q)
=
ζ(2)ζ(3)

ζ(6)
log

Q

Q1
+O

( logQ1

Q1

)
.

Thus we deduce that∑
Q1<q≤Q

q∑
a=1

(a,q)=1

(ψ(x; q, a)− x/φ(q))2

=
∑

Q1<q≤Q

∑
m,n≤x
m≡n (q)

Λ(m)Λ(n)− ζ(2)ζ(3)

ζ(6)
x2 log

Q

Q1
+O(Qx).

The terms with m = n contribute an amount

(Q−Q1 +O(1))
∑
n≤x

Λ(n)2 = Qx log x+O(Qx).
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Hence to obtain the stated result it suffices to show that∑
Q1<q≤Q

∑
m<n≤x
m≡n (q)

Λ(m)Λ(n)

=
ζ(2)ζ(3)

2ζ(6)
x2 log

Q

Q1
− 1

2
Qx log

x

Q
+O(Qx).

(20.43) E:FinalTarget

To this end we show that∑
y<q≤x

∑
m<n≤x
m≡n (q)

Λ(m)Λ(n)

=
ζ(2)ζ(3)

2ζ(6)
x2 log

x

y
+
a

2
x2 +

1

2
xy log

x

y
+O(xy)

(20.44) E:LambdaDoublSum

for x(log x)−A−1 ≤ y ≤ x, where a is the constant in Lemma
L:Cesaro/phi
20.13. This

suffices, for on taking y = Q1 and y = Q, and differencing, we obtain

(
E:FinalTarget
20.43).

The left hand side of (
E:LambdaDoublSum
20.44) is

∑
y<q≤x

∑
0<k≤x/q

∑
0<m≤x−kq

Λ(m)Λ(m+ kq)

=
∑

0<k≤x/y

∑
y<q≤x/k

∑
0<m≤x−kq

Λ(m)Λ(m+ kq)

=
∑

0<k≤x/y

∑
0<m≤x−ky

Λ(m)
∑

y<q≤(x−m)/k

Λ(m+ kq)

=
∑

0<k≤x/y

∑
0<m≤x−ky

Λ(m)(ψ(x; k,m)− ψ(m+ ky; k,m)).

If m is a prime-power and (m, k) > 1, then m = pr, say, where p|k,
and the prime-powers congruent to m modulo k are powers of the same

prime p. Thus the pairs m, k for which (m, k) > 1 contribute to the

above an amount

≪
∑
k≤x/y

∑
p|k

[ log x
log p

]
(log p)2 ≪

∑
k≤x/y

(log kx)3 ≪ (log x)A+4.

On the other hand, by the Siegel–Walfisz theorem (Corollary 11.19), the
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pairs k, m for which (k,m) = 1 contribute the amount∑
0<k≤x/y

1

φ(k)

∑
0<m≤x−ky
(m,k)=1

Λ(m)(x−m− ky)

+O
( ∑

0<k≤x/y

∑
m≤x−ky

Λ(m)x exp
(
− c
√

log x
))
.

The error term here is ≪ (log x)A+1x2 exp
(
− c

√
log x

)
≪ x2(log x)−A,

so can be ignored. In the main term, if the condition that (m, k) = 1 is

dropped, then the expression is altered my an amount that is

≪ x
∑

0<k≤x/y

∑
p|k

[ log x
log p

]
log p≪ x(log x)3 ≪ x2(log x)−A.

By the Prime Number Theorem we know that∑
m≤z

Λ(m)(z −m) =
1

2
z2 +O

(
z2 exp

(
− c
√

log z
))
.

On taking z = x− ky, we see that the remaining main term is

1

2

∑
0<k≤x/y

(x− ky)2

φ(k)
+ O

(
x2 exp

(
− c
√

log x
) ∑
0<k≤x/y

1

φ(k)

)
.

By Lemma
L:Cesaro/phi
20.13 this is

=
ζ(2)ζ(3)

2ζ(6)
x2 log

x

y
+
a

2
x2 +

1

2
xy log

x

y
+O(xy).

Thus we have (
E:LambdaDoublSum
20.44), and the proof is complete.

S:MeanSqrDist

20.4.1 Exercises

1. Suppose that q ≥ x. Explain why

q∑
a=1

(a,q)=1

(
ψ(x; q, a)− x

φ(q)

)2
≪ x2

φ(q)
+
∑
n≤x

Λ(n)2

≪ x2

q
log q + x log x≪ x log x.
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2. (a) The object of Exercise 4.2.1.2 was to show that∑
χ

∣∣∣ q∑
n=1

cnχ(n)
∣∣∣2 = φ(q)

∑
χ

|cχ|2

where the cn are arbitrary and χ runs over all Dirichlet characters

modulo q in the sum on the left. By a suitable application of this,

or otherwise, show that

q∑
a=1

(a,q)=1

(
ψ(x; q, a)− x

φ(q)

)2
=

1

φ(q)

∑
χ ̸=χ

0

|ψ(x, χ)|2

+
(ψ(x;χ

0
)− x)2

φ(q)
.

20.5 Notes
S:NotesPrimesAP3

Section
S:Ave|psi(x,chi)|
20.1 Let N(α, T ) denote the number of zeros of the Riemann

zeta-function in the rectangle α ≤ σ ≤ 1, 0 < t ≤ T . An estimate for

N(α, T ) is known as a zero-density theorem, although the estimate is

not actually a density. To the extent that it can be shown that the zeta

function does not have many zeros with large real part, various con-

sequences can be derived concerning the distribution of prime numbers.

For a Dirichlet character χ, let N(α, T ;χ) denote the number of zeros

of L(s, χ) in the rectangle α ≤ σ ≤ 1, |t| ≤ T .
EB65a
Bombieri (1965) used

his form of the large sieve to derive upper bounds for quantities roughly

of the form
∑
q≤Q

∑⋆
χN(α, T, χ). The bounds obtained were then used

to estimate sums of |ψ(x, χ)|, and those bounds were in turn used to

derive the Bombieri–Vinogradov theorem. Bombieri’s derivation of zero-

density estimates involved much work;
PXG68
Gallagher (1968) was the first

to obtain corresponding bounds for sums of |ψ(x, χ)| without consider-
ing zero densities, although his arguments still involved inverse Mellin

transforms and contour integrals.
RCV75x
Vaughan (1975) simplified Gallagher’s

arguments somewhat, but it was in
RCV77y, RCV80a
Vaughan (1977, 1980) that he in-

troduced his decomposition (
E:VaughanId
17.5) of Λ(n), which allows us to derive

estimates for sums of |ψ(x, χ)| from the large sieve in an entirely ele-

mentary way.

Section
S:Bom-Vin
20.2 Rényi’s approach to the large sieve was somewhat im-

paired because he employed vectors that were not sufficiently close to

being orthogonal.
KR65
Roth (1965) started his arguments using trigonometric
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polynomials, where it is much easier to construct vectors that are close

to orthogonal.
EB65a
Bombieri (1965) refined Roth’s work, while the work of A.

I.
AIV65
Vinogradov (1965) was entirely independent, did not involve the large

sieve, was much more complicated, and led to slightly weaker estimates.

In some situations we do not need an estimate for each individual

E(x; q, a); rather a bound for a sum of such quantities suffices. Following

Wang, Yuan (1962), we say that the primes are distributed with level α

if ∑
q≤xα−ε

max
(a,q)=1

|E(x; q, a)| = O
(
x(log x)−A

)
(20.45) E:Levelalpha

for arbitrarily large fixed A > 0.
MBB63a
Barban (1963) and

Pan63, Pan64
Pan (1963, 1964)

claimed proofs that α = 3/8 could be achieved, but before their com-

plicated work could be evaluated,
EB65a
Bombieri (1965) achieved α = 1/2,

which is exactly what follows from GRH.

The assertion (
E:Levelalpha
20.45) with α = 1 is the Elliott–Halberstam Hypothesis

(Conjecture
Con:EHH
20.2).

The question arises as to the extent to which one can increase the

range for q in the Bombieri–Vinogradov theorem when one relaxes con-

ditions such as taking the maximum over a or the absolute value of

ψ(x; q, a)− x

φ(q)
.

In this context there is a series of papers,
FI80
Fouvry & Iwaniec (1980),

FI83
Fouvry & Iwaniec (1983),

BFI86
Bombieri, Friedlander & Iwaniec (1986),

BFI87
Bombieri,

Friedlander & Iwaniec (1987),
BFI89
Bombieri, Friedlander & Iwaniec (1989),

BFI19
Bombieri, Friedlander & Iwaniec (2019), and more recently

ABL21
Assing, Blomer,

Li (2021) in which the main innovation is the introduction of estimates

for incomplete Kloosterman sums. In the last of these papers it is shown

inter alia that∑
q≤Q

(q,a1a2)=1
q≡c0 mod c

( ∑
n≤x

a2n≡a1 mod q
n≡d0 mod d

Λ(n)− 1

φ(qd)

∑
n≤x

(n,qd)=1

Λ(n)

)
≪C,A x(log x)

−A

(20.46) E:twentyABL

provided that Q ≤ x1/2+δ for some small positive δ and c, d, c0d0, a1, a2
satisfy various conditions, including

0 < |a1| ≤ x1+δ, 0 < |a2| ≤ xδ, c, d ≤ (log x)C , (d0, d) = (c0, c) = 1.

In a different direction as a significant part of his work on bounded
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gaps between prime
YZ14
Zhang (2014) showed that, for Q ≤ x1/2+δ,∑

q≤A (Q,R)

∑
c∈C (q)

∣∣∣∣ ∑
x≤n<2x
n≡c mod q

Λ(n)− 1

φ(q)

∑
x≤n<2x
(n,q)=1

Λ(n)

∣∣∣∣≪A (log x)−A

where A (Q,R) is the set of R-factorable numbers q not exceeding Q,

i.e. the q with no prime factor exceeding R, and where C (q) is a set of

solutions of a special polynomial congruence modulo q.

Section
S:BVAppl
20.3. Let E be defined as in (

E:DefE
20.33).

EP40
Erdős (1940) gave the

first unconditional proof that E < 1. Let π(x, k) denote the num-

ber of primes p ≤ x such that p + k is prime. Erdős showed that if

π(x, k) < (c + ε)S2(k)x/(log x)
2 for all k and all large x, then E ≤

1 − 1/(2c). For a detailed derivation of this result, see Exercise 3.4.1.3.
GR54
Ricci (1954) observed that Selberg’s method gives c = 8, and hence

that E ≤ 15/16.
EB65
Bombieri (1965) showed that one can take c = 4,

which gives E ≤ 7/8.
RAR40
Rankin (1940) refined the Hardy–Littlewood

argument to obtain E ≤ 3/5 on GRH, and
RAR50
Rankin (1950) showed

that E ≤ (42/43)(3/5) = 0.5860 . . . on GRH by combining his method

with that of Erdős. It might seem strange that these authors obtained

weaker results from GRH than what
EBHD66
Bombieri & Davenport (1966)

achieved unconditionally. The explanation is that in the last line of

the proof of our Lemma
L:|S(a/q)|^2>=
20.8, we discarded a nonnegative quantity. It

seems that Hardy, Littlewood, and Rankin estimated the size of that

term, without recognizing that this is unnecessary.
EBHD66
Bombieri & Daven-

port (1966) combined their results with Erdős’s method to show that

E ≤ (2 +
√
3)/8 = 0.466506 . . .. To see how this is done, see Exercises

S:RefSi
21.1.1.

Exer:tp4
1–

S:RefSi
21.1.1.

Exer:tp6
3. More refined kernels T (α) were introduced by

GZP72
Pil’tai

(1972) and
MNH73, MNH77
Huxley (1973, 1977) to obtain small further improvements,

E ≤ 0.4571 . . . , E ≤ 0.4463 . . . , E ≤ 0.4425 . . .

respectively.
HM88
Maier (1988) contributed a larger improvement by adapting

his matrix method (see Volume 3) to the situation so as to take advantage

of oscillations in the primes over short intervals. This led to the known

bound being reduced by a factor of e−C0 where C0 is Euler’s constant

and gives E ≤ 0.2484 . . .. This work was completely overtaken by that

described in Chapter
C:Twenty2
22.

Section
S:MeanSqrDist
20.4

MBB63a
Barban (1963) showed that∑

q≤Q

q∑
a=1

(a,q)=1

(ψ(x; q, a)− x/φ(q))2 ≪ x2(log x)−A



20.6 References 237

provided that Q ≤ x(/ log x)−B where B = B(A).
DH66
Davenport & Hal-

berstam (1966) showed that one may take B = A + 5. Then
PXG67a
Gallagher

(1967) showed that one may take B = A + 1 and
HLM70, HLM71a
Montgomery (1970,

1971) showed that if x(log x)−A ≤ Q ≤ x, then the above is = Qx log x+

O
(
Qx log(2x/Q)

)
.
CH75
Hooley (1975) (see also

CH74
Hooley (1974)), then intro-

duced his inversion method and established that for Q in this same

interval the above is = Qx logQ− cQx+ O
(
Q5/4x3/4

)
where c = C0 +

log(2π) +
∑
p

log p
p(p−1) . Hooley then followed this over a period of forty

years with a long sequence of papers with the same title investigating

various aspects and generalisations of this result.
H&S17
Harper & Soundara-

rajan (2017) and
B&F23
Bretèche & Fiorilli (2023) have given lower bounds for

the expession displayed above, when x1/2 < Q ≤ x.
CH74, CH02
Hooley (1974, 2002) conjectured that

q∑
a=1

(a,q)=1

(
ψ(x; q, a)−

ψ(x, χ
0
)

φ(q)

)2
∼ x log q

for q in some range (depending on x). Hooley’s Conjecture is not known

to hold in any range, but
DF15
Fiorilli (2015) has conjectured that it holds for

(log log x)1+δ ≤ q ≤ x for any fixed δ > 0.
F&M23
Fiorilli & Martin (2023) have

shown that the expression above can be much larger than x log q when

q ≍ log log x.

More is known on the Generalised Riemann Hypothesis. The best that

is known is due to
GV96
Goldston & Vaughan (1996). That and

HLM70
Montgomery

(1970) are based on applications of the Hardy-Littlewood methods which

whilst more complicated than the Hooley inversion method sometimes

gives more insight and suggests possible improvements. See for example
RV01
Vaughan (2001),

RV03a
Vaughan (2003a),

RV03b
Vaughan (2003b) and the corres-

ponding question concerning the distribution of squarefree numbers in

arithmetic progression
RV05
Vaughan (2005) and more general sequences

RV98a
Vaughan

(1998a),
RV98b
Vaughan (1998b). This is a very active area with many associ-

ated aspects. See the survey article of
RV24
Vaughan (2024), and references

therein.
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Sieves II

C:SII

21.1 Refresher on sieves
S:RefSi

In this chapter we return to the topic of Chapter 3, (small) sieves, which

we now treat, at least initially, in some generality. However our object is

to give nothing much more than an introduction and some applications

to what has become a vast and complex subject. Readers who wish to

see the many aspects of the subject in more detail are advised to consult

the standard reference on the subject
FI10
Friedlander & Iwaniec (2010). Let

A = {an} be a sequence of nonnegative real numbers such that

A =
∑
n∈Z

an <∞. (21.1) E:defA

Usually this sequence has compact support, and most commonly, an = 0

or 1.

Let P be a set of primes, the sifting range, and define

P (z) =
∏
p<z
p∈P

p. (21.2) E:defPz

Then we are concerned with estimates for the quantity

S(A ,P, z) =
∑
n∈Z

(n,P (z))=1

a(n).

Here z is often called the sifting level of the sifted set.

We find it useful to develop sieves with rather general weights. This

facilitates applications. For example, suppose that F (x) is a integral

form of degree k in s variables and we are interested in the number of

integer points x in a box such that N − F (x) is prime, where N is a

large positive integer.

241
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As we saw in §3.1 in the special case of sifting an interval, it is natural

to suppose that we have some information concerning

Am = {am(n) : n ∈ Z}

where we define

am(n) = a(mn).

This is usually in the form of an approximation for

A(m) =
∑
n∈Z

am(n),

when m is squarefree and has all its prime factors in P, of the kind

A(m) = Xρ(m) + r(m) (21.3) E:A(m)

where X is a large parameter and ρ is a nonnegative multiplicative func-

tion. Hopefully r(m) is relatively small compared with Xρ(m), at least

on average over some range of m. Often the r(m) are not explicitly

known, but we assume that there is a nonnegative function R(m) avail-

able such that |r(m)| ≤ R(m).

Since

A = A(1) = X + r(1),

it is normal to expect that X is a good approximation to A. Hence if

a(n) is the characteristic function of the integers in an interval, then one

would take X to be the length of the interval, and (
E:A(m)
21.3) holds with

ρ(m) = 1/m and R(m) = 1.

If we are interested in the twin prime conjecture, then we might take

a(n) to be the number of solutions of r(r + 2) = n in integers r with

1 ≤ r ≤ X, and then (
E:A(m)
21.3) holds with mρ(m) the number of solutions

of x(x + 2) ≡ 0 (mod m) and with |R(m)| ≤ mρ(m). Alternatively, we

might take a(n) to be the characteristic function of numbers of the form

p+ 2 with p ≤ x. Then

A(m) = π(x;m,−2),

we take P to be the set of primes p > 2, and

X = li(x), ρ(m) =
1

φ(m)
.

A familiar way of writing the condition
(
n, P (z)

)
= 1 is to observe
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that ∑
m|q

µ(m) =

{
1 (q = 1),

0 (q > 1).

However, as we saw in §3.1, the number of m with m|P (z) grows too

rapidly for us to make good use of this identity. Thus we seek functions

λ±(m) that are one-sided approximations to µ(m) in the sense that∑
m|q

λ−(m) ≤
∑
m|q

µ(m) ≤
∑
m|q

λ+(m)

for all q, where the support of the λ± is controlled. Then

X
∑

m|P (z)

λ−(m)ρ(m) +
∑

m|P (z)

λ−(m)r(m) ≤ S(A ,P, z)

≤ X
∑

m|P (z)

λ+(m)ρ(m) +
∑

m|P (z)

λ+(m)r(m), (21.4) E:sieve1

which gives

X
∑

m|P (z)

λ−(m)ρ(m)−
∑

m|P (z)

|λ−(m)|R(m) ≤ S(A ,P, z)

≤ X
∑

m|P (z)

λ+(m)ρ(m) +
∑

m|P (z)

|λ+(m)|R(m). (21.5) E:sieve2

Suppose that, among all possible upper bound sifting functions λ+, we

take the one that minimizes the right hand member above. By appeal-

ing to the fundamental duality theorem of linear programming, it can

be shown that there exists a sequence of nonnegative a(n) satisfying

|A(m) − Xρ(m)| ≤ R(m) for all m, and which has the property that

S(A ,P, z) is equal to the upper bound above. Similarly, if λ− is chosen

to maximize the lower bound on the left above, then there is a choice of

the a(n) for which S(A ,P, z) is equal to the lower bound above. Details

of this will be discussed in §
S:App
H.2. The beautiful thing about this is that

when an optimal λ+ can be found, and the worst case a(n) is also con-

structed, then each one proves that the other is optimal. Unfortunately,

we presently know of such optimal pairs in only a few isolated situations.

See §
S:SelEx
21.4.

As described in §3.1, Brun’s initial choice corresponds to taking for a

suitable positive integer r

D− = {n : ω(n) ≤ 2r − 1}, D+ = {n : ω(n) ≤ 2r}; (21.6) E:BrunD
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thus µ(m)λ±(m) is the characteristic function of D±.

We say that a set D of positive integers is divisor closed if for each

n ∈ D all positive divisors of n are also members of D. We now set

D = {d|P (z) : d ≤ z}. In §3.2 we saw that the Selberg lambda-squared

sieve gives a superior choice of λ+. To construct the Selberg upper bound

sifting function we take λ(n) to be real-valued, supported on D, with

λ(1) = 1. Thus (∑
l|q

λ(l)
)2

=
∑
m|q

∑
l1, l2

[l1,l2]=m

λ(l1)λ(l2),

If λ(l1) ̸= 0 and λ(l2) ̸= 0, then l1 ≤ z, l2 ≤ z, and hence m ≤ l1l2 ≤ z2.

This gives an upper bound sifting function

λ+(m) =
∑
l1, l2

[l1,l2]=m

λ(l1)λ(l2).

supported on the interval
[
1, z2

]
.

Thus

S(A,P, z) ≤
∑
l

∑
m

λ(l)λ(m)
∑
n

a(n[l,m])

= X
∑
l

∑
m

λ(l)λ(m)ρ([l,m]) + r

where

r =
∑
l

∑
m

λ(l)λ(m)r([l,m]).

The interesting part is the main term XF where

F =
∑
d

∑
e

λ(d)λ(e)ρ([d, e]).

We want to minimise this subject to the condition λ(1) = 1, and in the

special case ρ(n) = 1/n this we already did in §3.2. The general case

involves no new idea.

It is helpful to view F as a quadratic form in the λ. Our first objective

is to diagonalise F , and this can be done quite easily. Recall that we are

assuming that ρ(d) > 0 for all d ∈ D. Write (d, e) = m, d = qm, e = rm,

so that (q, r) = 1. Since ρ is multiplicative and qrm is squarefree we

have ρ([d, e]) = ρ(qrm) = ρ(qm)ρ(rm)/ρ(m) and

F =
∑
m

ρ(m)−1
∑
q

∑
r

(q,r)=1

λ(qm)λ(rm)ρ(qm)ρ(rm).
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Now we use the Möbius function to remove the condition (q, r) = 1.

Thus

F =
∑
m

ρ(m)−1
∑
l

µ(l)
(∑

d

λ(dlm)ρ(dlm)
)2
.

Next we collect the terms with lm = n and observe that by multiplic-

ativity that ∑
l,m
lm=n

ρ(m)−1µ(l) =
∏
p|n

1− ρ(p)

ρ(p)
.

Denote this expression by g(n)−1. Then we have

F =
∑
n

g(n)−1
(∑

d

λ(dn)ρ(dn)
)2

where

g(n) =
∏
p|n

ρ(p)

1− ρ(p)
. (21.7) E:grho

Let

ν(n) =
∑
d

λ(dn)ρ(dn) (n ∈ D).

We have

F =
∑
n

g(n)−1ν(n)2,

ν(n) =
∑
d

λ(dn)ρ(dn) (n ∈ D).

There is a bijection between the λ and the ν. We can view the transform-

ation from the one to the other as being by an upper triangular matrix,

which is obviously invertible. There is a standard number theoretic way

of expressing the inversion. Consider∑
n

µ(n)ν(nm) =
∑
n

∑
d

λ(dn)ρ(dnm)µ(n).

Collecting the terms with nd = q this becomes, for m ∈ D,∑
q

λ(qm)ρ(qm)
∑
n|q

µ(n) = λ(m)ρ(m).

Hence

λ(m)ρ(m) =
∑
n

ν(nm)µ(n) (m ∈ D).
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Thus we are seeking to minimise

F =
∑
n

g(n)−1ν(n)2 under the condition
∑
n

ν(n)µ(n) = λ(1) = 1.

Let θ = 1/
∑
n∈D g(n). Then

F = =
∑
n∈D

(ν(n)− θµ(n)g(n))2

g(n)
+ 2θ

∑
n

ν(n)µ(n)− θ2
∑
n

g(n)

=
∑
n∈D

(ν(n)− θµ(n)g(n))2

g(n)
+ θ.

Obviously F ≥ θ and the choice

ν(n) = θµ(n)g(n)

gives ∑
n

ν(n)µ(n) = 1 and F = θ.

We have just shown that the minimum of F is θ and the minimum is

attained when

ν(n) = θµ(n)g(n).

We can now invert the transform to recover the minimising λ(m). Recall

that

λ(m)ρ(m) =
∑
n

ν(nm)µ(n) (m ∈ D).

Thus the minimising λ(m) are given by

λ(m) =
θ

ρ(m)

∑
n

g(mn)µ(mn)µ(n)

= θµ(m)
g(m)

ρ(m)

∑
n

nm∈D

g(n).

We need to determine the λ(m) because they occur in the remainder

term. Write

g(m)

ρ(m)
=
∏
p|m

1

1− ρ(p)
=
∏
p|m

(1 + g(p)) =
∑
d|m

g(d).
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Thus

|λ(m)| ≤ θ
∑
d|m

g(d)
∑
n

nd∈D
(n,m/d)=1

g(n)

= θ
∑
d|m

∑
k

(k,m)=d

g(k) = 1,

so

|λ(m)| ≤ 1.

T:Selberg Theorem 21.1 (Selberg 1947) Suppose that (
E:A(m)
21.3), (

E:defPz
21.2) and (

E:grho
21.7)

hold, and ρ is multiplicative and satisfies 0 ≤ ρ(p) < 1. Let D be a

divisor closed subset of the divisors of P (z). Then

S(A ,P, z) ≤ X∑
n∈D g(n)

+
∑
l∈D

∑
m∈D

λ(l)λ(m)r([l,m])

where g(n) =
∏
p|n

ρ(p)
1−ρ(p) . Moreover

|λ| ≤ 1.

This bound is reminiscent of the arithmetical form of the large sieve,

Theorem
T:LS3
19.13, but that, of course, is just an interval sieve.

Our main interest at this stage is to develop lower bound sieves, hope-

fully in tandem with upper sieve bounds. For this purpose we introduce

several new parameters. Let

V (z) =
∏
p<z
p∈P

(1− ρ(p)).

Then it is natural to suppose that XV (z) ought to give us the size of

S(A ,P, z). It is normal at this point in the discussion of “small” sieves

to hypothesise that ∑
p≤z

ρ(p) log p = κ log z +O(1)

where κ ≥ 0 is a constant, and this important number is usually referred

to as the sieve dimension. By partial summation it follows that∑
p≤z

ρ(p) = κ log log z + c+O
(
(log z)−1

)
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where c is a constant. Then by Mertens’ approximation, Theorem 2.7

(e), we deduce that

V (z) = e−C0κS(log z)−κ
(
1 +O

(
(log z)−1

))
where

S =
∏
p

1− ρ(p)

(1− 1/p)κ
.

For much of modern (small) sieve theory the weaker assumption that∑
w≤p≤z

ρ(p) log p ≤ κ log(z/w) +
C

logw

suffices.

At this point it is convenient to introduce an identity that generalises

one used in the proof of Theorem 7.11.

T:BuchId Lemma 21.2 (Buchstab’s identity 1938) Suppose that 2 ≤ w ≤ z.

Then

S(A ,P, w) = S(A ,P, z) +
∑

w≤p<z

S(Ap,P, p)

Proof The identity is immediate on observing that the difference

S(A ,P, w)− S(A ,P, z)

is a sum over integers with at least one prime factor p with w ≤ p < z

and no prime factor p′ < w. Hence the identity follows by sorting these

terms according to their least prime factor.

This identity has been very suggestive of a possible way to improve

sieve estimates. Consider the special case w = 1, which asserts that

A−
∑
p<z

S(Ap,P, p) = S(A ,P, z).

If we have an upper bound sieve estimate, we could insert it in the

sum on the left and obtain a lower bound for S(A ,P, z). We could then

use this lower bound in the sum on the left and obtain a new upper

bound for S(A ,P, z). It was found that if one used initially a version of

Brun’s sieve then the new upper bound was stronger. This suggested an

iterative procedure. Examination of the limit of the process suggested a

more direct route, which was first discovered by Rosser in the 1950s and

then rediscovered by Iwaniec.
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Suppose that we can control suitably the behaviour of

r(m)

when m ≤ y (the level of distribution of A ). We might hope that in some

generality there are smooth “fudge factors” f±(s) with s = log y
log z which

satisfy

XV (z)f−(s)
(
1 + o(1)

)
≤ S(A ,P, z) ≤ XV (z)f+(s)

(
1 + o(1)

)
(21.8) E:fudge

We note that the Buchstab identity has enabled us to guess that

XV (z) ∼ Xe−C0κS(log z)−κ = S
Xe−C0κ

(logX)κ

( logX
log z

)−κ
ought to be about the right size for the sifted set, at least when y = X.

Thus we might imagine that, for suitable f±,

S
Xe−C0κ

(logX)κ
sκf−(s)

(
1 + o(1)

)
≤ S(A,P, z) ≤

S
Xe−C0κ

(logX)κ
sκf+(s)

(
1 + o(1)

)
are the limits of the Buchstab identity iteration. It is also reasonable to

suppose that the sum over p can be replaced by an integral and retain

asymptotic equality. Finally put s = logX
log z and t = logX

logw , divide by

S
Xe−C0κ

(logX)κ

and let X, w, z go to infinity together so that the error terms tend to 0.

We may need to suppose that β < s < t where β is a positive constant.

Then we find that the f± satisfy

tκf±(t)− sκf±(s) =

∫ t

s

κuκ1f∓(u− 1)du, (21.9) E:Buchfpm1

and hence that (
tκf±(t)

)′
= κtκ−1f∓(t− 1). (21.10) E:Buchfpm2

We also know from the Brun sieve that if s is large, then f±(s) should

be asymptotically 1.

The analysis of the iterations can be quite complicated and instead

we follow the Rosser–Iwaniec approach. To set this up, write

λ(m) = µ(m)σ(m)
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where we suppose that

σ(m) = 0 or 1, σ(1) = 1,

and define the least prime factor l(m) of m, so that

l(1) = 1, l(m) = min{p : p|m} (m > 1), (21.11) E:leastpdiv

and then define

τ(m) = σ(m/l(m))− σ(m).

T:siveId Theorem 21.3 Suppose that z > 1. Then

S(A ,P, z) =
∑

m|P (z)

µ(m)σ(m)A(m) +
∑

m|P (z)

µ(m)τ(m)S
(

Am,P, l(m)
)

Proof In the right hand side we substitute the definitions of A(m) and

S
(

Am,P, l(m)
)
. On interchanging the summation we find that∑

n

a(n)

( ∑
m|(n,P (z))

µ(m)σ(m) +
∑

m|(n,P (z))(
n,P (l(m))

)
=1

µ(m)τ(m)

)
.

When
(
n, P (z)

)
= 1 the sums reduce to σ(1) = 1. It remains to consider

those n of the form

n = n′pk11 · · · pkrr

with
(
n′, P (z)

)
= 1 and z > p1 > · · · > pr. Then the second inner sum

is ∑
1<m|p1···pr(

p1···pr,P (l(m))
)
=1

µ(m)
(
σ(m/l(m))− σ(m)

)
.

The only m which satisfy these summation conditions and give a non-

zero contribution have l(m) = pr and m = jpr with j|p1 · · · pr−1. Thus

the above sum is∑
j|p1···pr−1

µ(jpr)
(
σ(j)− σ(jpr)

)
=

−
∑

j|p1···pr−1

(
µ(j)σ(j) + µ(jpr)σ(jpr)

)
= −

∑
m|p1···pr

µ(m)σ(m)

and this cancels out the terms in the first sum.
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Suppose that σ± can be chosen so that

∓µ(m)τ±(m) ≥ 0
(
m|P (z)

)
. (21.12) E:sigcon

Then∑
m|P (z)

µ(m)σ−(m)A(m) ≤ S(A ,P, z) ≤
∑

m|P (z)

µ(m)σ+(m)A(m)

and so

XS− + r− ≤ S(A ,P, z) ≤ XS+ + r+ (21.13) E:sieve3

where

S± =
∑

m|P (z)

µ(m)σ±(m)ρ(m) (21.14) E:Spm

and

r± =
∑

m|P (z)

µ(m)σ±(m)r(m). (21.15) E:Rpm

We can also use the theorem to compute a suitable approximation to

the main term. Suppose that

0 ≤ ρ(p) < 1
(
p|P (z)

)
.

Note that if ρ(p) = 1 for some p, then almost nothing will survive the

sieving process and that would not be very interesting. Now define a to

be the multiplicative function with

a(pk) =

{
ρ(p)k (p ∈ P, p < z and k ∈ N),
0 (p /∈ P or p ≥ z, and k ∈ N)).

Then

A =
∏
p<z

(
1− ρ(p)

)−1
= V (z)−1,

and for m|P (z)

A(m) = a(m)
∑
n

α(n) = ρ(m)A.
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Moreover

S
(

Am,P, l(m)
)
=

∑
n,m|n

(n,P (l(m))=1

a(n)

=
∑
k

(k,P (l(m)))=1

a(mk)

= ρ(m)
V
(
l(m)

)
V (z)

.

Also S(a,P, z) = a(1) = 1. Thus by Theorem
T:siveId
21.3,

V (z) =
∑

m|P (z)

µ(m)σ±(m)ρ(m) +
∑

m|P (z)

µ(m)τ±(m)ρ(m)V
(
l(m)

)
.

Thus, by (
E:sieve3
21.13) and (

E:Spm
21.14), we have

T:comsiv Theorem 21.4 Suppose that for every prime p ∈ P with p < z we

have 0 ≤ ρ(p) < p and for every m|P (z) we have (
E:sigcon
21.12). Then

XS− + r− ≤ S(A,P, z) ≤ XS+ + r+

where

S± = V (z)−
∑

m|P (z)

µ(m)τ±(m)ρ(m)V
(
l(m)

)
,

R± =
∑

m|P (z)

µ(m)σ±(m)R(m),

σ±(m) = 0 or 1, σ±(1) = 1,

∓µ(m)
(
σ±(m/l(m)

)
− σ±(m)

)
≥ 0,

and (
E:A(m)
21.3) holds.

S:RefSi

21.1.1 Exercises X:RefSi

Exer:tp4 1. Suppose that h is an even positive integer and

R(x;h) = card{p1 ≤ x, p2 ≤ x : p1 − p2 = h}.

Let g be the multiplicative function with g(2) = 0, g(p) = 1
p−2 when

p > 2 and g(pk) = 0 for all k ≥ 2 and define

L =
∑
n≤D

(n,2h)=1

g(n).
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Further, let f(q) denote the number of pairs l,m of positive squarefree

integers l ≤ D, m ≤ D such that [l,m] = q.

(a) Prove that

R(x;h) ≤ li(x)L−1 +D +
∑
q≤D

(q,h)=1

f(q)

∣∣∣∣π(x; q, h)− li(x)

φ(q)
.

∣∣∣∣
(b) Prove that if n is squarefree, then

g(n) =
1

φ(n)

∑
m|n

g(m)

and

L =
∑
m≤D

(m,2h)=1

g(m)

φ(m)

∑
l≤D/m

(l,2hm)=1

µ(l)2

φ(l)
.

(c) Prove that (c.f. the argument after (3.18)) that if Y ≥ 1, then

k

φ(k)

∑
l≤Y

(l,k)=1

µ(l)2

φ(l)
≥
∑
m≤Y

µ(m)2

φ(m)
≥ log Y

(d) Prove that

L ≥
∑
m≤D

(m,2h)=1

g(m)φ(2hm)

2hmφ(m)
log

D

m

= (logD)
φ(2h)

2h

∏
p∤2h

(
1 +

1

p(p− 2)

)
+O(1).

Exer:tp5 2. Prove that uniformly in x and h

R(x;h) ≤ 4S(h)x

(log x)2

(
1 +O

( log log x
log x

))
where

S(h) = c(h) =
2h

φ(2h)

∏
p∤2h

p(p− 2)

(p− 1)2
= c

∏
p|h
p>2

p− 1

p− 2
,

c(h) is the constant of Corollary 3.14, and c is the constant of Theorem

3.10 and (
E:TwinPrimeConst
20.28) (cf. Exercise 19.2.8 with k = 2).
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Exer:tp6 3. Suppose that J ≤ H ≤ logN . By combining (
E:BDineq
20.35) and the previous

question show that

1

2
HN logN + 2

J∑
h=1

(H − h)R(N,h) + 8

H∑
h=J+1

(H − h)S(h)N

≥ H2N +O
(
HN(log logN)2

)
.

(a) Deduce that

1

2
HN logN + 2

J∑
h=1

(H − h)R(N,h) + 4(H − J)2N

≥ H2N +O
(
HN(log logN)2

)
.

(b) Let

J =
(2 +√

3

8
+ ε
)
logN, H =

3 + 2
√
3

12
logN.

Prove that if N is large, then

J∑
h=1

(H − h)R(N,h) > 0

(c) Prove that

lim inf
n→∞

pn+1 − pn
log pn

≤ 2 +
√
3

8
= 0.466506 · · ·

4. Let x be a large real number and define

R(n) =
∑

3≤p1≤x

∑
p2≥3

p1+p2=n

log p1,

and fn(q) to be the multiplicative function with fn(p
k) = 1/(p − 2)

when k = 1, p ∤ n and p is odd, and fn(p) = 0 otherwise. Let y =

x(log x)−B for a suitable constant B and write

L(n) =
∑

q≤y1/2
fn(q).

(a) Prove that∑
x<n≤2x

R(n)L(n) ≤
∑

x<n≤2x
R(n)>0

ϑ(x) +O
(
x2(log x)−A

)
.
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(b) Prove that

L(n) ≥
(∏
p|n
p>2

p− 2

p− 1

) ∑
q≤y1/2

2∤q

µ(q)2

φ1(q)

where

φ1(q) =
∏
p|q

(p− 2).

(c) Prove that

card{n ∈ (x, 2x] : R(n) > 0}

≥ log y

4ϑ(x)

∫ 2x

3

min(u, 2x− u)

log u
du+O

(
x(log x)−1

)
.

(d) Let N(x) denote the number of even numbers n ≤ x such that n

is the sum of two odd primes. Deduce that

lim inf
x→∞

N(x)

x
≥ 1

4
.

5. Suppose that s ≥ 3 and k ≥ 2, and let N(Y ) denote the number

of ordered s-tuples of integers y ∈ [1, Y ]s such that yk1 + · · · + yks is

prime. Prove that

N(Y ) ≪ Y s

log Y

6. Suppose that for a constant C ≥ 1 we have 0 ≤ ρ(p) ≤ C/p and that

for m|P (z) we have |R(m)| ≤ mρ(m). Let k ∈ N

(a) Prove that ∣∣∣∣∣ ∑
m|P (z)
ω(m)≤k

µ(m)R(m)

∣∣∣∣∣ ≤ Ckzk,

and that∣∣∣∣∣ ∑
m|P (z)

ω(m)=k+1

ρ(m)
V
(
l(m)

)
V (z)

∣∣∣∣∣
≤ 1

(k + 1)!

(∑
p<z

ρ(p)
)k+1

exp
(∑
p<z

1

1− ρ(p)

)
.
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(b) Suppose further that there are constants κ ≥ 0 and C1 ≥ 0 such

that for z ≥ 3 we have∑
p<z

ρ(p) < κ log log z + C1.

Prove that∣∣∣∣∣ ∑
m|P (z)

ω(m)=k+1

ρ(m)
V
(
l(m)

)
V (z)

∣∣∣∣∣≪ 1

(k + 1)!
(κ log log z+C1)

k+1(log z)κ.

(c) By taking σ±(m) to be the characteristic function of the sets D±

given by (
E:BrunD
21.6), or otherwise, prove that

XV (z)− E(2r − 1) ≤ S(A ,P, z) ≤ XV (z) + E(2r)

where

E(k) ≪ XV (z)

(k + 1)!
(κ log log z + C1)

k+1(log z)κ + (Cz)k.

(d) Show that there is a positive constant C2 such that if

3 ≤ z ≤ exp
(
C2

logX

log logX

)
,

then

S(A ,P, z) = XV (z)
(
1 +O(log−10 z)

)
+O(X1−C2).

21.2 The Rosser–Iwaniec sieve
S:RIsieve

We are ultimately concerned with the 1-dimensional sieve, but initially

there is no need to distinguish any one particular value of κ. We will

find that there is a point at which there is a tricky convergence problem.

For simplicity we will give a treatment of this only when κ = 1. In

principle the method can be adapted for all κ, and gives the best results

that are known when 0 < κ ≤ 1. In particular it can be shown to be

optimal when κ = 1
2 and 1. We would add that we are not aware of

any interesting applications of dimension κ > 1 which cannot be treated

more effectively by other methods.

In addition to the rôle played by z, we introduce two further paramet-

ers

β ≥ 1 (21.16) E:beta1
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and y ≥ 2, which will give us some finer control of the lower bound and

the error term. The quality of the final results will depend on β, and we

will see that there is a choice for each κ which maximises the range on

which one can obtain a positive lower bound.

Let

υ±(m) =

{
0 when µ(m) = ∓1 and l(m) ≥ (y/m)1/β ,

1 otherwise

where l(m) is given by (
E:leastpdiv
21.11). We consider κ to be fixed. In the notation

introduced in the previous section, let σ±(1) = 1 and whenm = p1 · · · pk
with p1 > p2 > · · · > pk let

σ±(m) =

k∏
u=1

υ±(p1 · · · pu),

τ±(m) = σ±(m/l(m)
)
− σ±(m) = σ±(m/l(m)

)(
1− υ±(m)

)
.

Clearly

σ±(m) = 0 or 1, τ±(m) = 0 or 1

and it is readily checked that σ±(m) = 0 when m > y. Moreover if

τ±(m) = 1, then υ±(m) = 0 and so µ(m) = ∓1. Hence

±µ(m)τ±(m) ≥ 0 for all m|P (z). (21.17)

Thus the hypothesis of Theorem
T:comsiv
21.4 is satisfied.

There is an extremely useful way of describing the sets of m for which

τ±(m) = 1. Let Dk(y, z) denote the set of divisors m of P (z) of the

form m = p1 · · · pk with p1 > p2 > · · · > pk, p1 · · · pk−1p
β+1
k ≥ y, and

p1 · · · pk−2j−1p
β+1
k−2j < y whenever 1 ≤ j < k/2. When k ≥ 3 and k is

odd the case j = 1 is interpreted as pβ+1
1 < y. Then define

Sk(y, z) =
∑

m∈Dk(y,z)

ρ(m)V
(
l(m)

)
. (21.18) E:Sk

Note that Sk(y, z) = 0 when k ≥ 3 and 2β+k−2 ≥ y, so the series below

are in fact finite.

T:RI1 Theorem 21.5 Let Sk(y, z) be as in (
E:Sk
21.18). Then we have

XS−(y, z) +R− ≤ S(A,P, z) ≤ XS+(y, z) +R+
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where

S+(y, z) = V (z) +

∞∑
r=1

S2r−1(y, z),

S−(y, z) = V (z)−
∞∑
r=1

S2r(y, z),

and R± satisfies (
E:Rpm
21.15) and so

|R±| ≤ R∗ =
∑
m<y
m|P (z)

|R(m)|. (21.19) E:Rstar

At this point we can see already that y can be used as a means of

controlling the size of R∗. The initial problem is the convergence of the

infinite series when we replace the terms by smooth approximations.

Proof The expressions for S±(y, z) follow from our discussion above

concerning the m for which τ±(m) = 1.

To estimate R± we need only consider those m = p1 · · · pk with p1 >

p2 > · · · > pk for which σ±(m) ̸= 0. Then υ±(q) = 1 for q|m and so for

either u = k or u = k − 1 we have

pβ+1
u pu−1 · · · p1 < y.

By (
E:beta1
21.16) we have β ≥ 1. Hence m < y.

We now have to investigate S±(y, z). It will surely be no great surprise

to find that there is an iterative relationship between the Sk. To better

understand it we introduce as an important parameter, namely the ratio

s =
log y

log z
.

For s > 0 and k = 1, 2, · · · we define

gk(y, s) = V (y1/s)−1Sk(y, y
1/s). (21.20) E:gfn

Suppose k ≥ 2. Then for m ∈ Dk(y, z) we have m = p1 · · · pk with

p1 > p2 > · · · > pk, p1 · · · pk−1p
β+1
k ≥ y, and p1 · · · pk−1−2jp

β+1
k−2j < y

whenever j ≥ 1. These inequalities can be rewritten as

p2 · · · pk−1p
β+1
k ≥ y/p1, p2 · · · pk−1−2jp

β+1
k−2j < y/p1 (1 ≤ j < k/2),

and also p1 < y1/(β+1) when k is odd and k ≥ 3. Thus m is of the form
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pm′ with m′ ∈ Dk−1(y/p, p) and additionally p < y1/(β+1) when k is

odd, and every such m is in Dk(y, z). Thus, by (
E:Sk
21.18),

S2r+1(y, z) =
∑

p<min{y1/(β+1),z}

ρ(p)S2r(y/p, p),

S2r(y, z) =
∑
p<z

ρ(p)S2r−1(y/p, p).

Thus, by (
E:gfn
21.20), these relations can be rewritten as

g2r+1(y, s) =
∑
p

max{β+1,s}< log y
log p

ρ(p)
V (p)

V (y1/s)
g2r

(y
p
,
log y

log p
− 1
)

(21.21) E:g2r+1

g2r(y, s) =
∑
p

s< log y
log p

ρ(p)
V (p)

V (y1/s)
g2r−1

(y
p
,
log y

log p
− 1
)
. (21.22) E:g2r

Note that in (
E:g2r+1
21.21), when s ≤ β + 1,

g2r+1(y, s)V (y1/s)

is independent of s, so

g2r+1(y, s) =
V (y1/(β+1)

V (y1/s)
g2r+1(y, β + 1). (21.23) E:g2r+1x

Consider the case k = 1. Then

S1(y, z) =
∑

y1/(β+1)≤p<z

ρ(p)V (p),

and so

S1(y, z) = 0 when z ≤ y1/(β+1).

Now suppose that z > y1/(β+1). The identity

n∑
m=1

xm

m−1∏
l=1

(1− xl) = 1− (1− x1) · · · (1− xn) (21.24) E:Vid

is easily proved by induction on n, and gives

S1(y, z) = V (y1/(β+1))− V (z).

Thus

g1(y, s) =


V (y1/(β+1))

V (y1/s)
− 1 when 0 < s ≤ β + 1,

0 when s > β + 1.

(21.25) E:gV
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To make further progress we have to input some information which cor-

responds to the dimension of the sieve. Thus we assume that there is a

positive constant C such that

V (w)

V (z)
<
( log z

logw

)κ(
1 +

C

logw

)
(2 ≤ w < z). (21.26) E:Vdim

Therefore

g1(y, s) < G1(s) +
C(β + 1)κ+1

sκ log y
(21.27) E:G1g1

where

G1(s) =

{
(β + 1)κs−κ − 1 when 0 ≤ s < β + 1,

0 when s ≥ β + 1.
(21.28) E:defG1

Interestingly, G1 is independent of y.

The form of (
E:Vdim
21.26) is not the most useful for all our purposes. Al-

though we will only use it later, in the case κ = 1, it is convenient to

establish here the following lemma.

T:Vlem Lemma 21.6 Suppose that 0 ≤ ρ(p) < 1 and that (
E:Vdim
21.26) holds.

(a) If 2 ≤ w < z, then∑
w≤p<z

ρ(p) < κ log
log z

logw
+

C

logw
. (21.29) E:newdim

(b) Suppose that s < u, 2 ≤ y1/u < y1/s, that η is nonnegative, con-

tinuous and decreasing on [s, u], and differentiable on (s, u) with a

continuous and uniformly bounded derivative. Then∑
y1/u≤p<y1/s

ρ(p)
V (p)

V (y1/s)
η
( log y
log p

)
≤ s−κ

∫ u

s

κtκ−1η(t)dt+
Cuκ+1s−κη(s)

log y
. (21.30) E:gendim

Proof The bound (
E:newdim
21.29) is immediate from (

E:Vdim
21.26) on observing that∑

w≤p<z

ρ(p) ≤ log
V (w)

V (z)
.

To prove (
E:gendim
21.30), let

T (t) =
∑

y1/t≤p<y1/s
ρ(p)

V (p)

V (y1/s)
,
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so that our sum is

T (u)η(u)−
∫ u

s

T (t)η′(t) dt. (21.31) E:Tsum

Then, as in the proof of (
E:gV
21.25), combined with (

E:Vdim
21.26),

T (t) =
V (y1/t)

V (y1/s)
− 1 <

( t
s

)κ
− 1 +

Ctκ+1

sκ log y
.

Since η′(t) ≤ 0, inserting this in (
E:Tsum
21.31) gives the upper bound((u

s

)κ(
1 +

Cu

log y

)
− 1

)
η(u)

−
∫ u

s

(( t
s

)κ(
1 +

Ct

log y

)
− 1

)
η′(t) dt.

Then integration by parts gives

Csη(s)

log y
+

∫ u

s

(κtκ−1

sκ
+
C(κ+ 1)tκ

sκ log y

)
η(t) dt.

Rearranging gives

s−κ
∫ u

s

κtκ−1η(t) dt+
Csη(s)

log y
+ s−κ

∫ u

s

C(κ+ 1)tκ

log y
η(t) dt.

In the second integral we replace η(t) by its upper bound η(s) and in-

tegrate. Part (b) follows.

We need to consider what to do with gk when k > 1. If for some k

and suitably smooth Gk(s) we have

gk(y, s) ≲ Gk(s),

then the relations (
E:g2r+1
21.21) and (

E:g2r
21.22) suggest that, at least for larger s,

gk+1(y, s) ≲
∑
p

s< log y
log p

ρ(p)
( log y

s log p

)κ
Gk

( log y
log p

− 1
)

∼ s−κ
∫ ∞

s

κtκ−1Gk(t− 1) dt.

This in turn suggests that Gk should be defined by (
E:defG1
21.28) and that

G2r(s) = s−κ
∫ ∞

s

κtκ−1G2r−1(t− 1) dt (s ≥ β), (21.32) E:defG2r

G2r+1(s) = s−κ
∫ ∞

max(β+1,s)

κtκ−1G2r(t− 1) dt (s > 0). (21.33) E:defG2r+1
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At this point we need to observe that, at least when k = 1, G1(t− 1) ≍
(t− 1)−κ and so we need to suppose that

β ≥ 1 (κ < 1), β > 1 (κ ≥ 1).

By an easy induction on k we find that

Gk(s) = 0 when s ≥ β + k.

Let

h2q−1(y, s) =

q∑
r=1

g2r−1(y, s), (21.34) E:hg1

h2q(y, s) =

q∑
r=1

g2r(y, s), (21.35) E:hg2

H2q−1(s) =

q∑
r=1

G2r−1(s), (21.36) E:HG1

H2q(s) =

q∑
r=1

G2r(s). (21.37) E:HG2

The aim is to show that the first two sums can be approximated by the

second two, with an error that cam be controlled. With quite a lot of

work it can be shown that there is a positive number δ such that

XV (z)

(
f−(s) +O

(s1−κe−s
(log y)δ

))
−R∗

≤ S(A ,P, z) ≤

XV (z)

(
f+(s) +O

( s−κe−s
(log y)δ

))
+R∗ (21.38) E:gensieve

where

f+(s) = 1 +

∞∑
r=1

G2r−1(s) (s > 0), (21.39) E:fplus

f−(s) = 1−
∞∑
r=1

G2r(s) (s ≥ β). (21.40) E:fminus

It then follows by (
E:defG1
21.28), (

E:defG2r
21.32) and (

E:defG2r+1
21.33) that f+(s) is differentiable

for s > 0, ̸= β + 1 and continuous at s = β + 1, that f− is differentiable
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for s > β, and continuous from the right at s = β, and that

f+(s) = (β + 1)κf+(β + 1)s−κ (0 < s < β + 1) (21.41) E:f+1(
sκf+(s)

)′
= κsκ−1f−(s− 1) (s > β + 1), (21.42) E:f+(

sκf−(s)
)′

= κsκ−1f+(s− 1) (s > β). (21.43) E:f-

It is perhaps not surprising that these are essentially the same rela-

tionships that we adduced from the Buchstab identity, vide (
E:Buchfpm1
21.9) and

(
E:Buchfpm2
21.10).

21.2.1 Convergence
S:consiv

We assume hence forward that κ = 1 and that 1.75 ≤ β ≤ 3.

T:auxfn Lemma 21.7 When s ≥ β let

ϖ(s, β) = ess−1

∫ ∞

s

(t− 1)−1e−max(β,t−2) dt

and

Υ(β) = sup
s≥β

ϖ(s, β).

Then 0 < Υ(β) < 1.

Proof Suppose first that s > β + 2. Then

ϖ(s) = ess−1

∫ ∞

s

(t− 1)−1e2−t dt

and

ϖ′(s) = es(s− 1)s−2

∫ ∞

s

(t− 1)−1e2−t dt− e2s−1(s− 1)−1

< e2
(

1

s2
− 1

s(s− 1)

)
< 0.

Hence

ϖ(s) ≤ ϖ(β + 2) = eβ+2(β + 2)−1

∫ ∞

β+2

(t− 1)−1e2−t dt

<
e2

(β + 2)(β + 1)
≤ 16e2

165

< 1.
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Now suppose that β ≤ s ≤ β + 2. Then

ϖ(s) =
es−β

s

(
log

β + 1

s− 1
+ I(β)

)
where for brevity we have written

I(β) =

∫ ∞

0

e−u

β + 1 + u
du.

If

sup
β≤s≤β+2

ϖ(s) = max{ϖ(β), ϖ(β + 2)},

then in view of the bound above for ϖ(β + 2), it suffices to deal with

ϖ(β). It is readily checked that

ϖ(β) =
1

β
log
(
1 +

2

β − 1

)
+
I(β)

β

is a decreasing function of β. Hence

ϖ(β) ≤ 4

7

(
log

11

3
+ I(7/4)

)
<

4

7

(
log

11

3
+

4

11

)
< 1.

It remains to deal with the possibility that

sup
β≤s≤β+2

ϖ(s) = ϖ(s0) > max{ϖ(β), ϖ(β + 2)}

for some s0 with β < s0 < β + 2. We have

ϖ′(s) = es−β
s− 1

s2

(
log

β + 1

s− 1
+ I(β)

)
− es−β

s(s− 1)

and

ϖ′(s0) = 0.

Thus

log
β + 1

s0 − 1
+ I(β) =

s0
(s0 − 1)2

. (21.44) E:varpid1

We also have

ϖ′′(s) = es−β
(1
s
− 2

s2
+

2

s3

)(
log

β + 1

s− 1
+ I(β)

)
+ es−β

( 2s− 1

s2(s− 1)2
− 1

s2
− 1

s(s− 1)

)
.
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Hence, substituting (
E:varpid1
21.44), when s = s0 we have

ϖ′′(s0) = es0−β
s20 + 1− (s0 − 1)2 − s0(s0 − 1)

s20(s0 − 1)2

and this is

= es0−β
s0(3− s0)

s0(s0 − 1)2
.

Since ϖ(s0) is maximal we have s0 ≥ 3.

Now substituting (
E:varpid1
21.44) once more we obtain

ϖ(s0) =
es0−β

(s0 − 1)2
= e−β

es0

(s0 − 1)2
.

The function ey(y − 1)−2 is an increasing function for y ≥ 3. Also s0 ≤
β + 2. Hence

ϖ(s0) ≤
e2

(β + 1)2
≤ 16e2

121
< 1

and this completes the proof.

Choose the positive constant δ so that(7
3

)δ
= Υ−1/6

and for s > 0 define

E+(s) = s−1e−max(s−1,β), E−(s) = Υ1/2e−s. (21.45) E:defEpm

Then by Lemma
T:auxfn
21.7,

s−1

∫ ∞

s

( t

t− 1

)δ
E+(t− 1) dt ≤ θE−(s) (s ≥ β) (21.46) E:Eplus

s−1

∫ ∞

max(s,β+1)

( t

t− 1

)δ
E−(t− 1) dt ≤ θE+(s) (s > 0) (21.47) E:Eminus

where

θ = Υ1/3

satisfies 0 < θ < 1.

It is useful to define

E2r(s) = E−(s), E2r−1(s) = E+(s). (21.48) E:defEk

By induction on k we have

Gk(s) ≪ θkEk(s) (21.49) E:GkEkbd
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when k is odd and s > 0 and when k is even and s ≥ β. Thus H2q−1

and H2q converge locally uniformly for s > 0 and s ≥ β respectively.

Therefore if we can show that for some positive constant C1

hq(y, s) < Hq(s) + C1Eq(s)(log y)
−δ (21.50) E:hHbd

when q is odd and s > 0 and when q is even and s ≥ β, then we have

the following conclusion.

T:consiv1 Lemma 21.8 There is a positive constant δ such that if 7
4 ≤ β ≤ 3

and s = (log y)/ log z), then

XV (z)
(
f−(s) +O

(
e−s(log y)−δ

))
−R∗ ≤ S(A ,P, z)

≤ XV (z)
(
f+(s) +O

(
e−s(log y)−δ

))
+R∗

where f±(s) satisfy (
E:fplus
21.39), (

E:fminus
21.40) and R∗ satisfies (

E:Rstar
21.19). Moreover

f+(s) is differentiable for s > 0, ̸= β + 1, continuous at β + 1, f− is

differentiable for s > β, and continuous from the right at s = β, and

f+(s) = (β + 1)f+(β + 1)s−1 (0 < s ≤ β + 1), (21.51) E:1f+1

f−(s) = 0 (0 < s < β), (21.52) E:1f-1(
sf+(s)

)′
= f−(s− 1) (s > β + 1), (21.53) E:1f+(

sf−(s)
)′

= f+(s− 1) (s > β). (21.54) E:1f-

We also have

f±(s) = 1 +O(e−s) as s→ ∞. (21.55) E:fpminfty

The utility of this conclusion depends on the finer details of the func-

tions f±, which we study in §
S:TDDE
21.2.2, and we give the ultimate conclusions

in Theorem
T:consiv2
21.9 of §

S:linsiv
21.3 below. The three equations (

E:1f+1
21.51), (

E:1f+
21.53) and

(
E:1f-
21.54) are immediate from (

E:f+1
21.41), (

E:f+
21.42) and (

E:f-
21.43), and (

E:fpminfty
21.55)

follows from (
E:fplus
21.39), (

E:fminus
21.40), (

E:GkEkbd
21.49) and (

E:defEpm
21.45). Note that we have

extended the definition of f− to the region 0 < s < β, since the the-

orem remains true for trivial reasons with this extension. It is clear by

(
E:fpminfty
21.55) and continuity that f±(s) > 0 for s > s0 for some s0 ≥ β, and if

f−(β) ≥ 0, then (
E:1f+1
21.51), (

E:1f+
21.53), (

E:1f-
21.54) and induction on k shows that

sf±(s) is strictly increasing on [β + k− 1, β + k], and hence positive for

s > β. We will eventually

choose β so inf{t ≥ 0 : f−(s) > 0 for all s > t} is minimal. (21.56) E:betach

This optimal choice is known as the sieving limit.
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Proof of (
E:hHbd
21.50) We now prove (

E:hHbd
21.50) by induction on q. The case

q = 1 is immediate from (
E:G1g1
21.27), (

E:hg1
21.34) and (

E:HG1
21.36).

Suppose q ≥ 2 and (
E:hHbd
21.50) holds with q replaced by q− 1. By (

E:g2r+1
21.21)

and (
E:g2r
21.22) and induction, gk(y, s) = 0 when s ≥ β + k, and

gk(y, s) ≤ V (y1/s)−1
∑

pk<···<p1<y1/s
g(p1 · · · pk).

Hence

gk(y, s) = 0 for s ≥ min

(
β + k,

log y

log 2

)
(21.57) E:gk0

and

gk(y, s) ≤ V (y1/s)−1 1

k!

( ∑
p<y1/s

g(p)

)k
. (21.58) E:gkub

Thus we may suppose that s < log y
log 2 .

By (
E:gkub
21.58), when 2 ≤ y ≪ 1 and s ≥ 1 we have

gk(y, s) ≪ Ck2 /k!

for some positive constant C2. Hence, by (
E:defEpm
21.45) and (

E:defEk
21.48) we have

hq(y, s) ≪
∑

k>s−β

Ck2
k!

whence

hq(y, s) ≤ C1Eq(s)(log y)
−δ

provided that 2 ≤ y ≤ y0 and C1 = C1(y0). It follows in this case that

we have (
E:hHbd
21.50). Thus we may now assume that

y > y0, s <
log y

log 2
. (21.59) E:ybds

For the time being we suppose that

s ≥ β when q is odd, s ≥ β + 1 when q is even. (21.60) E:scon

By (
E:hg1
21.34), (

E:hg2
21.35), (

E:gk0
21.57) and (

E:gkub
21.58),

h2r−1(y, s) + h2r(y, s) ≤ V (y1/s)−1
∑

s−β<k≤2r

1

k!

( ∑
p<y1/s

g(p)

)k
.
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Suppose that Y ≥ 1. Then by (
E:Vdim
21.26) and Lemma

T:Vlem
21.6,

hq(y, s) ≤ V (y1/s)−1
∑

s−β<k≤2r

Y −k

k!

( ∑
p<y1/s

Y g(p)

)k
≪ s−1(log y)Y β−s exp

(
Y (log log y − log s+ C)

)
.

Let Y = s1/2. Then by (
E:ybds
21.59),

hq(y, s) < Eq(s)(log y)
−1 for s ≥ (log log y)3

which again gives (
E:hHbd
21.50). Thus it remains to consider s with

s < w, w = (log log y)3.

and we will deduce slightly more than (
E:hHbd
21.50), namely that there is a

constant θ0 with 0 < θ0 < 1 such that

hq(y, s) < Hq(s) + θ0C1Eq(s)(log y)
−δ (21.61) E:hHbdstrong

Suppose for now that s ≥ β when q is even and s ≥ β + 1 when q is

odd. By (
E:g2r+1
21.21), (

E:g2r
21.22), (

E:hg1
21.34) and (

E:hg2
21.35) with q replaced by q − 1,

hq(y, s) =

V (y1/w)

V (y1/s)
hq(y, w) +

∑
y1/w≤p<y1/s

g(p)
V (p)

V (y1/s)
hq−1

(y
p
,
log y

log p
− 1
)

≤
(
1 +

Cw

log y

)wEq(w)
s log y

+
∑

y1/w≤p<y1/s

g(p)V (p)

V (y1/s)
Hq−1

( log y
log p

− 1
)

+
∑

y1/w≤p<y1/s

C1g(p)V (p)

V (y1/s)
(
log y

p

)δEq−1

( log y
log p

− 1
)
.

The functions Hq−1(s), Eq−1(s) and sEq(s) are decreasing functions of

s for s ≥ β. Hence by Lemma
T:Vlem
21.6,

hq(y, s) ≤
1

s

∫ w

s

(
Hq−1(t− 1) +

C1Eq−1(t− 1)

(1− 1/t)δ(log y)δ

)
dt

+
Cw2

s log y

(
Hq−1(s− 1) +

C1Eq−1(s− 1)

(1− 1/s)δ(log y)δ

)
+O

(
Eq(s)(log y)

−1
)
.

By (
E:defG2r
21.32), (

E:defG2r+1
21.33), (

E:HG1
21.36) and (

E:HG2
21.37),

s−1

∫ w

s

Hq−1(t− 1) dt ≤ Hq(s).
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By (
E:Eplus
21.46), (

E:Eminus
21.47) and (

E:defEk
21.48),

1

s

∫ w

s

C1Eq−1(t− 1)(1− 1/t)−δ dt ≤ C1θEq(s).

By (
E:defEpm
21.45), (

E:defEk
21.48) and (

E:GkEkbd
21.49),

Cw2

s log y

(
Hq−1(s− 1) +

C1Eq−1(s− 1)

(1− 1/s)δ(log y)δ

)
≪ Eq(s)(log y)

−1/2.

This establishes (
E:hHbdstrong
21.61) when (

E:scon
21.60) holds.

We now deduce (
E:hHbd
21.50) when q = 2k − 1 is odd and 0 < s ≤ β + 1.

We have established (
E:hHbdstrong
21.61) when s = β+1. By (

E:g2r+1x
21.23), (

E:gV
21.25), (

E:g2r
21.22)

and (
E:hg1
21.34) we have

h2k−1(y, s) = g1(y, s) +

k∑
r=2

g2r−1(y, s)

=
V (y1/(β+1))

V (y1/s)

(
1 + h2k−1(y, β + 1)

)
− 1.

Therefore by (
E:hHbdstrong
21.61),

h2k−1(y, s) < −1

+
β + 1

s

(
1 +

C(β + 1)

log y

)(
1 +H2k−1(β + 1) +

θ0C1E2k−1(β + 1)

(log y)δ

)
<
β + 1

s
+
β + 1

s
H2k−1(β + 1)− 1 +

C1E+(s)

(log y)δ
.

By (
E:defG1
21.28), (

E:defG2r
21.32), (

E:defG2r+1
21.33) and (

E:HG1
21.36) we have

β + 1

s
+
β + 1

s
H2k−1(β + 1)− 1 = H2k−1(s)

which gives (
E:hHbd
21.50).

21.2.2 The differential delay equations
S:TDDE

We now need to elicit the finer properties of the functions f±(s) when

κ = 1. They satisfy (
E:1f+1
21.51), (

E:1f+
21.53), (

E:1f-
21.54) and (

E:fpminfty
21.55). We can separate

the functions by defining

S+(s) = f+(s) + f−(s)− 2, S−(s) = f+(s)− f−(s)

so that (
sS±(s)

)′
= ±S±(s− 1).
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These functions S±(s) are differentiable for s > β, s ̸= β + 1 and con-

tinuous at β + 1 and from the right at β. We have already encountered

the equation for S+ before. It is satisfied by Buchstab’s function w, vide

(7.38). The Dickman function (7.4) also has some similarities with S−.

Our initial concern is to optimise the choice of β. To that end we need

to study the conjugate equations

sϕ′±(s) = ∓ϕ±(s+ 1) (21.62) E:phi

and the associated inner product

I±(s) = sS±(s)ϕ±(s)±
∫ s

s−1

S±(t)ϕ±(t+ 1) dt.

It is clear that

ϕ−(s) = s− 1

is a solution of (
E:phi
21.62) in the − case.

In the contrary case we define

ϕ+(s) =

∫ ∞

0

exp
(
− sx+

∫ x

0

e−y − 1

y
dy
)
dx.

This is differentiable for s > 0, and it is readily checked that then (
E:phi
21.62)

holds in the + case and that

1

s+ 1
< ϕ+(s) <

1

s
.

It follows from (
E:fpminfty
21.55) that

S±(s) ≪ e−s as s→ ∞.

We also have

I ′±(s) = 0 (s > β + 1)

so that I±(s) is constant for s ≥ β + 1. Moreover I±(s) → 0 as s→ ∞.

Therefore

sS±(s)ϕ±(s)∓
∫ s

s−1

S±(t)ϕ±(t+1) dt = I±(s) = 0 (s ≥ β+1). (21.63) E:innerp

Hence

(β + 1)S−(β + 1)β =

∫ β+1

β

tS−(t) dt

=
[
tS−(t)ϕ−(t)

∣∣β+1

β
−
∫ β+1

β

(tS−(t))
′ϕ−(t) dt.
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When β < t < β + 1 we have

(tS−(t))
′ = −f+(t− 1) = −(β + 1)f+(β + 1)(t− 1)−1

and so

βS−(β)(β − 1) =

∫ β+1

β

(β + 1)f+(β + 1)dt = (β + 1)f+(β + 1).

Moreover

βS−(β) = β
(
f+(β)− f−(β)

)
= (β + 1)f+(β + 1)− βf−(β).

Hence

βf−(β) = (β − 2)(β + 1)f+(β + 1).

By (
E:1f+1
21.51), (

E:1f+
21.53) and (

E:1f-
21.54),

f−(s) > f−(β) (s > β).

Hence, by (
E:betach
21.56) it is clear that the optimal choice of β is

β = 2

which we assume hitherto.

We are finally concerned with evaluating (β + 1)f+(β + 1) = 3f+(3).

Let

ν(s) = sϕ+(s) +

∫ s+1

s

ϕ+(t) dt.

Then ν′(s) = 0 (s > 0) and ν(s) = limt→∞ ν(t) = 1, and so

2ϕ+(2) +

∫ 3

2

ϕ(t) dt = 1.

By (
E:innerp
21.63)

3S+(3)ϕ+(3) = −
∫ 3

2

S+(t)ϕ+(t+ 1) dt

=

∫ 3

2

tS+(t)ϕ
′
+(t) dt

=
[
tS+(t)ϕ+(t)

∣∣3
2
−
∫ 3

2

(
tS+(t)

)′
ϕ+(t) dt.
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Hence, as
(
tf+(t)

)′
= 0 when t < 3 we have

2S+(2)ϕ+(2) = −
∫ 3

2

(
tf+(t) + tf−(t)

)′
ϕ+(t) dt+ 2

∫ 3

2

ϕ+(t) dt

= −
∫ 3

2

f+(t− 1)ϕ+(t) dt+ 2
(
1− 2ϕ+(2)

)
.

Thus

(
2f+(2)− 4

)
ϕ+(2) = −

∫ 3

2

3f+(3)

t− 1
ϕ+(t) + 2− 4ϕ+(2)

= 3f+(3)

∫ 3

2

ϕ′+(t− 1)dt+ 2− 4ϕ+(2).

Therefore

3f+(3)ϕ+(2) = 3f+(3)
(
ϕ+(2)− ϕ+(1)

)
+ 2

and so

3f+(3)ϕ+(1) = 2.

When s > 0, we have
(
sϕ+(s)

)′
= ϕ+(s)− ϕ+(s+ 1) and so

ϕ+(1) = lim
s→0+

(
ϕ+(s)−

(
sϕ+(s)

)′)
= lim
s→0+

∫ ∞

0

s exp

(
log x− sx−

∫ x

0

1− e−y

y
dy

)
dx.

By (C.11) we have

C0 = −Γ′(1) = −
∫ ∞

0

(log y)e−y dy.

Splitting the integral at x, writing it as

−
∫ x

0

(log y) d(1− e−y) +

∫ ∞

x

(log y) d(e−y)

and integrating each integral by parts, we obtain

C0 = − log x+

∫ x

0

1− e−y

y
dy −

∫ ∞

x

e−y

y
dy.
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Hence

lim
s→0+

∫ ∞

0

s exp
(
log x− sx−

∫ x

0

1− e−y

y
dy
)
dx

= lim
s→0+

∫ ∞

0

s exp
(
− sx− C0 −

∫ ∞

x

e−y

y
dy
)
dx

= lim
s→0+

∫ ∞

0

exp
(
− t− C0 −

∫ ∞

t/s

e−y

y
dy
)
dt

= e−C0 .

Therefore 3f+(3) = 2eC0 .

S:RIsieve

21.2.1 Exercises

1. Suppose that 0 < κ ≤ 1 and that 1 ≤ β ≤ 1+ κ when 0 < κ ≤ 1
2 and

that 1 + (2κ− 1)2 ≤ β ≤ 1 + κ when 1
2 ≤ κ ≤ 1, and let

ρ(s) = κess−κ(s+ 1)κ−1

∫ ∞

s

κtκ−1(t− 1)−κe−max(β,t−2) dt.

Prove that

sup
s≥β

ρ(s) < 1.

2. Suppose that κ = 1
2 , that (

E:f+1
21.41), (

E:f+
21.42), (

E:f-
21.43), that

f±(s) = 1 +O(e−s) as s→ ∞,

and that f−(s) = 0 when s < β. Let

S+(s) = f+(s) + f−(s)− 2, S+(s) = f+(s)− f−(s)

(a) Prove that if s > β, then(
s1/2S±(s)

)′
= ±1

2
s−1/2S±(s− 1)

and

sS′
±(s) = −1

2
S±(s)±

1

2
S±(s− 1).

(b) Prove that when s > 0 the equations(
sϕ±(s)

)′
=

1

2
ϕ±(s)∓

1

2
ϕ±(s+ 1)
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are satisfied by

ϕ+(s) =

∫ ∞

0

exp
(
− sx− 1

2

∫ x

0

1− e−u)

u
du
)
dx

and ϕ−(s) = 1 respectively and that ϕ+(s) ∼ 1
s as s→ ∞.

(c) Suppose that s ≥ β. Let

I±(s) = sS±(s)ϕ±(s)±
1

2

∫ s

s−1

S±(t)ϕ±(t+ 1) dt.

Prove that I±(s) = 0.

(d) Prove that

βf−(β) = (β + 1)1/2f+(β + 1)(β − 1)1/2

and that the optimal choice of β is β = 1.

(e) Now assume that β = 1 and let

ν(s) = sϕ+(s) +

∫ s+1

s

1

2
ϕ+(t) dt.

Show that ν(s) = 1, that

s
(
f+(s) + f−(s)

)
ϕ+(s) +

∫ s

s−1

1

2

(
f+(t) + f−(t)

)
φ+(t+ 1) dt = 2,

and that

f+(1) =
2

ϕ+(1)
.

(f) Prove that

ϕ+(1) = e−C0/2Γ(1/2),

and that

f+(s) = s−1/22
(
eC0/π

)1/2
(s ≤ 2).

21.3 The linear sieve
S:linsiv

We can now state the linear sieve.

T:consiv2 Theorem 21.9 Suppose that (
E:A(m)
21.3) and (

E:Vdim
21.26) hold with κ = 1. Then

there is a positive constant δ such that when s = (log y)/ log z) we have

XV (z)
(
f−(s) +O

(
e−s(log y)−δ

))
−R∗ ≤ S(A ,P, z)

≤ XV (z)
(
f+(s) +O

(
e−s(log y)−δ

))
+R∗
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where R∗ is given by (
E:Rstar
21.19). Moreover f+(s) is differentiable for s > 0

and f− is differentiable for s > 0, ̸= 2, and

f+(s) = 2eC0s−1 (0 < s ≤ 3), (21.64) E:1f+1f

f−(s) = 0 (0 < s ≤ 2), (21.65) E:1f-1f

f−(s) = 2eC0s−1 log(s− 1) (2 ≤ s ≤ 4), (21.66) E:1f-2f(
sf+(s)

)′
= f−(s− 1) (s > 2), (21.67) E:1f+f(

sf−(s)
)′

= f+(s− 1) (s > 1). (21.68) E:1f-f

We also have

f±(s) = 1 +O(e−s) as s→ ∞. (21.69) E:fpminftyf

We remark that it is easily seen by integration that (
E:1f-2f
21.66) holds, and

then that f+ is differentiable at s = 3. In addition

f+(s) = 2eC0s−1
(
1 +

∫ s

3

log(u− 2)

u− 1
du
)

(3 ≤ s ≤ 5) (21.70) E:lf+f3

and

f−(s) =
2eC0

s

(
log(s− 1) +

∫ s

4

log(u− 3)

u− 2
log

s− 1

u− 1
du
)

(4 ≤ s ≤ 6). (21.71) E:lf-f3

There are some applications where we would like to have an asymp-

totic result rather than just upper and lower bounds. In the next section

we will see that this is not possible when s is small, and that indeed the

above theorem is best possible. However when s is large (
E:fpminftyf
21.69) does

permit an asymptotic conclusion.

C:consiv2as Corollary 21.10 Suppose that (
E:A(m)
21.3) and (

E:Vdim
21.26) hold with κ = 1,

and that ∑
m≤y

|R(m)| ≪ XV (z)e−s.

Let s = log y
log z and suppose that for some positive number δ we have

s ≥ 2 + δ. Then

S(A ,P, z) = XV (z)
(
1 +O(e−s)

)
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21.3.1 Exercises

1.
RV76
Vaughan (1976),

HI78b
Iwaniec (1978b)

Let a ∈ Z and n ∈ N, n > 1, X ≥ 2, P =
∏
p<X p,

T (h, n) =

a+h∑
m=a+1
(m,n)=1

1, S(h,X) =

a+h∑
m=a+1
(m,P )=1

1.

(a) Prove that

S(h,X) ≤ T (h, n) + ω(n)(h/X + 1)

(b) As in §7.3, let g(n) denote the least integer so that amongst any

g(n) consecutive integers a+1, · · · , a+ g(n) there is at least one

coprime with n. Prove that g(n) ≪ ω(n)2
(
log 2ω(n)

)4
.

2. Let p be an odd prime and let G(p) denote the least positive primitive

root modulo p. Prove that if the generalised Riemann Hypothesis

holds, then

G(p) ≪ (log p)6+ε.

21.4 The Selberg examples
S:SelEx

Selberg showed that the inequalities in Theorem
T:consiv2
21.9 are best possible,

by the presentation of a pair of extremal examples.

T:SelEx Theorem 21.11 Let X ≥ 2,

a±(n) =

{
1∓ λ(n) (n ≤ X),

0 otherwise,

P be the set of all primes, and

T±(X, z) = S(A±,P, z),

where λ is the Liouville function of §1.3. Suppose that

exp
(
(logX)2/3

)
≤ z ≤ X

logX
.

Then

T±(X, z) = XV (z)f±

( logX
log z

)
+O

(
X(log z)−4/3

)
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where

V (z) =
∏
p<z

(1− 1/p)

and the f± are as in Theorem
T:consiv2
21.9.

We have

T−(X, z) + T+(X, z) = 2Φ(X, z), T−(X, z)− T+(X, z) = 2Ξ(X, z)

where

Ξ(X, z) =
∑
n≤X

(n,P (z))=1

λ(n).

As discussed in §7.2, Φ(x, y) is the number of integers ≤ x composed

entirely of primes p ≥ y. It’s asymptotics are described by Buchstab’s

function w(u) where u = (log x)/ log y. We could just appeal to Theorem

7.11 when logX
log z ≪ 1, but here we push things a bit further. The function

Ξ(X, z) satisfies Buchstab’s identity, Lemma
T:BuchId
21.2, and consequently the

Dickman function ρ(u), which arose in §7.1 to determine the asymp-

totices of ψ(x, y), is relevant. Both w(u) and ρ(u) are determined by

differential-delay equations.

Note that by (
E:fpminfty
21.55) we have

f±

( logX
log z

)
= 1 +O

(
exp

(
− logX

log z

))
and so the upper and lower sieve bounds are anyway asymptotic when

z ≤ exp
(
(logX)2/3

)
.

When s ≥ 2 + δ, we have f−(s) ≍ 1, and likewise for f+(s) when s ≥ 1

so the above give asymptotic formulæ in those ranges.

This theorem illustrates one facet of the parity problem, namely that

sieve methods generally cannot distinguish between numbers with an

odd and an even number of prime factors.

Theorem
T:SelEx
21.11 shows that essentially the linear sieve, as annunciated

in Theorem
T:consiv2
21.9, is best possible. To see this, let

y = X exp
(
− (log logX)3

)
and

R(m) =
∑
n≤X
m|n

a±(n)−Xρ(m)
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with

ρ(m) =
1

m
.

Then for m ≤ y ∑
m≤y

|R(m)| ≤ y +
∑
m≤y

∣∣∣ ∑
l≤X/m

λ(l)
∣∣∣,

and by Exercise 6.2.11∑
l≤X/m

λ(l) ≪ Xm−1 exp
(
− c(log(X/m))1/2

)
≪ Xm−1 exp

(
− c(log logX)3/2

)
.

Thus ∑
m≤y

|R(m)| ≪ X(logX)−3. (21.72) E:SelExEr

Moreover

f±(s) = f±

( logX
log z

)
+O

(
(logX)−1/2

)
.

Thus Theorem
T:consiv2
21.9 would give

XV (z)f−

( logX
log z

)(
1 +O

(
(logX)−δ

))
+O

(
X(logX)−3/2

)
≤ T±(X, z)

≤ XV (z)f+

( logX
log z

)(
1 +O

(
(logX)−δ

))
+O

(
X(logX)−3/2

)
.

Theorem
T:SelEx
21.11 shows that the functions f− and f+ cannot be replaced

by anything larger or smaller respectively.

Proof To prove the theorem we use an inductive argument. When

X1/2 < z ≤ X/ logX (21.73) E:case1

we have

T±(X, z) = 1∓ λ(1) +
∑

z<p≤X

(1∓ λ(p)). (21.74) E:nearX

Thus

T±(X, z) = (1± 1)
X

logX
+O

( X

(logX)2

)
= (1± 1)XV (z)eC0

log z

logX
+O

( X

(logX)2

)
,
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and so

T±(X, z) = XV (z)f±

( logX
log z

)
+O

( X

(logX)2

)
(21.75) E:caseF

where

V (z) =
∏
p<z

(1− 1/p).

Now the proof of Lemma
T:BuchId
21.2 is readily adapted to show that if 2 ≤ z ≤

w, then

T±(X, z) = T±(X,w) +
∑

z≤p<w

T∓(X/p, p). (21.76) E:BuchT

The plan now is to show that for a suitable positive constant C, when k ∈
N, we have for every pair X, z satisfying X > X0, 3 ≤ k ≤ (logX)1/3+1

and X1/k < z ≤ X1/(k−1) the inequality∣∣∣T±(X, z)−XV (z)f±

( logX
log z

Big)
∣∣∣ ≤ CXk3 log logX

(logX)2
. (21.77) E:Tind

The relationship in the inductive proof is that if X1/(k+1) < z ≤ p <

X1/k, then (X/p)1/k ≤ p < (X/p)1/(k−1) and the deduction will be

routine when k ≥ 3, but when k = 2 we have only established the

necessary hypothesis when X1/2 < z ≤ X/ logX. That is, we have a

problem when

X/p

log(X/p)
< p ≤ X/p.

We resolve this minor lacuna by a separate argument to establish the

desired conclusion when( X

logX

)1/2
≤ z ≤ X1/2.

Then T±(X, z) differs from the sum (
E:nearX
21.74) considered previously in case

(
E:case1
21.73) by just having an additional contribution∑

p1,p2
z≤p1≤p2≤X/p1

(1∓ 1) ≪
∑

z<p≤X1/2

X

p logX

≪ X log logX

(logX)2
,

and we can argue much as before.

Consequentially we need only treat the case corresponding to k = 2

above when X1/3 ≤ z < (X/ logX)1/2.
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In (
E:BuchT
21.76) let w = (X/ logX)1/2 and X1/3 ≤ z < w. When z ≤ p ≤ w

we have

X1/3 ≤ p <
( X

log(X/p)

)1/2
and so

(X/p)1/2 ≤ p <
X/p

log(X/p)
.

Thus we may appeal to the initial case (
E:caseF
21.75) (with X replaced by X/p

and z by p). Then we have to deal with

XV (w)f±

( logX
logw

)
+

∑
z≤p<w

Xp−1V (p)f∓

( logX
log p

− 1
)

+O
(X log logX

(logX)2

)
. (21.78) E:Textra

We require an asymptotic version of Lemma
T:Vlem
21.6.

T:asympf Lemma 21.12 Suppose that 2 ≤ z ≤ w ≤ X1/2 and

V (u) =
∏
p<u

(
1− 1

p

)
.

Then

V (w)f±

( logX
logw

)
+

∑
z≤p<w

V (p)p−1f∓

( logX
log p

− 1
)

= V (z)f±

( logX
log z

)(
1 +O

( 1

log z

))
.

Proof The sum above is∑
z≤p<w

(
V (p)p−1f∓

( logX
logw

− 1
)
+

∫ w

p

f ′∓

( logX
log u

− 1
) logX

u log2 u
du

)
.

Then on interchanging the order of summation and integration and ap-

plying the identity (
E:Vid
21.24), this is(

V (z)− V (w)
)
f∓

( logX
logw

− 1
)

+

∫ w

z

(
V (z)− V (u)

)
f ′∓

( logX
log u

− 1
) logX

u log u2
du.

By Meretens’ Theorem 2.7 (e),

V (w) = V (z)
log z

logw

(
1 +O

( 1

log z

))
.
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Hence the above is

V (z)
(
1 +O

( 1

log z

))((
1− logw

log z

)
f∓

( logX
logw

− 1
)

+

∫ w

z

(
1− log z

log u

)
f ′∓

( logX
log u

− 1
) logX

u log2 u
du

)
.

By the change of variables t = logX
log u the integral above becomes∫ log X

log z

log X
log w

(
1− t

log z

logX

)
f ′∓(t− 1) dt

and then by integration by parts, (
E:1f+f
21.67) and (

E:1f-f
21.68) the above is

V (z)
(
1 +O

( 1

log z

))∫ log X
log z

log X
log w

log z

logX
f∓(t− 1) dt

= V (z)
(
1 +O

( 1

log z

))(
f±

( logX
log z

)
− log z

logw
f±

( logX
logw

))
.

Hence

V (w)f±

( logX
logw

)
+

∑
z≤p<w

V (p)p−1f∓

( logX
log p

− 1
)

= V (z)f±

( logX
log z

)(
1 +O

( 1

log z

))
+O

(V (z)

logw
f±

( logX
logw

))
,

and the lemma follows from the monotonicity of sf±(s).

The lemma applied to (
E:Textra
21.78) completes the proof of (

E:Tind
21.77) when k =

3. Now suppose that (
E:Tind
21.77) holds for some k with 3 ≤ k ≤ (logX)1/3

and suppose that X1/(k+1) < z ≤ X1/k. Let w = X1/k and consider

(
E:Tind
21.77). As we observed above, when z ≤ p < w we have (X/p)1/k ≤
p < (X/p)1/(k−1). Hence we may insert (

E:Tind
21.77) with x, z replaced by

X,w or X/p, p into (
E:BuchT
21.76). Thus∣∣∣∣T±(X, z)−XV (w)f±

( logX
logw

)
−

∑
z≤p<w

X

p
V (p)f∓

( logX
log p

− 1
)∣∣∣∣

≤ CXk3 log logX

log2X
+

∑
z≤p<w

CXk3 log logX

p log2(X/p)
.
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Now we apply the lemma and obtain∣∣∣∣T±(X, z)−XV (z)f±

( logX
log z

)∣∣∣∣
≤ CXk3 log logX

log2X
+
C1X(k + 1)2

log2X
+

C1k
5 log logX

(k − 1)2(logX)2

(1
k
+

k

logX

)
for an absolute constant C1. Since k ≤ (logX)1/3, it follows that for a

suitable positive constant C we have (
E:Tind
21.77) with k replaced by k + 1.

To complete the proof of the theorem, suppose

exp
(
(logX)2/3

)
≤ z ≤ X

logX
,

so that (log z)5/3 ≥ (logX)10/9 and choose k so that k − 1 < logX
log z ≤ k,

whence k < (logX)1/3 + 1. Hence, by (
E:Tind
21.77), we obtain the theorem

with an error term

≪ X(logX) log logX

(log z)3
≪ X

(log z)4/3
,

as required.

S:SelEx

21.4.1 Exercises

1. Let a±, S(A±,P, z), T±(X, z), V (z) be as Theorem
T:SelEx
21.11. Let κ ∈ N

and define

a
(κ)
± (n) =

∑
n1,··· ,nκ
n1···nκ=n

a±(n1) · · · a±(nκ),

A (κ)
± =

∑
n∈Z

a
(κ)
± (n),

Xκ = Xκ,

T
(κ)
± (Xκ, z) = S(A (κ)

± ,P, z).

(a) Let ρκ be the multiplicative function with

ρκ(p
r) =

{
1− (1− 1/p)κ (r = 1),

0 (r > 1).

Prove that ∑
p≤z

ρκ(p) log p = κ log z +O(1),
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and that there is a positive constant Cκ such that whenever 2 ≤
w < z we have∏

w≤p<z

(
1− ρκ(p)

)−1
<
( log z

logw

)κ(
1 +

Cκ
logw

)
,

i.e. (
E:Vdim
21.26) holds.

(b) Prove that

T
(κ)
± (Xκ, z) = S(A±,P, z)

κ = T±(Z, z)
κ.

(c) Suppose further that

exp
(
(logX)2/3

)
≤ z ≤ X

logX
,

and the f
(1)
± (s) are the functions f±(s) satisfying (

E:1f+1f
21.64)–(

E:1f-f
21.68).

Prove that

Tκ±(Xκ, z) = XκVκ(z)f
(1)
±

( logXκ

κ log z

)κ
+O

(
Xκ(log z)

−κ−1/3
)

where

Vκ(z) =
∏
p<z

(
1− ρκ(p)

)
.

(d) Let

A
(κ)
± (m) =

∑
n
m|n

a
(κ)
± (n).

Prove that if κ > 1 and m is squarefree, then

A
(κ)
± (m) =

∑
u|m

∑
v|m/u

µ(v)A
(1)
± (uv)A

(κ−1)
± (m/u)

and

ρκ(m) =
∑
u|m

∑
v|m/u

µ(v)ρ1(uv)ρκ−1(m/u).

(e) Let

Rκ(m) =
∑
n≤X
m|n

a
(κ)
± (n)−Xκρκ(m).
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Prove that if κ > 1 and m is squarefree, then

|Rκ(m)| ≤
∑
uv|m

(
|R1(uv)||Rκ−1(m/u)|

+ |R1(uv)|Xκ−1ρκ−1(m/u)

+X1ρ1(uv)|Rκ−1(m/u)|
)
.

(f) Let

y = X exp
(
− (log logX)3

)
.

Prove that there is a positive constant cκ such that∑
m≤y

µ(m)2|Rκ(m)| ≪κ Xκ exp
(
− cκ(log logX)3/2

)
,

so that Xκρκ(m) does indeed correspond to∑
n≤X
m|n

a
(κ)
± (n).

The bound (
E:SelExEr
21.72) is useful here.

(g) Conclude that functions f± = f
(κ)
± that satisfy inequalities of the

kind (
E:fudge
21.8) when the dimension is κ ∈ N must of necessity satisfy

f
(κ)
− (s) ≤ f

(1)
− (s/κ)κ, f

(1)
+ (s/κ)κ ≤ f

(κ)
+ (s)

when s > κ. In particular,

f
(κ)
− (s) = 0, (s ≤ 2κ),

sκf
(κ)
+ (s) ≥ 2κeC0κκκ (κ < s ≤ 3κ)

where in the first inequality we have also used the fact that if

w ≥ z, then S(A (κ)
− ,P, w) ≤ S(A (κ)

− ,P, z).

Thus the upper bound given by the Selberg sieve or by Theorem

19.12, as in Exercise 19.2.8, and likewise the range for which lower

bound sieves are non-trivial, cannot be much improved in general,

even for large dimension κ.

21.5 Some applications of sieve theory
S:SivApp

Almost primes. Lower bound sieves are by themselves usually unable

to establish primality, yet for a number of problems we have theorems

that tell us that at any rate there are a plentiful supply of numbers of
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a particular kind which have a bounded number of prime factors. Such

numbers are frequently called almost primes. More precisely the notation

Pk is sometimes used to denote a typical number having at most k prime

factors.

Particular examples of this are the twin prime and Goldbach binary

problems. Thus the lower bound sieve can be adapted readily without

further ado to show that there are infinitely many primes p such that

p− 2 has at most four prime factors, and there is a very simple wrinkle

using the Selberg sieve that shows that the four can be replaced by

three. There are more sophisticated combinations of weights and upper

and lower bounds that can give more substantial lower bounds for the

number of primes p ≤ x for which p− 2 has a most three prime factors.

This in combination with a clever idea of Chen can reduce the three to

two. All of these results have analogues for the Goldbach binary problem.

We start by establishing the following simple lower bound.

T:twinp4 Theorem 21.13 Suppose that ε is a small positive number, x > x0(ε),

a(n) = 1 when n + 2 is a prime p ≤ x and 0 otherwise, P is the set of

odd primes and A ≥ 0 is a constant. Let

y = x1/2(log x)−A−4

and suppose that

2 ≤ z ≤ y1/(2+ε).

Then there is a positive number δ such that

S(A ,P, z) ≥ X
ce−C0f−(s)

log z
+O

( X

(log z)1+δ

)
where X = li(x), s = log y

log z , and c is the twin prime constant

c = 2
∏
p>2

p(p− 1)

(p− 1)2
. (21.79) E:twinpc

Proof For a given odd squarefree number m we have

A(m) = π(x,m, 2).

Let

R(m) = A(m)− li(x)

φ(m)
.
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Then, by the Bombieri-Vinogradov theorem in the form
E:Bom-Vin4pi
20.24 we have

R∗ =
∑
m≤y
m|P (z)

|R(m)| ≪ x(log x)−A−2.

Also, by Meretens’ theorem in the form Theorem 2.7 (e) we have

V (z) = 2
∏

2<p≤z

p(p− 2)

(p− 1)2

∏
p<z

(1− 1/p)

=
ce−C0

log z
+O

(
(log z)−2

)
.

The theorem now follows from Theorem
T:consiv2
21.9.

When we take z to satisfy x1/5 < z we see that the n remaining after

sieving will have a most four prime factors. In particular when we take

z = y1/(2+ε) it follows from (
E:1f-2f
21.66) that the number N4(x) of primes

p ≤ x such that p− 2 has at most four primes factors all ≥ z satisfies

N4(x) ≥
2cx log(1 + ε)

(log x)2
+O

(
x(log x)−2−δ) (21.80) E:pminus2P4

There are various sophisticated ways of reducing the four to three and

even, as we shall see, to two. However there is a very simple way of

deducing the following

T:pminus2P3 Corollary 21.14 The number N3(x) of primes p ≤ x such that p− 2

has at most three prime factors satisfies

N3(x) ≫
x

(log x)2
.

It suffices to bound the number N∗
4 (x) of primes p counted by N4(x)

above such that

p− 2 = p1p2p3p4 and z ≤ p1 ≤ p2 ≤ p3 ≤ p4 ≤ x

p1p2p3
.

We can do this quite easily via the Selberg sieve. Suppose we are given

p2, p3, p4 with z ≤ p2 ≤ p3 ≤ p4 ≤ x
zp2p3

. Then the number of choices of

p ≤ x with p2p3p4|p− 2, and p−2
p2p3p4

∈ [z, p2] and prime, is equal to the

number of primes l such that z ≤ l ≤ p2 and lp2p3p4 +2 ≤ x is a prime.

This is bounded by

S(B ,P, w)

where B = {b(n)} and b(n) is the number of integers l with z ≤ l ≤
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min
(
p2, (x− 2)/(p2p3p4)

)
, l(lp2p3p4 +2) = n, w = x1/9 and P is the set

of all primes.

Let pρ(p) denote the number of solutions of

l(lp2p3p4 + 2) ≡ 0 (mod p).

Since w < p2 ≤ p3 ≤ p4, when 2 < p < w we have ρ(2) = 1/2 and

ρ(p) = 2/p for p > 2. Let

X =
∑
n

b(n)

and

R(m) = B(m)−Xρ(m).

Then |R(m)| ≤ d(m). Now let

g(n) =
∏
p|n

ρ(p)

1− ρ(p)

Then X ≤ x/(p2p3p4) and by Theorem
T:Selberg
21.1 we have

S(B ,P, w) ≤ x/(p2p3p4)∑
n≤w
n|P (w)

g(n)
+O

(
xp−1

2 p−1
3 p−1

4 (log x)−10
)
.

As in the proof of Theorem 3.10,∑
n≤w
n|P (w)

g(n) ≫ (log x)2.

Hence

S(B ,P, w) ≪ x

p2p3p4(log x)2
.

We now obtain an upper bound for N4 ∗(x) by summing over the primes

p2, p3 and p4, which, crudely, satisfy z ≤ pj ≤ xz−3. Hence each sum

over pj is bounded by∑
z≤pj≤xz−3

p−1 ≤ log
log(xz−3)

log z
+O

(
(log z)−1

)
≪ log(1 + 4ε).

Therefore

N∗
4 (x) ≪

ε3x

(log x)2
.

Choosing ε small enough and comparing with (
E:pminus2P4
21.80) gives the desired
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conclusion. Chen’s Theorem. Let N2(x) denote the number of primes

p ≤ x such that p− 2 has at most two prime factors.

T:ChenpP2 Theorem 21.15 (Chen 1973) For every large x

N2(x) >
cx

3 log2 x

where c is the twin prime constant (
E:twinpc
21.79).

Proof Let

z = x1/10, w = z1/3

and consider

N∗(x) =
∑
p≤x

(p−2,P (z))=1

(
1−

∑
z≤p1≤w
p1|p−2

1

2
−

∑
p1p2p3=p−2

z≤p1≤w≤p2≤p3

1

2

)
.

The number M0(x) of primes p ≤ x such that p − 2 is divisible by the

square of a prime p1 with z ≤ p1 ≤ w satisfies

M0(x) ≪
∑

z≤p1≤w

x

p21
≪ xz−1.

If p − 2 has at least two distinct prime factors p1 with z ≤ p1 ≤ w,

then the general term is non-positive. Also if p−2 has exactly one prime

factor with z ≤ p1 ≤ w, then it can have at most three prime factors

in total, and if it has exactly three in total then again the general term

is non-positive and at least one of those prime factors cannot exceed w.

Hence

N2(x) ≥ N∗(x) =M1(x)−M2(x)−M3(x) +O(xz−1). (21.81) E:NM1M2M3

where

M1(x) =
∑
p≤x

(p−2,P (z))=1

1,

M2(x) =
∑
p≤x

(p−2,P (z))=1

∑
z≤p1≤w
p1|p−2

1

2
,

and

M3(x) =
∑
p≤x

(p−2,P (z))=1

∑
p1p2p3=p−2

z≤p1≤w≤p2≤p3

1

2
.
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We can read off a lower bound for M1(x) at once from Theorem
T:twinp4
21.13.

Thus

M1(x) ≥ 10ce−C0f−(5)
x

(log x)2
+O

( x

(log x)2+δ

)
and hence, by (

E:lf-f3
21.71),

M1(x) ≥
cx

(log x)2

(
8 log 2 +

∫ 4

3

4

u

∫ u−3

0

log(1 + t)

2 + t
dt du

)
+O

( x

(log x)2+δ

)
. (21.82) E:M1lb

A similar argument can be applied to M2(x). We have

M2(x) =
∑

z≤p1≤w

∑
p≤x

p≡2 (mod p1)
(p−2,P (z))=1

1

2
.

Now we have ∑
p≤x

p≡2 (mod p1m)

1 = π(x; p1m,−2).

Let

R(l) = π(x; l,−2)− li(x)

φ(l)
.

Then we may apply the Bombieri-Vinogradov theorem as before to ob-

tain ∑
z≤p1≤w

∑
m≤x1/2p−1

1 (log x)−A

|R(p1m)| ≪ x

(log x)2+δ

for suitable positive A and δ. Thus

M2(x) ≤
5ce−C0x

(log x)2

∑
z≤p1≤w

1

p1 − 1
f+

(5 log x− 10 log p1
log x

)
+O

( x

(log x)2+δ

)
.

Mertens’ Theorem 2.7 (d), partial summation and a change of variables
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gives

M2(x)

≤ 5ce−C0x

(log x)2

∫ w

z

f+

(5 log x− 10 log u

log x

) du

u log u
+O

( x

(log x)2+δ

)
≤ 5ce−C0x

(log x)2

∫ 10

3

f+

(
5− 10

t

) dt
t
+O

( x

(log x)2+δ

)
.

Hence by (
E:1f+1f
21.64) and (

E:lf+f3
21.70),

M2(x) ≤
cx

(log x)2

(
6 log 2 +

∫ 4

3

10

u(5− u)

∫ u−3

0

log(1 + t)

2 + t
dt du

)
+O

( x

(log x)2+δ

)
.

Therefore, by (
E:M1lb
21.82),

M1(x)−M2(x)

≥ 2cx

(log x)2

(
log 2−

∫ 4

3

2u− 5

u(5− u)

∫ u−3

0

log(1 + t)

2 + t
dt du

)
+O

( x

(log x)2+δ

)
.

The double integral here is∫ 1

0

log(1 + t)

2 + t
dt

∫ 4

t+3

( 1

5− u
− 1

u

)
du

=

∫ 1

0

log(1 + t)

2 + t
log

(2− t)(t+ 3)

4
dt ≤ 0.029772694.

Hence

M1(x)−M2(x) ≥ 1.3267489
cx

(log x)2
+O

( x

(log x)2+δ

)
. (21.83) E:M1M2lb

We now turn our attention to M3. We have

M3(x) ≤
1

2
S(A ,P, y) +O(x/z) (21.84) E:M3SAPy

where

a(n) =

{
1 n = p1p2p3 + 2 ≤ x+ 2 with z < p1 ≤ w ≤ p2 ≤ p3,

0 otherwise,

P is the set of odd primes, and

y = x1/2(log x)−B .
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Here we have used the estimates∑
w≤p2≤p3≤ x

zp2

1 ≪ xz−1

(in case p1 = z) and ∑
pj≥z

x−2<p1p2p3≤x

1 ≪ 1

(because x is tidier than x− 2).

Now we sieve the n for primeness. In order to apply the upper bound

sieve effectively we need to deal with∑
n

a(mn)

when m|P (y), and so we need a variant of the Bombieri–Vinogradov

theorem for triples of primes. In this situation the result is rather more

straightforward, not requiring any identity similar to that used in the

proof of the Bombieri–Vinogradov theorem, since now the underlying

bilinear form is already a good Type II form.

As is usual we need to input information about∑
n

a(mn) =
∑

z<p1≤w≤p2≤p3≤x/(p1p2)
p1p2p3≡−2 (mod m)

1

when m|P (y) and m ≤ y. Since we automatically have (m, p1p2p3) = 1

it follows that∑
n

a(mn) =
∑

χ (mod m)

χ(−2)

φ(m)

∑
z<p1≤w≤p2≤p3≤ x

p1p2

χ(p1p2p3)

=
∑
q|m

∑⋆

χ (mod q)

χ(−2)

φ(m)

∑
z<p1≤w≤p2≤p3≤ x

p1p2

(p1p2p3,m)=1

χ(p1p2p3).

Let

R(m) =
∑
n

a(mn)− X

φ(m)
(21.85) E:RChen

where

X =
∑

z<p1≤w≤p2≤p3≤ x
p1p2

1 =
∑
n

a(n) (21.86) E:ChenMain
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Then

R(m) = R∗(m)− E(m)

φ(m)
(21.87) E:RRE

where

R∗(m) =
∑

1<q|m

∑⋆

χmod q

χ(−2)

φ(m)

∑
z<p1≤w≤p2≤p3≤ x

p1p2

(p1p2p3,m)=1

χ(p1p2p3),

and

E(m) =
∑

z<p1≤w≤p2≤p3≤ x
p1p2

(p1p2p3,m)>1

1.

When m ≤ y, the contribution from the p1 dividing m is

≪
∑

w<p2≤(x/z)1/2

x

p2z log x
≪ x

z log x

and from the p2 or p3 dividing m is

≪
∑

z<p1≤w

x

p1w log x
≪ x

w log x
.

Thus ∑
m≤y

|E(m)|
φ(m)

≪ xz−1. (21.88) E:Eerror

We also have

|R∗(m)| ≤
∑

1<q|m

∑⋆

χmod q

1

φ(m)

∣∣∣∣ ∑
z<p1≤w≤p2≤p3≤ x

p1p2

(p1p2p3,m)=1

χ(p1p2p3)

∣∣∣∣,
and so∑

m≤y

|R∗(m)| ≤

∑
1<q≤y

∑
l≤ y

q

1

φ(ql)

∑∗

χ mod q

∣∣∣∣ ∑
z<p1≤w≤p2≤p3≤ x

p1p2

(p1p2p3,l)=1

χ(p1p2p3)

∣∣∣∣
∑
l≤y

1

φ(l)

∑
1<q≤y/l

1

φ(q)

∑∗

χ mod q

∣∣∣∣ ∑
z<p1≤w≤p2≤p3≤ x

p1p2

(p1p2p3,l)=1

χ(p1p2p3)

∣∣∣∣.
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Hence∑
m≤y

|R∗(m)| ≪ max
l≤y

∑
1<q≤y

log y

φ(q)

∑∗

χ mod q

∣∣∣∣ ∑
z<p1≤w≤p2≤p3≤ x

p1p2

(p1p2p3,l)=1

χ(p1p2p3)

∣∣∣∣.
The summation conditions imply that p2 ≤ (x/p1)

1/2 and so p1p2 ≤
p
1/2
1 x1/2 ≤ x2/3. Consequently, when q ≤ (log x)A for a given constant

A the Siegel-Walfisz theorem in the form of Corollary 11.18 applied to

the sum over p3 gives

max
l≤y

∑
1<q≤(log x)A

log y

φ(q)

∑∗

χ mod q

∣∣∣∣ ∑
z<p1≤w≤p2≤p3≤ x

p1p2

(p1p2p3,l)=1

χ(p1p2p3)

∣∣∣∣.
≪ x(log x)−10.

Let a(u) be 1 when u is a prime p1 with z < p1 ≤ w and p1 ∤ l, and
0 otherwise, and let b(v) = 1 when v = p2p3 with w ≤ p2 ≤ p3 and

(p2p3, l) = 1, and 0 otherwise. Then∑
z<p1≤w≤p2≤p3≤ x

p1p2

(p1p2p3,l)=1

χ(p1p2p3) =
∑

z<u≤w

∑
w<v≤x/u

a(u)b(v)χ(uv).

By (
E:LSMaximalbiform
19.33) and a division of the sum over u into dyadic intervals we have∑

1<q≤Q

q

φ(q)

∑∗

χ mod q

∣∣∣∣ ∑
z<u≤w

∑
w<v≤x/u

a(u)b(v)χ(uv)

∣∣∣∣
≪ (log x)2(x+Qx19/20 +Q2x1/2)

and so, by partial summation, for a suitable choice of A we have

max
l≤y

∑
(log x)A<q≤y

log y

φ(q)

∑∗

χ mod q

∣∣∣∣ ∑
z<u≤w

∑
w<v≤x/u

a(u)b(v)χ(uv)

∣∣∣∣
≪ x(log x)−10.

Therefore ∑
m≤y

|R∗(m)| ≪ x(log x)−10

and so, by (
E:RRE
21.87) and (

E:Eerror
21.88),∑

m≤y

|R(m)| ≪ x(log x)−10



294 Sieves II

Thus, by (
E:M3SAPy
21.84) and (

E:RChen
21.85), and a by now familiar application of The-

orem
T:consiv2
21.9 we have

M3(x) ≤
2Xc

log x
+O

(
X(log x)−1−δ + x(log x)−10

)
.

By (
E:ChenMain
21.86) and multiple applications of Theorem 6.9 we have

2X =

∫ x1/3

x1/10

∫ (x/u)1/2

x1/3

2x dv

(log v)v log(x/uv)

du

u log u
+O

(
x(log x)−3/2

)
=

2x

log x

∫ 1/3

1/10

log(2− 3w)

w(1− w)
dw +O

(
x(log x)−3/2

)
≤ 0.98199041

x

log x
+O

(
x(log x)−3/2

)
.

Therefore, by (
E:NM1M2M3
21.81) and (

E:M1M2lb
21.83) for all large x

N(x) ≥ cx

3(log x)2
.

Conjecture J of
HL22
Hardy & Littlewood (1922). Let

R(n) = card{p, x, y : p+ x2 + y2 = n, x ∈ Z, y ∈ Z, p prime} (21.89) E:DefR(n)

with p a prime and x, y ∈ Z. Then Conjecture J states that

R(n) ∼ πn

log n
S(n) (21.90) E:ConjJ

where for z ∈ Z \ {0}

S(z) =(∏
p>2

(
1 +

(−1)(p−1)/2

(p− 1)p

))∏
p|z
p>2

(
1− p(−1)(p−1)/2

p2 − p+ (−1)(p−1)/2

)
. (21.91) E:DefSJ

By the way, it is readily checked that

S(z) =

∞∑
q=1

q∑
a=1

(a,q)=1

S(q, a)2µ(q)

q2φ(q)
e(−az/q)

where

S(q, a) =

q∑
x=1

e(ax2/q).

Moreover πn is the volume of the region {α, β ∈ R : α2 +β2 ≤ n}. Thus
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one can see how Hardy and Littlewood read off the conjecture from their

assumption that the major arcs for this question would dominate.

Following work of Hooley, Linnik gave a proof of Conjecture J which

was later simplified via the Bombieri–Vinogradov theorem. For n ∈ N,
let

r(n) = card{x, y : x2 + y2 = n, x ∈ Z, y ∈ Z}. (21.92) E:Defr(n)

and let

χ(m) =

{
(−1)

m−1
2 2 ∤ m,

0 2|m.
(21.93) E:Defchi

Then, in view of the formula

r(n) = 4
∑
m|n

χ(m) (n ∈ N) (21.94) E:formr(n)

(see, for example (16.9.1) and Theorem 278 of
HW08
Hardy & Wright (2008)),

one might hope to imitate the method used to prove Theorem
T:d(n-p)
20.5. How-

ever now the main term is a factor of log n smaller. Whilst this is not a

problem for the divisors m not near
√
n, those near

√
n require a more

delicate treatment than a crude application of the Brun-Titchmarsh The-

orem. In particular some use needs to be made of possible cancelation

arising from changes of sign of χ(m). Hooley’s idea to overcome this

is, when this range occurs, to replace the primes by a larger set which,

whilst including the primes, now satisfies the asymptotics of
C:consiv2as
21.10 and

so the resulting main terms are cancelling. The delicacy of the situation

is such that this idea also needs to be combined with a careful account-

ing of the primes p for which n− p has slightly more than its normally

expected number of prime factors.

T:HooLin Theorem 21.16 (Hooley-Linnik) Let R(n) be as in (
E:DefR(n)
21.89) and S(n)

be as in (
E:DefSJ
21.91). Then for any number ν with 1 < ν < 3

2 − e log 2
4

= 1.028957 · · · we have

R(n) =
πn

log n
S(n) +O

( n

(log n)ν

)
as n→ ∞.

We initiate the proof by eliminating the easy parts. Let B be a con-

stant at our disposal to be fixed later and define

M = n1/2(log n)−B , N = n1/2(log n)B . (21.95) E:MNB
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By (
E:formr(n)
21.94)

R(n) = 4X(0,M) + 4X(M,N) + 4X(N,n) +O(1) (21.96) E:Rthreesums

where

X(U, V ) =
∑
p<n

∑
U<m≤V
m|(n−p)

χ(m). (21.97) E:DefX

Note that if n should be prime then there is a contribution to the error

term of r(0) = 1.

If p < n, m|(n− p) and (m,n) > 1, then p|n and there can be at most

≪ log n such primes p. Moreover, then m/p divides n/p− 1. Thus

X(0,M) =
∑
m≤M

(m,n)=1

χ(m)
∑
p<n

p≡n (mod m)

1 +O(nε).

Hence, by (
E:MNB
21.95) and the form of the Bombieri–Vinogradov Teorem

stated in Corollary
Co:Bom-VinVar1
20.3 we have

X(0,M) = li(n)
∑
m≤M

(m,n)=1

χ(m)

φ(m)
+O

(
n(log n)3−B

)
.

By a simple elementary argument we show that the main term here gives

the main term of our theorem.

L:Jmain Lemma 21.17 Let χ be the quadratic character modulo 4, as given in

(
E:Defchi
21.93), and let (n) be the singular series given in (

E:DefSJ
21.91). Then∑

m≤M
(m,n)=1

χ(m)

φ(m)
=
π

4
S(n) +O

(
d(n)M−1 logM

)
.

Proof We note that

1

φ(m)
=

1

m

∑
l|m

µ(l)2

φ(l)
.

Thus the subject of interest is∑
l≤M

(l,n)=1

χ(l)µ(l)2

lφ(l)

∑
k≤M/l

χ(k)

k

∑
j|(k,n)

µ(j)

=
∑
l≤M

(l,n)=1

χ(l)µ(l)2

lφ(l)

∑
j|n

j≤M/l

µ(j)χ(j)

j

∑
m≤M/lj

χ(m)

m
.
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By an explicit version of the alternating series test we have∑
m≤M/lj

χ(m)

m
= L(1, χ) +O(lj/M) =

π

4
+O(lj/M).

Thus the multiple sum becomes

π

4

∑
j|n
j≤M

µ(j)χ(j)

j

∑
l≤M/j
(l,n)=1

χ(l)µ(l)2

lφ(l)
+O

(
d(n)M−1 logM

)
.

We then complete in turn each sum, which gives

π

4

∑
j|n

µ(j)χ(j)

j

∞∑
l=1

(l,n)=1

χ(l)µ(l)2

lφ(l)
+O

(
d(n)M−1 logM

)
.

The main term here is

π

4

(∏
p|n

(
1− χ(p)

p

))∏
p∤n

(
1 +

χ(p)

p(p− 1)

)
,

and the Euler products here match (
E:DefSJ
21.91).

We now turn to X(N,n). In the inner sum in (
E:DefX
21.97) we replace m by

n−p
l so that

X(N,n) = X(N,n, 1)−X(N,n,−1)

where

X(N,n,±1) =
∑
p<n

∑
l|(n−p)

l<(n−p)/N
(n−p)/l≡±1 (mod 4)

1 =
∑
l<n/N

∑
p<n−lN

p≡n∓l (mod 4l)

1.

Should d = (n∓ l, 4l) be > 1, then p = 2 or p|l|n and so

X(N,n,±1) =
∑
l<n/N

(n∓l,4l)=1

∑
p<n−lN

p≡n∓l (mod 4l)

1 +O(nε).

Thus on applying Corollary
Co:Bom-VinVar1
20.3 we find that

X(N,n,±1) =
∑
l<n/N

(n∓l,4l)=1

li(n− lN)

φ(4l)
+O

(
n(log n)3−B

)
.

Now (n∓ l, 4l) = 1 if and only if (n∓ l, 2l) = 1 and this holds in turn if
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and only if (n± l, 2l) = 1. Thus the main terms are independent of the

sign of ±l, and so cancel giving the bound

X(N,n) ≪ n(log n)3−B .

We now come to the more delicate part of the argument: the treatment

of

X(M,N).

As with X(N,n) we expect this to contribute something which is smaller

than the main term, but unfortunately our knowledge of the distribution

of primes in this case lacks the desired precision. There are two features

of the situation which come to our aid. The divisors m of n− p are now

in a very restricted range, M < m ≤ N , and their occurrence is likely to

be relatively infrequent. The heuristic here is that the normal number

of divisors of n− p is about (log n)log 2. Thus of the approximately log n

intervals [ek−1, ek) with 1 ≤ k ≤ log n only a proportion (log n)log 2−1

can be expected to contain a divisor of n − p, and so the probability

that (M,N ] contains such a divisor is about (logn)log 2−1 log log n. Thus

the sum over the primes p can be expected to be bounded by something

like n(log n)log 2−2 log log n. The second feature is that we can embed the

primes in a somewhat larger set for which we can establish a suitable dis-

tribution into residue classes for the appropriate modulus m. Moreover

we can separate and enable these two features by the usual process in

analytic number theory when we cannot think of anything better to do,

namely apply the Cauchy–Schwarz inequality. Let

∆(k) =
∑
m|k

M<m≤N

1,

and

Ξ(k) =
∑
m|k

M<m≤N

χ(m).

Then

X(M,N) =
∑
p<n

∆(p−n)>0

Ξ(n− p) ≤ Y (M,N)1/2Z(M,N)1/2 (21.98) E:XCSYZ

where

Y (M,N) =
∑
p<n

∆(n−p)>0

1, Z(M,N) =
∑
p<n

Ξ(n− p)2. (21.99) E:DefYZ
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To manage Y (M,N) we divide the sum into two parts dependent on

the number of prime factors of n− p. To mark the division we introduce

a real number α which satisfies

1 < α ≤ 3

2
(21.100) E:alphaineq

and is otherwise at our disposal. Thus

Y (M,N) = Y1(M,N) + Y2(M,N)

where

Y1(M,N) =
∑
p<n

Ω(p−n)≤α log logn

∆(n− p), Y2(M,N) =
∑
p<n

Ω(n−p)>α log logn

1.

The sum Y1(M,N) is bounded by the number of pairs p and m with

p < n,M < m ≤ N ,m|(p−n) and Ω(n−p) ≤ α log log n, or equivalently

triples p, l.m with

p < n, lm = n− p, M < m ≤ N, Ω(n− p) ≤ α log log n

We have l < n/M = N and the number of such triples with m ≤ N

and l ≤ M(log n)−2 is ≪ n(log n)−2. Thus, when M(log n)−2 < l we

certainly have

M(log n)−2 < l ≤ N and M(log n)−2 < m ≤ N.

We also have

min
(
Ω(m),Ω(l)

)
≤ 1

2
α log log n.

Hence

Y1(M,N) ≪ Y3(M,N) +
n

(log n)2
(21.101) E:Y1Y3

where

Y3(M,N) =

card
{
m, p :

M

log2 n
< m ≤ N, p < n,m|(n− p),Ω(m) ≤ α

2
log log n

}
.

By the Brun-Titchmarsh theorem, Theorem 3.9, we have

Y3(M,N) ≪
∑

M(logn)−2<m≤N
Ω(m)≤α

2 log logn

n

φ(m) log n

Here and later we need some estimates concerning Ω.
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L:Omegaest Lemma 21.18 For a real number θ > 0 define γ(θ) = θ − θ log θ

(i) Suppose that X is a real number with X ≥ 1 and ϖ is a real number

with 1/2 ≤ ϖ ≤ 7/4. Then∑
m≤X

ϖΩ(m) ≪ X(log 2X)ϖ−1.

(ii) Suppose that 1/2 ≤ β < 1 and n ≥ ee. Then∑
n1/2(logn)−B−2<m≤n1/2(logn)B

Ω(m)≤β log logn

1

m
≪ (log n)γ(β)−1 log log n.

(iii) Suppose that 1 < β ≤ 3/2 and n ≥ ee. Then∑
m≤n

Ω(m)≥β log logn−1

1

m
≪ (log n)γ(β).

Proof (i) can be proved in the same way as Theorem 7.17. Here the

Dirichlet series generating function is ζ(s)ϖη(s) where η(s) is a series

that converges absolutely in a halfplane Re s > 1− δ for some δ > 0.

(ii) By (i) and partial summation when 1/2 ≤ ϖ ≤ 1,∑
n1/2(logn)−B−2<m≤n1/2(logn)B

ϖΩ(m)

m
≪ (log n)ϖ−1 log log n.

For those terms with Ω(m) ≤ β log log n, since 0 < β < 1, we have

1 ≤ (log n)−β log ββΩ(m)

and the result follows on taking ϖ = β.

(iii) follows from the bound∑
m≤n

ϖΩ(m)

m
≪ (log n)ϖ

by a concomitant argument.

By (
E:alphaineq
21.100) we have 1 < α < 2. Hence, by (ii) of Lemma

L:Omegaest
21.18 with

β = α/2 we have

Y3(M,N) ≪ n(log log n)2

(log n)2−γ(α/2)
,

whence, as γ(α/2) > 0, by (
E:Y1Y3
21.101),

Y1(M,N) ≪ n(log log n)2

(log n)2−γ(α/2)
. (21.102) E:Y1bound
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We now turn to Y2(M,N). We divide this sum into two further parts

so that

Y2(M,N) ≤ Y4(M,N) + Y5(M,N)

where

Y4(M,N) = card{m < n : Ω(m) > 10 log log n},

Y5(M,N) = card{p < n : α log log n < Ω(n− p) ≤ 10 log log n}.

By Lemma
L:Omegaest
21.18 (i),

Y4(M,N) <
∑
m<n

eΩ(m)/2(log n)−5 ≪ n(log n)
√
e−6 ≪ n

(log n)2
.

When p < n, Ω(n − p) ≤ 10 log log n and n − p has no prime factors

exceeding exp
(
(log n)/(20 log log n)

)
we have n − p ≤

√
n. Otherwise

for p counted by Y5 there exist numbers r and p′ so that n − p = rp′,

p′ > exp
(
(log n)/(20 log log n)

)
and Ω(s) > α log log n − 1. Moreover

r < n exp
(
− (log n)/(20 log log n)

)
. Thus

Y5(M,N) ≤
∑

r<n exp((logn)/20 log logn))
Ω(r)>α log logn−1

∑
p,p′

p+rp′=n

1 + n1/2.

Let N(n; r) denote the inner sum here. Then the bound

N(n; r) ≪ n2

φ(nr)
(
log(n/r))2

≪ n(log log n)3

r(log n)2

is trivial when (n, r) > 1 and when (n, r) = 1 follows by the methods

of §3.4, or from Theorem
T:LS3
19.13 or Corollary

C:consiv2as
21.10 by sifting out the

y < n/r with p|y(n− yy) for p ≤ (n/r)θ for some θ ≤ 1/2. Thus

Y5(M,N) ≪ n1/2 +
n(log log n)3

(log n)2

∑
r≤n

Ω(r)>α log logn−1

1

s
.

By Lemma
L:Omegaest
21.18 (iii) this is

≪ n(log log n)3

(log n)2−γ(α)
.

Since γ(α) > 0 this gives

Y2(M,N) ≪ n(log log n)3

(log n)2−γ(α)
.
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Comparing this with (
E:Y1bound
21.102) we see that the optimal choice of α occurs

when γ(α/2) = γ(α), i.e. α = e/2. Thus

Y (M,N) ≪ n(log log n)3

(log n)2−e(log 2)/2
, (21.103) E:Ybound

and

2− e(log 2)/2 = 1.057915 · · ·

The final stage of the proof is the examination of Z(M,N), given by

(
E:DefYZ
21.99). Let

z = exp
(
(log n)/(log log n)2

)
,

On multiplying out Z(M,N) we would obtain sums over p,m1,m2 with

mj |(n − p). We want to replace the primes by an essentially larger set

of r < n such that (r, P ) = 1 for a suitable choice of P . Let

P = {p < z}, P (z) =
∏
p∈P

p

and

N = {r < n :
(
r, P (z)

)
= 1}.

Then the primes p ≤ z contribute ≪ nε/2 to Z(M,N) and Ξ(n− p) ≪
nε/4. Thus

Z(M,N) ≤ Z1(M,N) +O(nε) (21.104) E:Zub

where

Z1(M,N) =
∑
r∈N

Ξ(n− r)2 =
∑

m1,m2
M<mj≤N

χ(m1m2)
∑
r∈N

m1|(n−r),m2|(n−r)

1.

If m1m2 and

n1 =
∏

p|n,p<z

p (21.105) E:n1

were to have a prime factor in common, then it would divide r which we

have excluded, so such an inner sum would be empty. Thus

Z1(M,N) =
∑

(m1m2,n1)=1
M<mj≤N

χ(m1m2)
∑
r∈N

m1|(n−r),m2|(n−r)

1

We have m1|(n−r) and m2|(n−r) if and only if [m1,m2]|(n−r). Put
d = (m1,m2) and kj = mj/d. Then

(k1, k2) = 1,M < dkj ≤ N, dk1k2|(n− r).
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Now we split the sum according as to whether d ≤ D or d > D where

D = n1/8.

Thus

Z1(M,N) = Z2(M,N) + Z3(M,N) (21.106) E:SumZ

where

Z2(M,N) =
∑

(k1,k2)=1,(dk1k2,n1)=1
M<dkj≤N, d>D

χ(d2k1k2)
∑
r∈N

dk1k2|(n−r)

1

and

Z3(M,N) =
∑

(k1,k2)=1,(dk1k2,n1)=1
M<dkj≤N, d≤D

χ(d2k1k2)
∑
r∈N

dk1k2|(n−r)

1 (21.107) E:DefZ3

In the sum Z2(M,N) we have

dk1k2 ≤ N2d−1 ≤ n7/8(log n)2B .

Given such d, k1, k2 the r in the inner sum arise by removing the a with

a ≡ n (mod dk1k2) with a < n which have a prime factor that divides

P (z). Thus we can apply Corollary
C:consiv2as
21.10. For q = dk1k2 with (q, n1) = 1

let

A = {a < n : a ≡ n (mod q)}.

Then ∑
r∈N

q|(n−r)

1 = S(A,P, z).

When m|P (z), in the notation of (
E:A(m)
21.3) we have

A(m) =
∑
a<n

a≡n (mod q)
a≡0 (mod m)

1 =

[q,m]∑
x=1

x≡n (mod q)
x≡0 (mod m)

( n

[q,m]
+O(1)

)
.

Moreover, since m|P (z) and (q, n1) = 1 it follows that

q/(q,m)∑
y=1

ym≡n (mod q)

1 =

{
1 (m, q) = 1

0 (m, q) > 1.

Thus

A(m) = Xρ(m) + +O(1)
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where

X =
n

q
, ρ(m) =

{
1
m when (m, q) = 1,

0 when (m, q) > 1.

Hence with z as above, y = n1/16 and s = log y
log z we have

V (z) =
∏
p<z
p∤q

(1− 1/p),

and ∑
m≤y

|R(m)| ≪ XV (z)e−s.

Moreover∏
p≥z
p|q

(1− 1/p)−1 = exp
(
(log n)z−1

)
= 1 +O

(
(log n)−10

)

and

e−s ≪ (log n)−10.

Hence

Z2(M,N) =

n

(∏
p<z

(
1− 1

p

)) ∑
(k1,k2)=1

(dk1k2,n1)=1
M<dkj≤N, d>D

χ(d2k1k2)

φ(dk1k2)
+O

( n

(log n)5

)
.

We first consider the contribution from the d with d > M . In that case

we have kj ≤ N/M . We also know that

φ(dk1k2) ≪ (dk1k2)
−1 log log n

and ∏
p<z

(
1− 1

p

)
≪ (log n)−1(log log n)2.

Thus the total contribution from the terms with d > M is

≪ n
(log log n)3

log n

∑
M<d≤N

1

d

( ∑
k≤N/M

1

k

)2
≪ n

(log log n)6

log n
.
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Now consider the terms with d ≤ M . In the multiple sum we replace

φ(dk1k2)
−1 by

1

φ(dk1)k2

∑
m|k2

(m,dk1)=1

µ(m)2

φ(m)
.

Then we replace k2 by lm so that the contribution from k2 and m be-

comes ∑
(k1,lm)=1,(dk1lm,n1)=1
M<dlm≤N,D<d≤M

M<dk1≤N

χ(d2k1lm)µ(m)2

φ(dk1)lmφ(m)
.

Next we replace the condition (l, k1n1) = by∑
u|(k1n1,l)

µ(u)

and then write l = uv. Thus the multiple sum becomes

∑
m≤N

(m,n1)=1

µ(m)2χ(m)

mφ(m)

∑
D<d≤M
(d,n1)=1

∑
M/d<k1≤N/d

(k1,n1)=1

χ(d2k1)

φ(dk1)

∑
u|k1n1

µ(u)χ(u)

u

∑
M/(dmu)<v≤N/(dmu)

χ(v)

v
.

Since (k1, n1) = 1 the sum over u can be rewritten as a sum over u = hj

with h|k1 and j|n1 and then k1 can be replaced by hr. Thus we obtain

∑
m≤N

(m,n1)=1

µ(m)2χ(m)

mφ(m)

∑
j|n1

µ(j)χ(j)

j

∑
D<d≤M
(d,n1)=1

∑
(h,n1)=1

µ(h)χ(h)

h

∑
M/(dh)<r≤N/(dh)

(r,n1)=1

χ(d2hr)

φ(dhr)

∑
M/(dmhj)<v≤N/(dmhj)

χ(v)

v
.

The contribution from the terms with dmhj > M is

≪
∑
m≤N

1

mφ(m)

∑
j|n1

1

j

∑
h

1

hφ(h)

∑
M/(mhj)<d≤N/(mhj)

1

d∑
M/(dh)<r≤N/(dh)

log log n

r

∑
M/(dmhj)<v≤N/(dmhj)

1

v
≪ (log log n)5
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and the contribution from those with dmhj ≤M is

≪
∑
m≤N

1

mφ(m)

∑
j|n1

1

j

∑
h

1

hφ(h)

∑
d≤M/(mhj)

1

d

∑
M/(dh)<r≤N/(dh)

log log n

r

∣∣∣∣∣∣
∑

M/(dmhj)<v≤N/(dmhj)

χ(v)

v

∣∣∣∣∣∣ .
Here the innermost sum is ≪ dmhj/M . Thus the above is

≪
∑
m≤N

1

mφ(m)

∑
j|n1

1

j

∑
h

1

hφ(h)

∑
d≤M/(mhj)

mhj

M
(log log n)2

≪ (log log n)3.

Thus it follows that

Z2(M,N) ≪ n
(log log n)6

log n
. (21.108) E:Zed2bound

It remains to consider Z3(M,N) given by (
E:DefZ3
21.107). Here we replace

the condition (k1, k2) = 1 by the sum∑
l|(k1,k2)

µ(l),

interchange he order of summation and replace kj by lhj . The dummy

variable l plays a similar rôle to that of d in Z2(M,N). Thus

Z3(M,N) =
∑

(dlh1h2,n1)=1
M<dlhj≤N,d≤D

χ(d2l2h1h2)µ(l)
∑
r∈N

dl2h1h2|n−r

1

We now again divide the summation according as to whether l ≤ D or

not. The contrary case can be readily dismissed, since the total contri-

bution from such terms is

≪
∑
l>D

∑
M/l<dhj≤N/l

∑
r∈N

dl2h1h2|n−r

1 ≪
∑
l>D

n

l2
(log n)3 ≪ n

(log n)2
.

We are left with∑
d≤D

∑
l≤D

χ(d2l2)µ(l)
∑

M/dl<hj≤N/dl
(h1h2dl

2,n1)=1

χ(h1h2)
∑

r∈N,(r,P (z))=1

dl2h1h2|(n−r)

1.
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The condition (h2, n1) = 1 is a nuisance and it is convenient to remove

it by the usual resort to the formula∑
v|(h2,n1)

µ(v)

so that, on writing h2 = vw, our sum is∑
d≤D

∑
l≤D

χ(d2l2)µ(l)
∑

M/dl<h1≤N/dl
(h1dl

2,n1)=1

∑
v|n1

µ(v)χ(h1v)

∑
M/dlv<w≤N/dlv

χ(w)
∑

r∈N, (r,P (z))=1

dl2h1vw|n−r

1.

Given d, l, h1, v, w, r let

u =
n− r

dl2h1vw
.

∑
d≤D

∑
l≤D

χ(d2l2)µ(l)
∑

M/dl<h1≤N/dl
(h1dl

2,n1)=1

∑
v|n1

µ(v)χ(h1v)

∑
u

∑
M/dlv<w≤N/dlv

χ(w)
∑

r∈N, (r,P (z))=1

dl2h1vwu=n−r

1.

Then for a given q we collect the terms with dl2h1vu = q. Thus w = n−r
q

and the multiple sum becomes∑
q≤nD2n1

M

∑
d,l,h1,v
dl2h1v|q

χ(d2l2)µ(l)µ(v)χ(h1v)
∑

r∈N,(r,P (z))=1

n−Nq
dlv≤r<n−

Mq
dlv

1≤r<n
q|n−r

χ
(n− r

q

)

where d, l, h1, v satisfy

d ≤ D, l ≤ D,
M

dl
< h1 <

N

dl
, v|n1, Ndlv > q.

Let

X = max{0, ⌈n−Nq/dlv⌉ − 1}, Y = max{0, ⌈n−Mq/dlv⌉ − 1},

so that Y < r ≤ X. We also have

q ≤ n3/4n1(log n)
B .
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Thus if

Y −X ≪ n

(log n)7
,

then the innermost sum is∑
r∈N, (r,P (z))=1

X<r≤Y
1≤r<n
q|n−r

χ
(n− r

q

)
≪ n

q(log n)7
(21.109) E:HoolMain

and the total contribution from such terms is

≪ n

(log n)2
.

Thus we may suppose that

Y −X ≫ n

(log n)7
.

The general term in the sum over r is ±1 according as

n− r

q
≡ ±1 (mod 4),

that is

r ≡ n∓ q (mod 4q)

and so is ∑
X<r≤Y

(r,P (z))=1
r≡n−q (mod 4q)

1−
∑

X<r≤Y
(r,P (z))=1

r≡n+q (mod 4q)

1.

Given m|P (z) and m ≤ y = n1/8, so that mq ≤ n7/8n1(log n)
B , we have

∑
X<a≤Y
m|a

a≡n±q (mod 4q)

1 =

[4q,m]∑
x=1

x≡n±q (mod 4q)
x≡0 (mod m)

(Y −X

[4q,m]
+O(1)

)
.

Moreover
[4q,m]∑
x=1

x≡n±q (mod 4q)
x≡0 (mod m)

1 =

{
1 (4q,m)|n± q,

0 (4q,m) ∤ n± q.

Since m is squarefree we have (4q,m) = (2q,m) and so (4q,m)|n ± q if

and only if (2q,m)|n+q if and only if (2q,m)|n−q. Hence we may apply
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Corollary
C:consiv2as
21.10 and the main term will be independent of the sign ±.

Thus the main terms will cancel and we obtain (
E:HoolMain
21.109) once more, and

so we can conclude that

Z3(M,N) ≪ n

(log n)2
.

Hence, by (
E:Zub
21.104), (

E:SumZ
21.106) and (

E:Zed2bound
21.108)

Z(M,N) ≪ n
(log log n)6

log n

Hence, by (
E:XCSYZ
21.98) and (

E:Ybound
21.103) we have

Y (M,N) ≪ n
(log log n)5

(log n)λ

where

λ =
3

2
− e log 2

4
= 1.028957 · · ·

and this completes the proof of the Hooley-Linnik theorem.

S:SivApp

21.5.1 Exercises

1. Let R(N) denote the number of solutions of p+P2 = N with p prime

and P2 a number having at most two prime factors. Prove that if N

is even and large, then

R(N) >
NS(N)

3(logN)2

where

S(N) = c
∏
p|N
p>2

p− 1

p− 2

and c is the twin prime constant.

2. (
RV73a
Vaughan 1973) Prove that at least one of the following two state-

ments is valid.

(a) For infinitely many primes p, 3p+ 2 is prime.

(b) For infinitely many n, d(n) = d(n+ 2).

Exer:thin1 3. (a) Let S(X) denote the number of n ≤ X such that n2+1 is prime.

Prove that there is a positive constant δ such that

S(X) ≤ 2XS

logX
+O

(
X(logX)−1−δ)
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where

S =
4

π

∏
p>2

(
1− (−1)

p−1
2(

p− (−1)
p−1
2

)
(p− 1)

)
.

(b) Prove that the number S4(X) of n ≤ X such that n2 + 1 has at

most four prime factors satisfies

S4(n) ≫
X

logX
.

Exer:thin2 4. (
HR74
Halberstam & Richert 1974, §9.5) Let a(n) be the number of solu-

tions of n = l2+1 with 1 ≤ l ≤ X and define for z = X1/4, w = X7/10,

W (A ,P, z, w) =
∑
n

(n,P (z))=1

a(n)

(
1−

∑
z≤p<w
p|n

1

2

)

(a) Show that

W (A ,P, z, w) ≥

XV (z)

(
f−(4)−

∫ w

z

f+

( log(X/u)
log z

) du

2u log u

)
)

+O
(
X(logX)−1−δ)

where V (z) =
∏
p<z

(
1− ρ(p)

)
and ρ(2) = 1

2 and

pρ(p) = 1 + (−1)
p−1
2 (p > 2).

(b) Show that

V (z) =
Se−C0

log z
+O

(
(log z)−2

)
where S is as in Exercise

Exer:thin1
3.

(c) Let S3(X) denote the number of n ≤ X such that n2 + 1 has at

most three prime factors. Prove that

S3(X) ≥ 2SX

logX

(
log 3

4
−
∫ 7/10

1/4

dv

8v(1− v)

)
+O

(
X(logX)−1−δ)

=
SX

8 logX
log

9

7
+O

(
X(logX)−1−δ).

5. Let a be a given nonzero integer and

N(x) =
∑

0<p+a≤x

r(p+ a)
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where r is as in (
E:Defr(n)
21.92) Prove that

N(x) ∼ πx

log x
S(a)

where S(a) is as in (
E:DefSJ
21.91).

21.6 Almost primes in polynomial sequnces
S:APPS

In exercises above we sieved a thin set, namely the sequence n2 + 1 to

limit the number of prime factors. Thus there are n for which n2 + 1 is

an almost prime; in this case a P4 or a P3. Suppose we have a sequence

c(n) of positive integers, increasing for large n, roughly of size nd where

d ∈ N, d > 1, and we want to consider those c(n) with n ≤ X which

remain when those terms with a prime factor p < w are removed. Except

possibly in very special cases one cannot expect sieving techniques to

deal with prime factors p significantly larger than X and the expectation

is that one will need to restrict to the situation when w = Xθ with θ < 1.

We can hope to cope with a θ satisfying

d

d+ 1
< θ < 1, (21.110) eq:wtheta

but not with a larger θ. Thus the best we could conclude is that there are

n so that c(n) has at most d prime factors p with p ≥ w. It remains to

see what can be said for smaller prime factors. In exercise
S:SivApp
21.5.1.

Exer:thin2
4, with

a suitable set of weights and θ = 7
10 it can be shown that some of these n

have at most one prime factor p < w and so there are infinitely many n

such that n2+1 has at most three prime factors. This argument is readily

modified to deal with general irreducible quadratic polynomials. For

polynomials of higher degree, d > 2, the requirement that (
eq:wtheta
21.110) holds

becomes too demanding for the system of weights to give a concomitant

conclusion. We require more sophisticated weights and to this end we use

those introduced by
HR69
Richert (1969). These lead to an elegant conclusion.

T:dpol Theorem 21.19 Suppose that d ∈ N, d ≥ 2 and g ∈ Z[x] is irreducible
over Q and has positive leading coefficient. Let

Ng(X) = {m ≤ X : Ω
(
g(m)

)
≤ d+ 1 and

(
g(m), P (x1/4)

)
= 1}.

If for every prime p there exist integers m such that (g(m), p) = 1, then

Ng(X) ≫g
X

logX
.
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Let a(n) denote the number of m ≤ X such that g(m) = n, let r(m)

denote the number of solutions of g(x) ≡ 0 (mod m) and let ρ(m) =

r(m)/m. Then in the notation of §
S:RefSi
21.1 we have (

E:A(m)
21.3) and

|R(m)| ≤ r(m).

Thus we need to understand the behaviour of r(m), certainly when m

is squarefree. It is also useful to understand r(p2). A substantial part of

the input here is from algebraic number theory.

T:randrho Theorem 21.20 Suppose that g ∈ Z[x] is irreducible over Q and r is

as above.

(i) There is a positive constant cg such that whenever Y ≥ 2 we have∑
p≤Y

r(p) = li(Y ) +Og
(
Y exp(−cg

√
log Y

)
. (21.111) E:r(p)av

(ii) Suppose that p does not divide the discriminant Dg of g. Then for

every k we have

r(pk) ≤ d. (21.112) E:r(p^k)

(iii) Suppose that m is squarefree. Then

r(m) ≤ dω(m). (21.113) E:r(m)

Proof We begin by dismissing the second and third statements. The

function r is multiplicative and since the polynomial g is irreducible

it does not have a fixed prime divisor. Hence, by Lagrange’s theorem

r(p) ≤ d and (iii) follows. Moreover, when p ∤ Dg and there is an x such

that g(x) ≡ 0 (mod p) we have g′(x) ̸≡ 0 (mod p) so by Hensel’s lemma

x lifts to a unique solution modulo p2, and likewise modulo p3 and so

on. Thus (ii) holds.

To prove the first part we require a classical result on prime ideals.

L:DedKum Lemma 21.21 (Dedekind–Kummer) Let K be a number field of the

form K = Q(θ) with θ ∈ OK and suppose that f is the minimal polyno-

mial of θ over Z[x]. For any prime p not dividing [OK : Z[θ]] consider
the factorization in Fp[x]

h(x) = h1(x)
d1 · · ·hk(x)dk

where the hj(x) are monic irreducible polynomials and each dj ∈ N.
Then the ideal (p) factors into prime ideals pj

(p) = pd11 · · · pdkk
and N(pj) = pdeg hj , where N is the norm of K.
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This can be hard to pin down in standard expositions of algebraic

number theory, but see
JN99
Neukirch (1999), Chapter 1, Proposition 8.3 or

SL70
Lang (1970) Chapter 1, Proposition 25.

We note also that

d1 deg h1 + · · ·+ dk deg hk = d

and so k ≤ d.

Let ak be the leading coefficient of g and let h(x) = ak−1
k g(xa−1

k ).

Then h ∈ Z[x] is monic and irreducible over Q. Moreover when p ∤ ak
we have

r(p; g) = r(p;h).

Let θ be a root of h and let K = Q(θ). Since f is monic we have θ ∈ OK .

Hence by the lemma we have

N(pj) = pdeg hj

for each prime ideal pj factor of (p). Moreover r(p;h) is the number of hj
in the factorisation of h over Fp which are linear, i.e. deg hj = 1. Hence

r(p;h) =
∑
p|(p)

N(p)=p

1.

Therefore if we choose Y0 so that when p > Y0 we have p ∤ ak[OK : Z[θ]],
then ∑

Y0<p≤Y

r(p; g) =
∑

Y0<N(p)≤Y

1−
∑
p|(p)

Y0<N(p)=pr≤Y
2≤r≤d

1.

By our observations immediately after the lemma, the second sum on

the right is

≤
∑
pr≤Y
r≥2

d≪ Y 1/2.

The theorem then follows from the prime ideal theorem, Theorem 8.9.

Proof of Theorem
T:dpol
21.19 Let X be large and

z = X1/4, w = X1/v, v ∈ (1, 4), λ ∈
(1
2
,
log 3

log 4

)
. (21.114) E:Wparams

There is some flexibility in the choice of v and λ and determining what

values are possible is quite instructive. Whilst we leave the exact values
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of v and λ open at the moment we will ultimately choose v close to 1

and then any λ satisfying the above will work. If we wish to maximise

the lower bound in our theorem then we should take λ close to 1/2.

With a(n) as defined immediately after Theorem
T:dpol
21.19 we let

W (X; g) =
∑∗

(n,P (z))=1

a(n)

(
1−

∑
z≤p<w
p|n

λ log(w/p)

logw

)
(21.115) E:WXg

where
∑∗

indicates that we exclude n with a repeated prime factor p

in the range z ≤ p < w. Note that no n counted by W can have more

than 4d prime factors.

First we observe that the sum over n with the condition
∑∗

can be

replaced by the sum over n without this condition with an error

≪
∑
n

∑
z≤p<w
p2|n

a(n)d

=
∑

z≤p<w

∑
m≤X

g(m)≡0 (mod p2)

d

≪
∑

z≤p≤
√
X

Xr(p2)

p2
d+

∑
√
X<p<w

r(p2)d.

Since p ≥ z > Dg, by Theorem
T:randrho
21.20 (ii) the above is

≪ d2Xz−1 + d2w.

Hence

W (X; g) = S(A ,P, z)

−
∑

z≤p<w

λ log(w/p)

logw
S(Ap,P, z) +O

(
X(logX)−2

)
(21.116) E:Wmodif

where P is the set of all primes. Now we have

A(m) = Xρ(m) +R(m)

where

ρ(m) =
r(m)

m

and

|R(m)| ≤ r(m).
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Let

y =
X

(logX)d+3
= X

1
1+η ,

say, so that

0 < η ≪ log logX

logX
, (21.117) E:etabound

and assume that

v > 1 + η,

so that w < y.

By the third part of Theorem
T:randrho
21.20∑

m≤y

µ(m)2|R(m)| ≪ y
∏
p≤y

(
1 +

r(p)

p

)
≪ y(log y)d

and by the second and third parts∑
z≤p<w

∑
pm≤y

µ(m)2|R(pm)| ≪ y(log y)d+1.

Thus, by Theorem
T:consiv2
21.9,

S(A ,P, z) ≥ XV (z)f−

( log y
log z

)
+O

(
X(logX)−1−δ). (21.118) E:SpolLB

Here

V (z) =
∏
p<z

(
1− ρ(p)

)
(21.119) E:WVdef

and by (
E:r(p)av
21.111) and partial summation this satisfies

V (z) ≫}

1

logX
. (21.120) E:Vbound

Note that as g has no fixed prime divisor we have r(p) < p. Similarly by

Theorem
T:consiv2
21.9∑

z≤p<w

λ log(w/p)

logw
S(Ap,P, z) ≤

XV (z)
∑

z≤p<w

ρ(p)λ log(w/p)

logw
f+

( log(y/p)
log z

)
+O

(
X(logX)−1−δ).
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By (
E:r(p)av
21.111), the properties of f+ given in §

S:linsiv
21.3 and by partial summa-

tion we have∑
z≤p<w

r(p)λ log(w/p)

p logw
f+

( log(y/p)
log z

)
=

∫ w

z

λ log(w/t)

t(log t) logw
f+

( log(y/t)
log z

)
dt+O

(
(logX)−2

)
.

By the change of variable t = X1/α we have∫ w

z

λ log(w/t)

t(log t) logw
f+

( log(y/t)
log z

)
dt

=

∫ 4

v

λ(α− v)

α2
f+

( 4

1 + η
− 4

α

)
dα.

For α ∈ [v, 4] we have

0 <
4

1 + η
− 4

α
≤ 4

1 + η
− 1 < 3.

Hence, by (
E:1f+1f
21.64),∫ 4

v

λ(α− v)

α2
f+

( 4

1 + η
− 4

α

)
dα =

2eC0λ

4

∫ 4

v

(α− v)(1 + η)

α(α− 1− η)
dα.

The integrand here is

v

α
− v − 1− η

α− 1− η

so the integral is

v log
4

v
− (v − 1− η) log

3− η

v − 1− η
.

Now we advert to (
E:SpolLB
21.118). We have

log y

log z
=

4

1 + η
.

Hence, by (
E:1f-2f
21.66)

f−

( log y
log z

)
= 2eC0(1 + η)

log 3−η
1+η

4
.

Thus, by (
E:Wmodif
21.116), (

E:SpolLB
21.118) and (

E:etabound
21.117) we have established that

W (X; g) ≥ eC0

2
XV (z)Ξ +O

(
X(logX)−1−δ)



21.6 Almost primes in polynomial sequnces 317

where

Ξ = log 3− λ
(
v log

4

v
− (v − 1− η) log

3− η

v − 1− η

)
.

We can choose v so that v − 1− η is as small as we please, so the term

(v − 1− η) log
3− η

v − 1− η

can be made as small as we please, and then, by (
E:etabound
21.117), v will also be

close to 1. Thus we can make Ξ close to

log 3− λ log 4,

which this will be positive as long as we choose the constant λ to satisfy

λ <
log 3

log 4
= 0.7924 · · · .

We now examine W from a different direction. Consider an n counted

by (
E:WXg
21.115) for which the term

b(n) = 1−
∑

z≤p<w
p|n

λ log(w/p)

logw

is nonnegative. Let p1, · · · , pj be the primes counted in this sum and let

k be the number of prime factors q of n with q ≥ w. Then the expression

above is

1− λj + λ
log(p1 · · · pj)

logw
≥ 0.

We also have

p1 · · · pj ≤ nw−k ≤ CXdw−k

for some constant C ≥ 2. Hence

1− λj + λ
log(CXdw−k)

logw
,

so that

Ω(n) = j + k ≤ 1

λ
+ vd+

v logC

logX

By (
E:Wparams
21.114) we have

log 4

log 3
< λ−1 < 2.
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Since X is large the last term is negligible, and as v can be taken arbit-

rarily close to 1 it follows that given any ε > 0 we have

Ω(n) <
1

λ
+ d+ ε < d+ 2.

Thus

Ω(n) ≤ d+ 1,

and so, as b(n) ≤ 1,∑∗

(n,P (z))=1
Ω(n)≤d+1

a(n) ≥
∑∗

(n,P (z))=1
b(n)≥0

a(n)b(n) =W (X; g) ≫ XV (z) ≫ X

logX

as required.

21.7 Notes
S:SII Notes

Section 21.1 For background on the exercises
X:RefSi
21.1.1–3 see the notes to

Chapter
C:PrimesAP3
20, and for later work see Chapter

C:Twenty2
22.

Section 21.2 The argument of §
S:consiv
21.2.1 is readily extended to all dimen-

sions κ. There are considerable complications of detail, although no new

ideas of principle are required. In some cases the analogues of ϕ± are

most conveniently represented by a contour integral. For the full details

see the standard work on the subject,
FI10
Friedlander & Iwaniec (2010). It is

not clear that questions requiring dimension κ > 1 are not better served

by other methods. For example the core method applied in Chapter 22

uses a form of the Selberg idea.

Section 21.3 For the best bound for G(p) in §
S:linsiv
21.3, Exercise 2, and

some history, see
VS92
Shoup (1992).

Section 21.4. Exercise 1. It seems quite possible that this is the ex-

tremal example for sieves of arbitrary dimension κ ∈ N. This observation
does not seem to be in the extant literature. However it may not be ex-

tremal for sieves which are not products of sieves of lower dimension.

Section 21.5. The account of Chen’s theorem, Theorem
T:ChenpP2
21.15 is based

on
PR74
Ross (1974). The weights are essentially those of

PK41,PK54
Kuhn (1941, 1954).

CH57s
Hooley (1957) established Theorem

T:HooLin
21.16 by assuming the Riemann

Hypothesis for Dirichlet L-functions formed from Dirichlet characters.

This requirement was removed by
YL63
Linnik (1963) using his dispersion

method. Then it was observed by
EH66x
Elliott & Halberstam (1966) that this

can be simplified by using the Bombieri–Vinogradov theorem, Theorem
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T:Bom-Vin
20.2. See also Theorem 5 of

CH76a
Hooley (1976). Hooley’s use of the asymp-

totic sieve has never been superseded and is combinatorially quite in-

tense, which in the interests of digestibility we have expanded somewhat.

Hooley’s paper was also the first appearance of a ∆ function, which is

now usually written in the form

∆(n) = max
u

card{m|n : u < m ≤ eu}. (21.121) E:CHfcn

It appears in this modern form in
PE74
Erdős (1974), and then in

CH79
Hooley

(1979), about 20 years after Hooley’s work described here, and was de-

veloped then either for its own interest or by Hooley for applications

in additive number theory. See also
RV86a
Vaughan (1986a),

RV86b
Vaughan (1986b).

This lead to a substantial body of work, for which see
HT08
Hall & Tenenbaum

(2008), and is still of ongoing interest. See the Wikipedia article on the

Hooley Delta function.

Concerning Exercise 21.5.1.2, for some history of questions related to

the equation d(n) = d(n+ 1) see
EPS87
Erdős, Pomerance & Sárközy (1987).

Section 21.6. The first part of Theorem
T:randrho
21.20 in many expositions of

sieves is rather airily said to follow from the prime ideal theorem, The-

orem 8.9. However as we show here, there is more to it than that. Some

details were given by
PE52
Erdős (1952). For other sources and background

to Lemma
L:DedKum
21.21 see

https://encyclopediaofmath.org/wiki/Kummer_theorem or

https://en.wikipedia.org/wiki/Dedekind-Kummer_theorem or

https://kconrad.math.uconn.edu/blurbs/gradnumthy/dedekindf.

pdf

Weights improving on Kuhn’s were first introduced by
AO64
Ankeny & On-

ishi (1964) and developed further by
HR69
Richert (1969) (see also

AB67
Buchstab

(1967),
HR74
Halberstam & Richert (1974) and

GG01
Greaves (2001)).

In the special case n2 + 1
HI78a
Iwaniec (1978a) has pushed things further

and shown that there are infinitely many n such that this polynomial

has at most two prime factors. This depends significantly on a deeper

analysis of the error term (
E:Rpm
21.15) leading to an expression as a bilinear

form where ideas can be employed similar to those in Chapter
C:SumsPrimes
17.

We have only touched the surface of possible applications of sieves,

even the linear sieve and applications to almost primes. There is a long

and complicated history of such results going back to the 1920s. Let Pr
denote a number having at most r prime factors. Then it can be shown

that for each large x there are yr(x) so that the interval (x − yr(x), x]

contains a Pr. In the case r = 2 the current best result is due to
JW10
Wu

https://encyclopediaofmath.org/wiki/Kummer_theorem
https://en.wikipedia.org/wiki/Dedekind-Kummer_theorem
https://kconrad.math.uconn.edu/blurbs/gradnumthy/dedekindf.pdf
https://kconrad.math.uconn.edu/blurbs/gradnumthy/dedekindf.pdf
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(2010) where it is shown that

y2(x) =
101

232

is possible. A variant of this is to establish such a result just for almost all

x. Thus in
KM22
Matomäki (2022) it is shown that there exists a constant c > 0

such that the following holds. Suppose that x ≥ 2 and 2 ≤ h ≤ X1/100.

Then ∑
x−h log x<n≤x
(n,P (X1/8))=1

Ω(n)≤2

1 ≥ ch

for all x ∈ (X/2, X] apart from an exceptional set of s of measure ≪
X/h.

Another class of questions which has been studied is, given k ∈ N and

l ∈ Z with (l, k) = 1 to find exponents er such that there are Pr ≡ l

(mod k) with Pr ≤ ker . Thus in
CLZ23
Cai, Li & Zhang (2023) it is shown that

e2 = 1.8345 is possible, improving on
HI82
Iwaniec (1982) who had e2 = 1.845.
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22

Bounded Gaps Between Primes

C:PISI2C:Twenty2

22.1 The GPY sieve
S:GPY

An important rôle is played in the most recent developments on gaps

between primes by suitable sets of prime k-tuples. Thus before proceed-

ing with this chapter the reader would be well advised to review the

contents of Section
S:tuples
18.5. The principal idea is to use artifacts from sieve

theory, especially the Selberg sieve, not directly in the form of a sieve

but as a means to increase the likelihood that certainly constellations of

k-tuples have relatively few prime factors.

As a preliminary observation consider the starting point for the Sel-

berg upper bound sieve (see Section 3.2 or Theorem
T:Selberg
21.1) in the form∑

a∈A

(∑
q≤R
q|a

λ(q)
)2

and from the argument above Theorem
T:Selberg
21.1 that one is planning to

minimise this under the assumptions that λ(1) = 1 and that

A(d) =
∑
a∈A
d|a

1

can be approximated by an expression of the form

Xρ(d)

where X is a good approximation to A(1) and ρ is multiplicative. The

minimising choice of λ(q) is given by

λ(q) = µ(q)
S(R, q)

S(R, 1)

∏
p|q

(
1

1− ρ(p)

)

323
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where

S(R, q) =
∑
r≤R/q
(r,q)=1

µ(q)2
∏
p|q

ρ(p)

1− ρ(p)
.

Typically we apply this when the sieve is of dimension k, i.e. when∑
p≤y

ρ(p)
log p

p
= k log y +O(1).

Under this kind of condition one might expect that

S(R, q) ∼ C(logR/q)k
∏
p|q

(
1− ρ(p)

)
,

and so λ(q) could be replaced by

λ(q) = µ(q)
logk(R/q)

logk R
= µ(q)

(
1− log q

logR

)k
.

Indeed this is correct, and whilst we encounter some loss in precision in

the final conclusion, there is one significant advantage, namely that this

choice of λ(q) can be applied quite effectively to any sieving question

where the dimension is k.

Let 1P denote the characteristic function of the set of primes P. Then

our basic idea is to construct an expression of the form

∑
N≤n≤2N

( k∑
j=1

1P(n+ hj)− ϱ

)( ∑
q≤R

q|Z(n;h)

λ(q)
)2

(22.1) E:GPYsieve1

where Z =
∏k
i=1(n+hi). Since our object is to construct a large number

of primes in a short interval, the k-tuples h that we consider will always

be admissible in the sense defined in §
S:tuples
18.5. A wrinkle introduced by

GPY06
Goldston, Pintz, & Yıldırım (2006) is to use a more general λ(q) of the

form

λ(q) = µ(q)f
( log q

logR

)
where f is at our disposal. If one can show that the expression in (

E:GPYsieve1
22.1) is

positive, then it follows that there are n such that the number of primes

amongst the n + hj is at least ⌊ϱ⌋ + 1. Such a sieve application is now

known as the GPY sieve.

Following
JM15
Maynard (2015) we will use a more sophisticated version of

this. Let n+h denote the k-tuple (n+ h1, . . . , n+ hk) and let d denote



22.1 The GPY sieve 325

the k-tuple (d1, . . . , dk). We generally use the notation z to denote the

k-tuple (z1, . . . , zk). Moreover, given two k-tuples d and r of integers,

we define d|r to mean that dj |rj for all j. We also let [d, e] denote the k-

tuple (lcm[d1, e1], · · · , lcm[dk, ek]). Finally, whenever we name a k-tuple,

say a = (a1, a2, . . . , ak), we are implicitly setting a = a1a2 · · · ak.
First of all we perform some initial sieving for small primes so as to

simplify some later expressions. A simple way to do this is to restrict

our attention to a given residue class a modulo q where

q =
∏
p≤Q

p, Q = log log logN (22.2) E:Defq,Q

and N is a large integer parameter. Since the k-tuple h is admissible,

there exist residue classes a (mod q) for which (a + hj , q) = 1 for 1 ≤
j ≤ k. If we restrict n to the arithmetic progression n ≡ a (mod q), and

look for primes among the k-tuples n + h, then the heuristic approach

we used in §
S:tuples
18.5 would predict that the frequency of k-tuples of primes

encountered would be governed by the singular series

S(h) =
∏
p>Q

(
1− k

p

)(
1− 1

p

)k
∼ 1

for large N .

Now we consider∑
N<n≤2N

n≡a (mod q)

( k∑
j=1

1P(n+ hj)− ϱ

)( ∑
d≤R

d|n+h
(d,q)=1

λ(d)

)2
. (22.3) E:GPYSieve

In the first instance we ought to consider

λ(d) = µ(d)g(d)

for some suitable g. However we shall be carrying out diagonalisation of

quadratic forms in the λ and this leads to a natural representation of

the λ(d), when d is squarefree with (d, q) = 1, in the form

λ(d) = µ(d)d
∑
r

d|r
(r,q)=1

µ(r)2

φ(r)
f
( log r1
logR

, . . . ,
log rk
logR

)
. (22.4) E:Deflambda(d)

We further suppose that

suppf = R = {x ∈ [0, 1]k : x1 + · · ·+ xk ≤ 1}. (22.5) E:Defsuppf

There are two major tasks to be undertaken. The first is to obtain a
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good approximation to (
E:GPYSieve
22.3) with (

E:Deflambda(d)
22.4) for a wide class F of f . In

practice this means good approximations S∗(f) and T ∗(f) to S(f) and

T (f) where

S(f) =

k∑
j=1

Sj(f)

with

Sj(f) = Sj =
∑

N<n≤2N
n≡a (mod q)

1P(n+ hj)
( ∑

d≤R
d|n+h
(d,q)=1

λ(d)
)2
, (22.6) E:DefS_j(f)

T (f) = T =
∑

N≤n≤2N
n≡a (mod q)

( ∑
d≤R

d|n+h
(d,q)=1

λ(d)
)2
. (22.7) E:DefT(f)

The second is then to maximise the ratio

S∗(f)

T ∗(f)

over the class F . The optimal solution to this latter task is not known,

although the former can be carried out for a very wide class, for example

for f for which the partial derivatives are continuous on R, and even this

requirement can be relaxed somewhat.

Since we have to deal with T (f) as well as the Sj(f), we are pretty

much forced to choose λ(d) corresponding to a k-dimensional sieve, al-

though in Sj(f) since one of the variables is prescribed to be prime we

would only need a k−1-dimensional sieve. On the other hand the norm-

alisation we choose means that the logarithmic powers are essentially the

same, and since the prime factors p of the d satisfy p > Q = log log logN ,

any factors such as ∏
p|d

pk − kpk−1

(p− 1)k

will be close to 1, at least on average and so will not differ in any im-

portant way from the k − 1 version.

A major input into the approximation for Sj(f) will be the Bombieri–

Vinogradov theorem (Corollary
Co:Bom-VinVar1
20.3) or a variant thereof. We define the

level θ of distribution for the prime numbers to be the assumption that
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for every sufficiently small positive δ and every A > 0 we have∑
r≤xθ−δ

max
(a,r)=1

sup
y≤x

∣∣∣π(y; r, a)− li(y)

φ(r)

∣∣∣≪δ,A x(log x)
−A.

The Bombieri–Vinogradov theorem asserts that θ = 1
2 is permissible.

However it is useful to be able to see at once the consequence of the

Elliott–Halberstam conjecture(θ = 1) or some intermediate improve-

ment in the Bombieri–Vinogradov theorem.

Let Rj denote the set of (k − 1)-tuples (t1, . . . .tj−1, tj+1, . . . , tk) with

t ∈ R for some tj . We define F to be the class of functions f , not identic-

ally 0, defined on R such that for each j, if t∗ = (t1, . . . , tj−1, tj+1, . . . , tk)

with ti ≥ 0 and t1 + · · · + tj−1 + tj+1 + · · · + tk ≤ 1, then the function

f∗j (tj) = f(t) is absolutely continuous on [0, 1− t1 − · · · − tj−1 − tj+1 −
· · ·−tk]. Given an f ∈ F it is useful first to extend its definition to [0, 1]k

by taking it to be 0 outside R and then to presume that

F (f) = sup
t∈R

|f(t)|+
k∑
j=1

sup
t∗∈Rj

∫ 1

0

∣∣∣ ∂f
∂tj

(t)
∣∣∣ dtj . (22.8) E:fnorm

is bounded.

T:Maynard1 Theorem 22.1 (Maynard) Let k ≥ 2. Suppose that the primes have

level of distribution θ where 0 < θ ≤ 1, let δ be a sufficiently small

positive number and let N be a large positive integer. Put R = N
θ
2−δ,

define Q and q as in (
E:Defq,Q
22.2) and f and R as in (

E:Defsuppf
22.5), and assume f ∈ F.

Let h be an admissible set and choose a modulo q so that (a+hj , q) = 1

for each j. Let

Ij =

∫
[0,1]k−1

(∫ 1

0

f(t)dtj

)2
dt1 · · · dtj−1dtj+1 · · · dtk,

J =

∫
[0,1]k

f(t)2d t,

and let S(f) and T (f) be as in (
E:DefS_j(f)
22.6) and (

E:DefT(f)
22.7). Then as N → ∞,

S(f) =
(1 + o(1))φ(q)kN(logR)k+1

qk+1 logN

k∑
j=1

Ij

and

T (f) =
(1 + o(1))φ(q)kN(logR)k

qk+1
J .
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In particular,

S(f)

T (f)
=
(
1 + o(1)

)(θ
2
− δ
)∑k

j=1 Ij

J
.

S:GPY

22.1.1 Exercises

1.
SG78
Graham (1978) (see also

BV68
Barban & Vehov (1968) and

YM74
Motohashi

(1974)). Let P be the set of all primes, let X ≥ 2 and let A = {n :

Y < n ≤ Y +X}. Further suppose that z ≥ 2,

P (z) =
∏
p∈P
p≤z

p,

and

λ(k) =

{
µ(k) log(z/k)log z (k ≤ z),

0 (k > z).

(a) Prove that |λ(k)| ≤ 1 for every k ≥ 1, and that∑
k≤z

|λ(k)| ≪ z

log z
.

(b) Prove that, in the notation of Chapter
C:SII
21,

S(A ,P, z) ≤ X
∑
k,l

λ(k)λ(l)

[k, l]
+O

(
z2

(log z)2

)
.

(c) Prove that if Q ≥ 1 and A > 0, then∑
n≤Q

(n,r)=1

µ(n)

n
log

Q

n
=

r

φ(r)
+O

(
σ−1/2(r)(log 2Q)−A

)
.

(d) Prove that

(log z)2
∑
k,l

λ(k)λ(l)

[k, l]
=
∑
r≤z

µ(r)2

φ(r)
+O(1).

(e) Prove that

S(A ,P, x) ≤ X

log z
+O

(X + z2

(log z)2

)
.
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(f) Let P (z) =
∏
p≤z p. Conclude, in the notation of Section 3.1, that

S
(
X,Y, P (z)

)
≤ 2X

logX

(
1 +O

( 1

logX

))
,

and that

π(X + Y )− π(Y ) ≤ 2X

logX
+O

( X

(logX)2

)
.

Compare with this with Theorem 3.3 and Corollary 3.4. Thus,

although the λ used here are not exactly optimal for the method,

they yield the same estimates.

2. Let P be the set of all odd primes, let x ≥ 2, A = {p− 2 : p ≤ x} and

X = li(x). Further suppose that

3 ≤ z ≤ x1/4(log x)−B

for a suitable positive constant B and P (z) and λ are as in the pre-

ceding Exercise. (Note that 2 is now omitted from P).

(a) Prove that, in the notation of Chapter
C:SII
21,

S(A ,P, z) ≤ X
∑
k,l

λ(k)λ(l)

φ([k, l])
+O

(
X(logX)−2

)
.

(b) Prove that if Q ≥ 1, r|P (z) and A > 0, then∑
n≤Q

(n,2r)=1

µ(n)

φ(n)
log

Q

n
= c

∏
p|r
p>2

p− 1

p− 2
+O

(
σ−1/2(r)(log 2Q)−A

)
where

c = 2
∏
p>2

(p(p− 2)

(p− 1)2

)
is the twin prime constant

(c) Prove that

(log z)2
∑
k,l

λ(k)λ(l)

φ([k, l])
= c2

∑
r≤z
2∤r

µ(r)2

φ2(r)
+O(1)

where

φ2(n) =
∑
m|n

µ(m)φ(n/m)
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and so, for squarefree r,

φ2(r) = r
∏
p|r

(1− 2/p).

(d) Prove that ∑
r≤z
2∤r

µ(r)2

φ2(r)
=

log z

c
+O(1)

(e) Prove that

S(A ,P, x) ≤ 4cx

(log x)2
+O

(x(log log x)
(log x)2

)
.

(f) Conclude that the number N2(x) of primes p ≤ x such that p− 2

is prime satisfies

N2(x) ≤
4cx

(log x)2
+O

(x(log log x)
(log x)3

)
.

Compare with Exercise
S:RefSi
21.1.1.2. Again, these λ work quite nicely

for another sieving problem of dimension 1.

22.2 The Proof of Maynard’s Theorem
S:MaynardThm

The proof of Theorem
T:Maynard1
22.1 is divided into several stages. Fortunately

the treatments of S(f) and T (f) are similar. Initially we do not assume

(
E:Deflambda(d)
22.4) but suppose only that the λ(d) are general real valued functions

with support satisfying d1 · · · dk = d ≤ R, (d, q) = 1 where q satisfies

(
E:Defq,Q
22.2), and d squarefree. Thus it can be supposed that (di, dj) = 1 when

i ̸= j. We begin with the normal diagonalisation process. To this end it

is useful to define the multiplicative function φ2(n) by

φ2(n) =
∑
m|n

µ(m)φ(n/m),

so that

φ(n) =
∑
m|n

φ2(m)

and in particular φ2(p) = p − 2 and φ2(p
t) = (p − 1)2pt−2 when t ≥ 2.

When φ2(n) appears below, n will be odd and squarefree.
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L:kappa Lemma 22.2 For j = 1, . . . , k let

κj(r) = µ(r)φ2(r)
∑j

d
r|d

λ(d)

φ(d)

where
∑j

indicates that the summation variable is a k-tuple, say d,

which is restricted by dj = 1, and let

κ(r) = µ(r)φ(r)
∑
d
r|d

λ(d)

d
.

Then

λ(d) = µ(d)φ(d)
∑j

r
d|r

κj(r)

φ2(r)
(22.9) E:lambda(d)Formula1

and

λ(d) = µ(d)d
∑
r

d|r

κ(r)

φ(r)
. (22.10) E:lambda(d)Formula2

Proof This is Möbius inversion. Consider∑j

r
d|r

κj(r)

φ2(r)
.

On substituting the definition of κj this becomes∑j

r
d|r

µ(r)
∑j

s
r|s

λ(s)

φ(s)
=
∑j

s

λ(s)

φ(s)

∑
r

d|r|s

µ(r) .

The innermost sum is a sum over r1, . . . , rj−1, rj+1, . . . , rk with di|ri|si,
and the general term is µ(r) = µ(r1) · · ·µ(rj−1)µ(rj+1) · · ·µ(rk). Thus
the sum over ri is µ(di)

∑
ti|si/di) µ(ti) = 0 unless si = di in which case

it is µ(di). Thus dj = 1 and∑j

r
d|r

κj(r)

φ2(r)
= µ(d)

λ(d)

φ(d)
,

which is equivalent to (
E:lambda(d)Formula1
22.9).

The inversion formula (
E:lambda(d)Formula2
22.10) follows in the same way.
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At this point we observe that if (
E:Deflambda(d)
22.4) were to hold, then it follows in

the same way that

κ(r) = f

(
log r1
logR

, . . . ,
log rk
logR

)
(22.11) E:kappa(r)Form

and then any bound for f predicated on (
E:fnorm
22.8) with f ∈ F will hold for

κ also.

L:Selberg Lemma 22.3 Let

Kj = max
r

|κj(r)|, K = max
r

|κ(r)| .

Then for any fixed A > 0,

Sj =
N

φ(q) logN

∑j

r

κj(r)
2

φ2(r)
+O

(K2
jφ(q)

k−2N(logR)k−2

qk−1Q

)
and

T =
N

q

∑
r

κ(r)2

φ(r)
+O

(K2N(logR)k

qQ

)
.

Proof We set the pattern with Sj . Not only do we need to substitute

κj for λ in the main term but we need suitable bounds for the λ(d) in

any error terms which arise. Moreover, we need to do so in terms of κ

and κj rather than λ.

We square out and invert the order of summation. Thus

Sj =
∑
d,e

dj=ej=1

λ(d)λ(e)
∑

N<n≤2N
[d,e]|n+h
n≡a mod q

1P(n+ hj) .

We recall that for λ(d) ̸= 0 we have d squarefree and (d, q) = 1. Therefore

(du, dv) = 1 when u ̸= v. Likewise for e. Also if p|n+hu and p|n+hv, then
p|hv − hu and this is impossible since p > log log logN > max |hv − hu|.
Thus, when u ̸= v, ([du, eu], [dv, ev]) = 1, whence (du, ev) = 1. Since

dj = ej = 1 we have [dj , ej ] = 1. Hence in the inner sum we are left

with the system of congruences n ≡ −hi (mod [di, ei]) i ̸= j and n ≡ a

(mod q). Then the innermost sum can be rewritten as∑
N+hj<p≤2N+hj

p≡hj−hi mod [di,ei] (i ̸=j)
p≡a+hj mod q

1 ..
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By construction (a+ hj , q) = 1 and (hj − hi, de) = 1 when i ̸= j. Let

m = q

k∏
i=1

[di, ei], (22.12) E:defm

X =

∫ 2N+hj

N+hj

dt

log t
,

and

E =
∑⋆

d,e

|λ(d)λ(e)| max
(b,m)=1

sup
x≤2N+H

∣∣∣∣π(x;m, b)− li(x)

φ(m)

∣∣∣∣
where

∑∗
indicates the restrictions dj = ej = 1 and (du, ev) = 1 when

u ̸= v, and H = maxj hj . Then

Sj = X
∑∗

d,e

λ(d)λ(e)

φ(m)
+O(E) .

By (
E:lambda(d)Formula1
22.9), on taking the maximum over d with dj = 1 we have

max
d,dj=1

|λ(d)| ≤ max
d,dj=1

φ(d)
∑⋆

r
d|r

(d,q)=1

Kjµ(r)
2

φ2(r)
= Kj max

d

φ(d)

φ2(d)

∑⋆

s
(s,dq)=1

µ(s)2

φ2(s)
.

Thus

max
d,dj=1

|λ(d)| ≤ Kj max
d

φ(d)

φ2(d)

∏
Q<p≤R
p∤d

(
1 +

1

p− 2

)k−1

≪ Kj(logR)
k−1 .

A concomitant argument shows that

max
d

|λ(d)| ≪ K(logR)k. (22.13) E:max|lambd(d)|Est

Now consider the number of ways that the modulus m/q can arise in E.

By (
E:defm
22.12) this is squarefree and so a prime p dividing m/q can divide

exactly one of the [di, ei]. Since then i ̸= j, there are k − 1 choices of i

and for any one choice there are three possibilities, p|(di, ei); p|di and
p ∤ ei; p ∤ ei and p|ei. Thus there are at most

(
3(k−1)

)ω(m/q) ≤ (3k)ω(m)

possible d, e which give rise to m. Therefore

E ≪ K2
j (logR)

2k
∑

m≤qR2

µ(m)2(3k)ω(m) max
(b,m)=1

sup
x≤2N

∣∣∣∣π(x;m, b)− li(x)

φ(m)

∣∣∣∣ .
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Crudely we have∑
m≤qR2

µ(m)2(3k)2ω(m) max
(b,m)=1

sup
x≤2N

∣∣∣∣π(x;m, b)− li(x)

φ(m)

∣∣∣∣
≪

∑
m≤qR2

µ(m)2(3k)2ω(m)Nm−1 ≪ N(logN)(3k)
2

.

Thus, by Cauchy’s inequality and the form of the Bombieri–Vinogradov

Theorem for π(x;m, b) given by Corollary
Co:Bom-VinVar1
20.3, we have

E ≪ K2
jN(logN)−A.

It remains to deal with the main term for Sj and it is desirable to

rid ourselves of the condition that (du, ev) = 1 when u ̸= v. That this

is possible without undue effect on the main term is due to the prior

sieving resulting from the choice of the residue class a modulo q. Thus

any primes p which can potentially divide (du, ev) satisfy p > Q.

We have

1

φ([di, ei])
=
φ((di, ei))

φ(di)φ(ei)
, φ((di, ei)) =

∑
ni|di,ni|ei

φ2(ni),

and φ(m) = φ(q)
∏
i ̸=j φ([di, ei]). Hence

1

φ(m)
=

1

φ(q)φ(d)φ(e)

∑
n|d,n|e

φ2(n) .

We substitute this in the main term and invert the order of summation

to obtain
X

φ(q)

∑j

n

φ2(n)
∑⋆

d,e
n|d,n|e

λ(d)λ(e)

φ(d)φ(e)
.

We now take the first step in dealing with the condition (du, ev) = 1 for

u ̸= v. We replace it by ∑
suv|du,suv|ev

µ(suv) .

There are various observations we can make with regard to the suv. We

have nu|du. Thus (dv, nu) = 1. Hence (suv, nu) = 1. Likewise (suv, nv) =

1. Also, when w ̸= v, suw|ew and (ev, ew) = 1. Hence (suv, suw) = 1.

Likewise, (suv, swv) = 1 when w ̸= u, and so in summary

(suv, nu) = 1, (suv, nv) = 1, (suv, suw) = 1, (suv, swv) = 1. (22.14) E:gcdCond
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Thus∑j

n

φ2(n)
∑⋆

d,e
n|d,n|e

λ(d)λ(e)

φ(d)φ(e)

=
∑j

n

φ2(n)
∑†

suv
u̸=v

∏
u̸=v

µ(suv)

(∑j

d
n|d

suv|du

λ(d)

φ(d)

)(∑j

e
n|e
suv|ev

λ(e)

φ(e)

)

where
∑†

indicates that (
E:gcdCond
22.14) holds. We now substitute the κj , defined

in Lemma
L:kappa
22.2, for the λ. Thus the above becomes∑j

n

1

φ2(n)

∑†

suv
u̸=v

( ∏
u ̸=v

µ(suv)

φ2(suv)2

)
κj(a)κj(b)

where a = (a1, . . . , ak), b = (b1, . . . , bk) and

au = nu
∏
v

v ̸=u

suv, bv = nv
∏
u
u̸=v

suv .

In particular a = b = ns where s =
∏
u̸=v suv. Thus the main term is

X

φ(q)

∑j

n

1

φ2(n)

∑†

suv
u ̸=v

µ(s)

φ2(s)2
κj(a)κj(b) .

Since nj = 1 the terms with s > 1 contribute

≪
K2
jN

φ(q) logN

∑
n≤R

(n,q)=1

dk−1(n)µ(n)
2

φ2(n)

∑
s>1

(s,q)=1

dk(k−1)(s)µ(s)
2

φ2(s)2
.

The inner sum is

≪ −1 +
∏
p>Q

(
1 +

k(k − 1)

(p− 2)2

)
≪ 1

Q logQ
,

and the sum over n is

≪
∏

Q<p≤R

(1 + (k − 1)/(p− 2)) ≪ (φ(q)(logR)/q)k−1.

Thus the total contribution from the terms with s > 1 is

K2
jφ(q)

k−2N(logR)k−2

qk−1Q
.
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For the remaining terms we have a = b = n. Thus they give

X

φ(q)

∑j

n

κj(n)
2

φ2(n)
.

We recall that

X =

∫ 2N+hj

N+hj

dt

log t
=

N

logN
+O

(
N

(logN)2

)
.

Moreover

1

φ(q)

∑j

n

κj(n)
2

φ2(n)
≪

K2
j

φ(q)

∏
Q<p≤R

(
1 +

1

p− 2

)k−1

≪
K2
j (φ(q))

k−2(logR)k−1

qk−1
.

This completes the proof of the approximation for Sj .

The proof of the approximation for T is essentially the same, except

that we do not use Bombieri’s theorem and we do not have the restriction

that dj = 1 to contend with. Thus on the initial application of the

Chinese Remainder Theorem the main term is

N

m
,

and the error term is O(1). By (
E:max|lambd(d)|Est
22.13) we see that the total contribution

arising from this error is

≪ K2R2(logR)4k−2,

which is acceptable. Then just as the function φ now plays the rôle

that φ2 played earlier, so the κj is replaced by its understudy κ. Then

the process of replacing λ by κ is identical, as is the elimination of the

restriction (du, ev) = 1.

The functions κj and κ introduced in Lemma
L:kappa
22.2 are clearly related

to each other, as can be seen explicitly by (
E:lambda(d)Formula1
22.9) and (

E:lambda(d)Formula2
22.10). Thus

when we insert the (
E:lambda(d)Formula1
22.9) into the definition of κj and invert the order

of summation we obtain (when rj = 1)

κj(r) = µ(r)φ2(r)
∑
s
r|s

κ(s)

φ(s)

∑j

d
r|d|s

µ(d)d

φ(d)
.
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Write ei = di/ri and ti = si/ri. Then the inner sum is

µ(r)r

φ(r)

∑
e
e|t
ej=1

µ(e)e

φ(e)
=
µ(r)rµ(t/tj)

φ(r)φ(t/tj)
=
rµ(s/sj)

φ(s/sj)
.

On using the notation rt for (r1t1, . . . , rktk) we find that

κj(r) =
rφ2(r)

φ(r)2

∑
t

κ(rt)
µ(t)φ(tj)µ(tj)

φ(t)2
.

The terms with t > tj contribute

≪ K
∑
tj≤R

(tj ,q)=1

µ(tj)
2

φ(tj)

∑
n>1

(n,q)=1

(k − 1)ω(n)µ(n)2

φ(n)2
,

we have ∑
tj≤R

(tj ,q)=1

µ(tj)
2

φ(tj)
≪
( ∏
Q<p≤R

p

p− 1

)
≪ φ(q)

q
logR,

and (
− 1 +

∏
Q>p

(
1 +

k − 1

(p− 1)2

))
≪ Q−1.

Since also

rφ2(r)

φ(r)

2

= 1 +O(1/Q)

it follows that, when rj = 1,

κj(r) =
∑
tj

κ(r′)

φ(tj)
+O

(
Kφ(q) logR

qQ

)
(22.15) E:kappa_j(r)Est

where r′ = (r1, . . . , rj−1, tj , rj+1, . . . , rk).

Having come this far, we should take stock. The ultimate aim is to

maximise the ratio
k∑
j=1

∑j

r

κj(r)
2

φ2(r)∑
r

κ(r)2

φ(r)

.

We henceforward make the assumption that (
E:kappa(r)Form
22.11) holds with f ∈ F

which, by (
E:lambda(d)Formula2
22.10), gives (

E:Deflambda(d)
22.4).
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The final step of the proof of Theorem
T:Maynard1
22.1 is to obtain smooth approx-

imations to the main terms in Lemma
L:kappa
22.2. We have standard methods

of carrying this out when k = 1, i.e. r = r1. We adopt the simple expedi-

ent of establishing a suitable one–dimensional approximation and then

applying it k times.

Suppose that g : [0, 1] → R. Then we call g l–piecewise absolutely

continuous on [0, 1] when associated with g there is a partition a0 = 0 <

a1 < . . . < al = 1 of [0, 1] such that for 1 ≤ j ≤ l

1. g+(aj−1) = limx→aj−1+ g(x) and g−(aj) = limx→aj− g(x) both exist,

and

2. g is absolutely continuous on [aj−1, aj ] when we replace g(aj−1) and

g(aj) by g+(aj−1) and g−(aj) respectively.

We define G(l, G) to be the class of l–piecewise absolutely continuous

functions g on [0, 1] such that

sup
v∈[0,1]

|g(v)|+
∫ 1

0

|g′(v)|dv ≤ G .

We observe in passing that in practice it suffices for our application that

g′ is continuous except for at most one x in [0, 1] where g and g′ have

jump discontinuities.

L:multfn Lemma 22.4 Suppose that η : N → R is multiplicative with its support

on the squarefree numbers, that 0 ≤ η(p) ≤ 2, and that there is a constant

C such that whenever p > C we have∣∣∣η(p)− 1

p

∣∣∣ ≤ C

p2
.

Suppose also that g ∈ G(l, G) and m ∈ N. Then

∑
n≤x

(n,m)=1

η(n)g
( log n
log x

)

= S(m)

∫ 1

0

g(v) dv log x+O

(
lG
(
1 +

∑
p|m

log p

p

)∏
p|m

(
1 +

1

p

))
where

S(m) =
φ(m)

m

∏
p∤m

(
1 + η(p)

)(
1− 1

p

)
.
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We also have

S(m) ≪ φ(m)

m
.

In order to make a comparison with the main term, which is of size

≍ φ(m)

m
log x

∫ 1

0

g(v)dv,

it is useful to observe that the error term is

≪ G
φ(m)

m
(log log 3m)3.

Proof We begin with the case when g is identically 1. Also we may

suppose that η(p) = 0 when p|m. Let ρ be the multiplicative function

with ρ(p) = η(p)−1/p, ρ(p2) = −η(p)/p, ρ(pt) = 0 (t ≥ 3) and let ν = 0

or 1. Then ∑
u|n

ρ(n/u)

u
= η(n)

and∑
l≤y

(log 2l)ν |ρ(l)| ≪
∑

rst2≤y
r|m,(st,m)=1

(log 2rst)ν
µ(rst)2

rs2t2
Cω(s)

∑
u|t

Cω(u)

u

≪
(
1 +

∑
p|m

log p

p

)∏
p|m

(
1 +

1

p

)
.

Also ∑
x<l≤y

|ρ(l)| ≪ 1

log x

∑
l

(log l)|ρ(l)|.

Therefore∑
n≤x

η(n) =
∑
u,v
uv≤x

ρ(v)

u
=
∑
v≤x

ρ(v)
(
log

x

v
+O(1)

)

= S(m) log x+O

((
1 +

∑
p|m

log p

p

)∏
p|m

(
1 +

1

p

))
.

Now we apply this to general g ∈ G(l, G). Let

E(x) =
∑
n≤x

η(n)−S(m) log x
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and choose aj as provided by the definition of G(l, G). When xaj−1 <

n ≤ xaj we have

g
( log n
log x

)
= g−(aj)−

∫ aj

log n
log x

g′(v) dv

except possibly when n = xaj in which case the two sides differ by

≪ G. We multiply by η(n), sum over the n ∈ (xaj−1 , xaj ], interchange

the order of summation and integration and apply the formula for E to

obtain(
S(m)(log x)(aj − aj−1) + E(xaj )− E(xaj−1)

)
g−(aj)

−
∫ aj

aj−1

(
S(m)(log x)(v− aj−1) +E(xv)−E(xaj−1)

)
g′(v) dv+O(G) .

We integrate the main term by parts to obtain∫ aj

aj−1

S(m)(log x)g(v) dv

which on summing over j gives the desired main term. We insert the

bound for E given by the first part of the proof and sum over j. This

completes the proof of the lemma.

We are now in a position to complete the proof of Theorem
T:Maynard1
22.1. We

make the choice (
E:kappa(r)Form
22.11) for some f in F. To simplify some of the formulae

we then extend the definition of f to [0, 1]k by taking f to be 0 outside

R. Again we concentrate on Sj rather than T . We recall that κj(r) = 0

unless rj = 1, (r, q) = 1 and r is squarefree, in which case, by (
E:kappa_j(r)Est
22.15)

and (
E:kappa(r)Form
22.11), we have

κj(r) =∑
tj

µ(tj)
2

φ(tj)
f
( log r1
logR

, . . . ,
log rj−1

logR
,
log tj
logR

,
log rj+1

logR
, . . . ,

log rk
logR

)
+O

(Fφ(q) logR
qQ

)
where r′ = (r1, . . . , rj−1tj , rj+1, . . . , rk). Thus

Kj ≪ F
φ(q)

q
logR .

Moreover, by Lemma
L:multfn
22.4, with η(p) = 1/p and m = qr we have

κj(r) = (logR)
φ(qr)

qr
fj(r) +O

(
Fφ(q) logR

qQ

)
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where

fj(r) =

∫ 1

0

f
( log r1
logR

, . . . ,
log rj−1

logR
, uj ,

log rj+1

logR
, . . . ,

log rk
logR

)
duj .

This holds when rj = 1, (r, q) = 1 and r is squarefree, and otherwise

κj(r) = 0. Thus, by Lemma
L:Selberg
22.3,

Sj =
φ(q)N(logR)2

q2 logN

∑j

r
(r,q)=1

µ(r)2φ(r)2

φ2(r)r2
fj(r)

2 +O
(F 2φ(q)kN(logR)k

qk+1Q

)
.

The general arithmetical factor in the main term in the sum can be

rewritten as
k∏
i=1

µ(ri)
2φ(ri)

2

φ2(ri)r2i

provided that the sum over r is restricted to r with (ru, rv)=1 when

u ̸= v. However if (ru, rv) > 1, then there is a prime p > Q such that

p|ru and p|rv. Therefore when we remove the condition (ru, rv) = 1 the

total error in so doing is

≪ F 2φ(q)N(logR)2

q2 logN

∑
p>Q

φ(p)4

φ2(p)2p4

( ∑
n<R

(n,q)=1

µ(n)2φ(n)2

φ2(n)n2

)k−1

≪ F 2φ(q)kN(logR)k

qk+1Q
.

Thus the sum in the main term can be replaced by

∑j

r
(r,q)=1

fj(r)
2
k∏
i=1

µ(ri)
2φ(ri)

2

φ2(ri)r2i
.

Here we apply Lemma
L:multfn
22.4 to each variable ri in turn, i.e. k − 1 times,

with

η(p) =
(p− 1)2

(p− 2)p2
=

1

p
+

1

p2(p− 2)

and m = q. In each case we have

S(q) = 1 +O(1/Q).

Thus

Sj =
φ(q)kN(logR)k+1

qk+1 logN
Ij +O

(
F 2φ(q)kN(logR)k

qk+1Q

)
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where Ij is as in Theorem
T:Maynard1
22.1. This gives the first part of that theorem.

The second part follows in the same way.

S:MaynardThm

22.2.1 Exercises

1. Prove (
E:lambda(d)Formula2
22.10).

2. Prove (
E:max|lambd(d)|Est
22.13).

3. Prove the last part of Lemma 22.3.

22.3 Consequences of Maynard’s Theorem
S:MaynardCon

T:Maynard2 Theorem 22.5 (Maynard) Suppose that when k ≥ 2, we take f ∈ F

and then Ij = Ij(f) and J = J(f) are as in Theorem
T:Maynard1
22.1. Let

ς = sup
f∈F

∑k
j=1 Ij(f)

J(f)
.

Then for k sufficiently large,

ς > log k − log log k − 1 .

Cor:Zhang Corollary 22.6 (Zhang) There are bounded gaps in the sequence of

primes.

Cor:MaynardTao Corollary 22.7 (Maynard, Tao) For each m ∈ N we have

lim inf
n→∞

(pn+m − pn) ≪ m2e4m.

Cor:Maynard3 Corollary 22.8 (Maynard) Let m ∈ N and let G = {g1, . . . , gl} be

a set of l distinct nonnegative integers. Let M(m, l,G) be the number

of admissible m–tuples contained in G and let N(m, l,G) be the number

of admissible m-tuples h contained in G such that there are infinitely

many n for which each member of the m–tuple n+h is prime. Then for

l > l0(m)

lm ≥M(m, l,G) ≫m lm

and
N(m, l,G)

M(m, l,G)
≫m 1 .

de Polignac’s conjecture (1849) asserts that every even integer is the

difference of infinitely many pairs of primes. That the conjecture holds

for a positive proportion of all even integers follows on taking m =
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2 and gj = 2j − 2 in the previous corollary, for then the number of

solutions of gj2 − gj1 = 2d is at most l and so there must be ≫ l2/l = 1

different differences gj2 − gj1 arising from the admissible pairs counted

by N(2, l,G).

Cor:dePolignac Corollary 22.9 There is an infinite subset D of N with positive lower

asymptotic density such that for each d ∈ D there are infinitely many

pairs of primes p1, p2 such that p2 − p1 = d.

Proof of Theorem
T:Maynard2
22.5 We have to construct a suitable f . For simpli-

city of construction we will take f to be essentially a product of single

variable functions. That is, we separate the variables. In part this is mo-

tivated by putting most of the mass of f near the axes. This has the effect

of minimising the importance of the boundary condition t1+· · ·+tk ≤ 1.

It also means that f is symmetric, which one might suspect would be

true for an extremal f .

The function

ν : (1,∞] → R : ν(α) = α/ logα

has its minimum at α = e and is increasing for α > e. Thus for k ≥ 2

we have
k

log k
≥ e

and

x =
k/ log k

log(k/ log k)
(22.16) E:xklog

satisfies x ≥ e > 1. Hence we can define ξ to be the positive solution to

1 + ξx = eξ. (22.17) E:xix

Then

ν(eξ) > x = ν(k/ log k)

and so by monotonicity

log k − log log k < ξ.

Also for large k

ξ = log ξ + log x+ log(1 + 1/(xξ)) ∼ log ξ + log k − 2 log log k

and so

ξ < log k.
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Let g : [0,∞) → R be defined by

g(y) =

{
1

1+ξy 0 ≤ y ≤ x,

0 x < y.

We need to compute various integrals which we denote by α, β, γ, τ as

follows.

α =

∫ ∞

0

g(y) dy = 1, (22.18)

β =

∫ ∞

0

g(y)2 dy =
1

ξ
− 1

ξeξ
, (22.19) E:beta

γ =

∫ ∞

0

yg(y)2 dy =
1

ξ
− 1

ξ2
+

1

ξ2eξ
, (22.20)

τ =

∫ ∞

0

y2g(y)2 dy =
x

ξ2
− 2

ξ2
+

1

ξ3
− 1

ξ3eξ
. (22.21) E:tau

We now take

f(t) =

{∏k
i=1 g(kti) t ∈ R,

0 t /∈ R .

Since f is symmetric we have Ij(f) = Ik(f) for every j ≤ k. Thus

ς ≥ kIk(f)

J(f)
(22.22) E:rholow

and we now proceed to estimate Ik(f) and J(f). Since we are concerned

with only a lower bound for ρ, lower and upper bounds for Ik(f) and J

respectively will suffice. An upper bound for J(f) is easy. We have

J(f) ≤
∫
[0,∞)k

k∏
i=1

g(kti)
2 dt = k−kβk. (22.23) E:Jupp

Thus we can concentrate on Ik(f). Let S denote the set of (k−1)-tuples

(y1, . . . , yk−1) with yi ≥ 0 and y1 + · · ·+ yk−1 ≤ k − x. Then we have

kIk(f) = k

∫
Rk−1

( k−1∏
i=1

g(kti)
2

)(∫ 1−t1−···−tk−1

0

g(ktk) dtk

)2
dt1 · · · dtk−1

≥ k−kα2

∫
S

k−1∏
i=1

g(yi)
2 dy

and so

kIk(f) ≥ k−kα2βk−1 − E (22.24) E:Ilow
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where

E = k−kα2

∫
S∗

k−1∏
i=1

g(yi)
2 dy

and

S∗ = [0,∞)k−1 \ S.

Let

σ = γ/β =
1− ξ−1 + ξ−1e−ξ

1− e−ξ
= 1− 1

ξ
+

1

eξ − 1
. (22.25) E:gammabeta

The condition y ∈ S∗ is equivalent to y1 + · · · + yk−1 > k − x and this

in turn is equivalent to

y1 + · · ·+ yk−1

k − 1
− σ >

k − x− σ(k − 1)

k − 1
=

(1− σ)(k − 1)− x+ 1

k − 1
.

For k sufficiently large we have

(1− σ)(k − 1)− x+ 1 > 0

and

1− σ − x− 1

k − 1
= ξ−1 +O

(
ξ−2
)
,

so that

ζ =
(
1− σ − x− 1

k − 1

)−1

= ξ +O(1). (22.26) E:zeta

In particular if y ∈ S∗, then(y1 + · · ·+ yk−1

k − 1
− σ

)2
ζ2 ≥ 1

Hence

E ≤ k−kα2ζ2
∫
[0,∞)k−1

(y1 + · · ·+ yk−1

k − 1
− σ

)2 k−1∏
i=1

g(yi)
2 dy.

We now square out the expression(y1 + · · ·+ yk−1

k − 1
− σ

)2
=

1

(k − 1)2

k−1∑
i=1

y2i +
2

(k − 1)2

∑
1≤i<j≤k−1

yiyj −
2σ

k − 1

k−1∑
i=1

yi + σ2,
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and evaluate the various integrals with reference to the integrals evalu-

ated above. Thus

E ≤ k−kα2ζ2
( 1

k − 1
τβk−2 +

k − 2

k − 1
γ2βk−3 − 2σγβk−2 + σ2βk−1

)
.

By the definition of σ, (
E:gammabeta
22.25),

E ≤ k−kα2ζ2βk−3 τβ − γ2

k − 1
< k−kα2ζ2βk−2 τ

k − 1
.

Thus, by (
E:rholow
22.22). (

E:Jupp
22.23) and (

E:Ilow
22.24),

ς > β−1
(
1− ζ2τ

β(k − 1)

)
.

By (
E:xklog
22.16) and (

E:xix
22.17),

log k − log log k < ξ = log k − log log k +O(1),

by (
E:beta
22.19)

β−1 = ξ +O
(
ξk−1 log k

)
,

by (
E:zeta
22.26)

ζ2 = ξ2 +O(ξ),

by (
E:tau
22.21)

τ = xξ−2 +O
(
ξ−2
)
,

and we have

1

k − 1
=

1

k
+O

(
k−2

)
.

Thus

ζ2τ

β(k − 1)
=
(
ξ +O(1)

)
xk−1 =

ξ +O(1)

(log k) log(k/ log k)

=
1

log k
+O

( 1

(log k)2

)
.

Hence

ς > ξ

(
1+O

(
log k

k

))(
g1− 1

log k
+O

(
(log k)−2

))
> log k− log log k−1

(22.27) E:rhok

if k is sufficiently large.
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Proof of Corollary 22.6 By Theorem
T:admset
18.17, for every large k there exist

admissible k-tuples. Then by (
E:DefS_j(f)
22.6), (

E:DefT(f)
22.7) and Theorems

T:Maynard1
22.1,

T:Maynard2
22.5 we

have ∑
N≤n≤2N

( k∑
j=1

1P(n+ hj)− ϱ

)( ∑
q≤R

q|Z(n;h)

λ(q)

)2
> 0

where

ϱ =

(
θ

2
− δ

)
ς (22.28) E:rhosigma

and δ is arbitrarily small, θ is the level of distribution of the primes in

arithmetic progressions , and ς is as in Theorem
T:Maynard2
22.5. Since we know

that θ ≥ 1
2 , and ς is large for large k, it follows that for sufficiently large

k there are admissible k-tuples h for which there are arbitrarily large N

such that for some n with N ≤ n ≤ 2N the k-tuple n + h contains at

least two primes. This establishes the first corollary.

Proof of Corollary 22.7 Let C be a constant chosen so that for every

m ∈ N we have

Cme4m

4m+ logm+ logC
> e2+4m.

Hence for k ≥ max(3, Cme4m) we have

k

log k
≥ e2+4m

and so

log k − log log k − 1 > 4m+ 1 .

Thus if k is large enough, then(1
4
− 1

k

)
(log k − log log k − 1) > m .

Taking the level of distribution θ to be 1
2 and choosing δ = 1

k we see by

(
E:rhok
22.27) and (

E:rhosigma
22.28) that

ρ > m,

and so every admissible k-tuple h has the property that there are infin-

itely many n such that the k-tuple n+h contains at least m primes. By

Theorem
T:admset
18.17 there is a an admissible k-tuple of diameter ≪ k log k ≪

m2e4m.
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Proof of Corollary 22.8 Let k = ⌈max(3, Cme4m)⌉ with C suitably

large be as in the proof of Corollary
Cor:MaynardTao
22.7 and let h be an admissible

k-tuple. By considering all possible m-tuples h′ = (h′1, . . . , h
′
m) that are

subsets of h we see that at least one has the property that there are

infinitely many n such that n+h′1, . . . , n+h
′
m are simultaneously prime,

i.e. the prime m-tuple conjecture holds for this m-tuple.

Starting from G we construct a subset G′ by successively removing

elements from G. Given a prime p and a finite set L of integers we can

construct a subset as follows. Let L(p;h) = {n ∈ L : n ≡ h (mod p)}
and L(p;h) = cardL(p;h). Choose an h for which L(p;h) is minimal and

take L′ = L \ L(p;h). Then cardL′ ≥ (1 − 1/p)cardL. We apply this

operation successively to G for p ≤ k giving a subset G′ that satisfies

cardG′ ≥ cardG
∏
p≤k

(
1− 1

p

)
≫m l .

Thus on taking l to be sufficiently large we have s = cardG′ > k. Every

subset h of G′ of cardinality k is an admissible set since it omits a residue

class modulo p for every p ≤ k. There are
(
s
k

)
such h and, from above,

each one contains at least one m-tuple h′ for which the prime m-tuples

conjecture holds. Subsets b of G′ of cardinality k that contain h′ are

exactly those in which the k − m remaining elements of b are chosen

at random from the s − m remaining elements of G′. Thus there are

precisely
(
s−m
k−m

)
such b. Hence there are at least(

s

k

)
(
s−m

k −m

) =
(s−m+ 1) · · · (s− 1)s

(k −m+ 1) · · · (k − 1)k
≫m sm ≫m lm

admissible subsets of G of cardinality m that satisfy the prime m-tuple

conjecture. On the other hand there are
(
l
m

)
≤ lm subsets h of G of

cardinality m, and this completes the proof of Corollary
Cor:Maynard3
22.8.

S:MaynardCon

22.3.1 Exercises

1. Suppose that k ≥ 2. Let Rk ⊂ [0, 1]k be defined by Rk = {t : ti ≥
0, t1+· · ·+tk ≤ 1}, and letm ∈ N and f(t) = (1−t1−· · ·−tk)m. Given

(t1, . . . , tj−1, tj+1, . . . , tk) ∈ [0, 1]k−1 with t1+ · · ·+ tj−1+ tj+1+ · · ·+
tk ≤ 1 let Aj denote the interval [0, 1− t1−· · ·− tj−1− tj+1−· · ·− tk]
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(and take it to be the empty set otherwise) and define

Ij(f) =

∫ 1

0

· · ·
∫ 1

0

(∫
Aj

f(t) dtj

)2
dt1 . . . dtj−1dtj+1 . . . dtk

and

J(f) =

∫
Rk

f(t)2 dt .

(a) Prove that

k∑
j=1

Ij(f) =
k(2m+ 2)!

(2m+ 1 + k)!(m+ 1)2
.

(b) Prove that J(f) =
(2m)!

(2m+ k)!
.

(c) Prove that∑k
j=1 Ij(f)

J(f)
= 4
(
1− 1

2m+ 2

)(
1− 2m+ 1

2m+ 1 + k

)
.

(d) (Goldston, Pintz, Yıldırım) Prove that if the level θ of distribu-

tion of the primes satisfies θ > 1
2 , then there are infinitely many

bounded gaps in the sequence of primes.

Exer:22.3.1.2 2. Let Rk be as above. For t ∈ Rk let αk(t) = t1 + · · ·+ tk and βk(t) =

t21 + · · ·+ t2k.

(a) Suppose that a and aj are nonnegative integers. Prove, by induc-

tion on k or otherwise, that∫
Rk

(1− αk(t))
a

k∏
j=1

t
aj
j dt =

a!
∏k
j=1 aj !

(k + a+
∑k
j=1 aj)!

.

(b) Suppose that a and b are nonnegative integers. Prove that∫
Rk

(1− αk(t))
aβk(t)

b dt =
a!b!

(k + a+ 2b)!

∑
b

b1+···+bk=b

k∏
j=1

(2bj)!

bj !
.

(The multinomial theorem applied to βbk is useful here.)

3. (Maynard)Exer:22.3.1.3

(a) Let k = 5. In the notation of the preceding Exercise, when t ∈ R5,

let

f(t) = (1−α5(t))β5(t)+
7

10
(1−α5(t))

2+
1

14
β5(t)

2− 3

14
(1−α5(t)) .
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Prove that ∑5
j=1 Ij(f)

J(f)
=

1417255

708216
.

(b) Prove that if the level of distribution θ is 1, then

lim inf
n→∞

pn+1 − pn ≤ 12 .

22.4 Notes
S:NotesPISI2

Section
S:GPY
22.1. In the first couple of decades of the twenty first century

there have been a series of major advances. In a seminal paper
GPY09a
Goldston,

Pintz, & Yıldırım (2009) proved that

lim inf
n→∞

pn+1 − pn
log pn

= 0,

and
GPY10a
Goldston, Pintz, & Yıldırım (2010) showed that

pn+ − pn ≪ (log pn)
1/2(log log pn)

2 (22.29) E:GPY

for infinitely many n. They also showed that if the level of distribution

exceeds 1
2 , then there are infinitely many bounded gaps between primes.

Indeed, if the level of distribution can be taken to be 1 (as in Conjecture
Con:EHH
20.2), they were able to show that infinitely often pn+1 − pn ≤ 16. All

subsequent work is based on their method. There have been two sen-

sational developments.
YZ14a
Zhang (2014) proved a version of the Bombieri–

Vinogradov theorem in which the moduli of the arithmetic progressions

are restricted to being numbers with only relatively small prime factors

but, crucially, the level of distribution exceeds 1
2 by a small amount.

Then, although the moduli are restricted, nevertheless the modified

Bombieri–Vinogradov theorem contains enough information to enable

an adaptation of the Goldston, Pintz, Yıldırım machinery to work. Thus

Zhang showed that

lim inf
n→∞

pn+1 − pn ≤ 70,000,000 . (22.30) E:Zhang

Then
JM15
Maynard (2015), by returning to an earlier version of the GPY

method that predates their 2009 paper and which had been aborted as

unsuccessful, was able to adapt their method to establish that infinitely

many bounded gaps between the primes exist even if one only assumes
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a positive level of distribution for the primes. In particular, by using the

Bombieri–Vinogradov theorem Maynard showed that

lim inf
n→∞

pn+1 − pn ≤ 600 . (22.31) E:Maynard

These most recent methods involve quite heavy computations to obtain

the sharpest bounds. For example, in the notation of Exercise
S:MaynardCon
22.3.1.

Exer:22.3.1.2
2,

Maynard considers Theorem
T:Maynard1
22.1 with

f(t) =

d∑
i=1

ai(1− αk(t))
biβk(t)

ci

and finds that (c.f. Exercise
S:MaynardCon
22.3.1.

Exer:22.3.1.2
2)∑k

j=1 Ij(f)

J(f)
=
aTMa

aTNa

where the d×d positive definite matrices M, N depend on the exponents

bi, ci. He shows that this ratio is maximised when a is an eigenvector of

MN−1 corresponding to the largest eigenvalue. He then takes k = 105

and considers all choices of bi, ci with bi + 2ci ≤ 11, so that d = 42. It

transpires that the largest eigenvalue is

4.0020697 . . .

and so an appeal to Theorem
T:Maynard1
22.1 establishes that for any admissible

105-tuple h there are infinitely many n such that n+h contains at least

two primes. He then displays a known admissible 105–tuple of diameter

600 discovered by T. Engelsma to establish (
E:Maynard
22.31). Maynard also found

that if the level of distribution of primes is 1, then

lim inf
n→∞

pn+1 − pn ≤ 12, (22.32) E:EH

for which see Exercise
S:MaynardCon
22.3.1.

Exer:22.3.1.3
3.

The
Po14
Polymath (2014) project was led by Tao to combine all the meth-

ods, especially those of Maynard and Zhang, and this established un-

conditionally that

lim inf
n→∞

pn+1 − pn ≤ 246 . (22.33) E:Polymath

The methods described here are very flexible, and offer many poten-

tial applications. One is to a conjecture made by
LED04
Dickson (1904) which

that states that if the gi, hi are integers and
∏k
i=1(gin+hi) has no fixed

prime divisor, then there are infinitely many n such that the gin+hi are

simultaneously prime.
JP16
Pintz (2016) has investigated questions involving
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consecutive primes in arithmetic progressions. In yet another applica-

tion,
GGPY11
Goldston, Graham, Pintz, & Yıldırım (2011) have considered n for

which d(n) = d(n + 1), ω(n) = ω(n + 1) and Ω(n) = Ω(n + 1) simul-

taneously. There are also applications to cognate problems in algebraic

number fields.

In the opposite direction
JM16
Maynard (2016) has developed the GPY

sieve so as to show that there are exceptionally large gaps in the primes.

In Theorem 7.15 we established Rankin’s estimate

lim sup
n→∞

pn+1 − pn( (log pn)(log log pn)(log log log log pn)
(log log log pn)2

) ≥ c

for a suitable positive constant c, and in the Notes to §7.3 described the

state of play as of 2007. Maynard showed that c can be made arbitrarily

large, thereby winning the Erdős prize of $10,000 described in the Notes

loc. cit.. This was also established independently by a different method

by
FT16
Ford, Green, Konyagin, Tao (2016).

FT18
Ford, Green, Konyagin, Maynard,

Tao (2018) then showed that

lim sup
n→∞

pn+1 − pn( (log pn)(log log pn)(log log log log pn)
log log log pn

Big)

≥ c

for some positive constant c. In the spirit of Erdős, Tao has offered

$10,000 for a proof that this c may be taken arbitrarily large.
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Appendix E

Topics In Harmonic Analysis II

C:AppEHarmAnalII

E.1 Uniform approximation of continuous functions
S:UAprox

Let C(T) denote the set of continuous functions with period 1. Our

object in this section is to show that if f ∈ C(T) and ε > 0, then there

is a trigonometric polynomial T (x) such that |f(x) − T (x)| < ε for all

x. This is elegantly achieved by using the Cesàro partial sums of the

Fourier series of f , namely

σN (x) = σN (f, x) =

N∑
n=−N

(1− |n|/N)f̂(n)e(nx). (E.1) E:DefsigmaN

Here e(x) = e2πix = cos 2πx+ i sin 2πx is the complex exponential with

period 1, and the numbers f̂(n) are the Fourier coefficents of f , whiche(x)

are defined to be

f̂(n) =

∫ 1

0

f(x)e(−nx) dx

for integers n. The functions e(nx) form an orthonormal system, and

the integral above is an inner product where ∠f, g⟩ =
∫ 1

0
f(x)g(x) dx.

From the formula for the sum of a geometric progression we see that

N−1∑
n=0

e(nx) =
1− e(Nx)

1− e(x)
= e
(
(N − 1)x/2

)e(Nx/2)− e(−Nx/2)
e(x/2)− e(−x/2)

= e
(
(N − 1)x/2

) sinπNx
sinπx

.

Hence ∣∣∣N−1∑
n=0

e(nx)
∣∣∣2 =

( sinπNx
sinπx

)2
.

355
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On the other hand, the left hand side above is

=

N−1∑
m=0

N−1∑
n=0

e((m− n)x) =

N∑
n=−N

(N − |n|)e(nx).

We divide through by N and set

∆N (x) =

N∑
n=−N

(1− |n|/N)e(nx) =
1

N

( sinπNx
sinπx

)2
. (E.2) E:DefFK

This is the Fejér kernel. (‘Fejér’ is pronounced fay-air, because he was

Hungarian, not French.) We note that if f ∈ L1(T), then

∫ 1

0

f(u)∆N (x− u) du =
N∑

n=−N
(1− |n|/N)

∫ 1

0

f(u)e(n(x− u)) du

=

N∑
n=−N

(1− |n|/N)f̂(n)e(nx) = σN (x).

Since
∫ 1

0
∆N (x) dx = 1 and ∆N (x) ≥ 0 for all x, it follows that σN (x) is

a weighted average of the values of f . Also, max∆N (x) = ∆N (0) = N .

Let ∥x∥ = minn∈Z |x− n| be the distance from x to the nearest integer.

(This is the natural distance function, when working modulo 1.) As

| sinπx| ≥ 2∥x∥, it follows that

0 ≤ ∆N (x) ≤ min
(
N,

1

4N∥x∥2
)

(E.3) E:FKEst

It is useful to note that the pointwise estimate above implies that if

0 < δ ≤ 1/2, then

∫ 1−δ

δ

∆N (u) du = 2

∫ 1/2

δ

∆N (u) du <
1

2N

∫ 1/2

δ

1

u2
du

<
1

2N

∫ ∞

δ

1

u2
du =

1

2Nδ
. (E.4) E:DeltaNint

T:|f-T|approx Theorem E.1 If f is a continuous function with period 1 and σN (f, x)

is defined as above, then σN (f, x) → f(x) uniformly in x, as N → ∞.
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Proof We note that

f(x)− σN (x) =

∫ 1

0

∆N (x− u)
(
f(x)− f(u)

)
du

=

∫ 1

0

∆N (u)
(
f(x)− f(x− u)

)
du

=

∫ δ

−δ
+

∫ 1−δ

δ

= I1 + I2,

say. Hence by the triangle inequality, |f(x)−σN (x)| ≤ |I1|+ |I2|. Since f
is continuous, it follows by compactness that f is uniformly continuous,

which is to say that for any ε > 0 there is a δ > 0 such that |f(x)−f(y)|
< ε whenever ∥x− y∥ < δ. By the triangle inequality it follows that

|I1| ≤
∫ δ

−δ
∆N (u)|f(x)− f(x− u)| du < ε

∫ δ

−δ
∆N (u) du < ε.

Since f is continuous, it also follows by compactness that f is bounded,

say |f(x)| ≤ M for all x. Hence |f(x) − f(x − u)| ≤ |f(x)| + |f(x − u)|
≤ 2M . Thus from (

E:DeltaNint
E.4) we deduce that

|I2| ≤ 2M

∫ 1−δ

δ

∆N (u) du <
M

Nδ
.

This quantity is < ε if N > M/(δε). Then |f(x)−σN (x)| < 2ε for all x,

as desired.

E.2 Quantitative Trigonometric Approximation
S:QuantTrigApprox

For f ∈ L1(R), we let f̂(t) denote its Fourier transform,DefFT

f̂(t) =

∫
R
f(x)e(−tx) dx.

Let I = [α, β] be an interval of R with χ
I
its characteristic function, and

suppose that δ > 0 is given. Our object is to construct functions S+(x)

and S−(x) such that

Ŝ±(t) = 0 when |t| ≥ δ,

S−(x) ≤ χ
I
(x) ≤ S+(x) for all x,

and such that the integrals∫
R
S+(x)− χ

I
(x) dx,

∫
R
χ
I
(x)− S−(x) dx
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are small. We do not attempt to determine exactly the extreme values

of these integrals, but the functions we construct are elegant and close

to optimal. With S+ and S− in hand, we use the Poisson summation

formula to derive corresponding trigonometric polynomials T± that ap-

proximate closely the characteristic function of an arc of T = R/Z. These
T± are useful in a number of connections. We employ them in discussing

the large sieve (in §
S:TrigPolys
19.1), in discussing quantitative measures of uniform

distribution (in §
S:QuantEstUD
F.2), and in proving Kronecker’s Theorem (in §

S:KroThm
F.3).

We begin by defining Beurling’s function,

B(z) =
( sinπz

π

)2(2
z
+

∞∑
n=0

1

(z − n)2
−

∞∑
n=1

1

(z + n)2

)
, (E.5) E:DefBeurFcn

whose basic properties are as follows.

T:PropBeurFcn Theorem E.2 The function B(z) above is an entire function such that

(a) B(n) = 1 for all integers n ≥ 0, B(n) = −1 for all integers n < 0;

(b) B′(n) = 0 for all integers n ̸= 0, B′(0) = 2;

(c) B(x) ≥ sgn(x) for all real x;

(d) B(x)− sgn(x) ≪ min(1, x−2) for all real x;

(e) B′(x) ≪ min(1, x−2) for all real x;

(f) B(z)− sgn(x) ≪ |z|−2e2π|y| where z = x+ iy;

(g)
∫∞
−∞B(x)− sgn(x) dx = 1.

An entire function f(z) belongs to the class Eσ of functions of ex-

ponential type σ if for every constant ε > 0 the inequality |f(z)| <ExpType

exp((σ+ε)|z|) holds for all z with |z| large. Thus we see that B(x) ∈ E2π.

Other examples of functions of exponential type are provided by ob-

serving that if f ∈ L1([−c, c]), then its Fourier transform

f̂(z) =

∫ c

−c
f(u)e−2πizu du

is an entire function of the class E2πc. In the case of B(z), we note

that B /∈ L1(R), and also that there is no f ∈ L1(R) of which B(z) is

the Fourier transform (since B(x) ̸→ 0 as x → ∞). Nevertheless, the

estimate (f) above may be thought of as asserting that supp B̂ ⊆ [−1, 1].B(z)

Proof We first establish further formulæ for B(z). We recall the partial

fraction formula ( π

sinπz

)2
=

∞∑
n=−∞

1

(z − n)2
.
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Figure E.1 Graph of Beurling’s function B(x) for −3 ≤ x ≤ 3. F:BeurFcn

(This may be proved by noting that the difference between the two sides

is a bounded entire function that tends to 0 as z → i∞.) On combining

this with (
E:DefBeurFcn
E.5) we find that

B(z) = 1 + 2
( sinπz

π

)2(1
z
−

∞∑
n=1

1

(z + n)2

)
. (E.6) E:BeurFcnForm1

Suppose that z /∈ (−∞, 0]. The integral test suggests that the sum above

is approximately ∫ ∞

0

(u+ z)−2 du =
1

z
.

Hence the second factor on the right hand side is the difference between

this approximation and the sum. To express this quantity more explicitly,

we observe that if f has continuous first derivative on an interval [α, β],

then ∫ β

α

f(u) du = f(β)(β − α)−
∫ β

α

f ′(u)(u− α) du

by integration by parts. By taking α = n− 1, β = n, f(u) = (u+ z)−2,

it follows that∫ n

n−1

(u+ z)−2 du = (z + n)−2 + 2

∫ n

n−1

(z + u)−3{u} du

provided that z /∈ [−n,−n + 1]. If z /∈ (−∞, 0], then we may sum over

n = 1, 2, . . ., and thus we deduce from (E.2) that

B(z) = 1 + 4
( sinπz

π

)2 ∫ ∞

0

{u}
(u+ z)3

du. (E.7) E:BeurFcnForm2
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Similarly from (E.1) and (E.2) we find that

B(z) = −1 + 2
( sinπz

π

)2(1
z
+

∞∑
n=0

1

(z − n)2

)
, (E.8) E:BeurFcnForm3

and that if z /∈ [0,∞), then

B(z) = −1 + 4
( sinπz

π

)2 ∫ ∞

0

1− {u}
(u− z)3

du. (E.9) E:BeurFcnForm4

The assertions (a) and (b) are immediate from the definition (
E:DefBeurFcn
E.5) of

B(z). For x > 0 the inequality (c) and the estimate (d) follow from (
E:BeurFcnForm2
E.7),

since the value of the integral lies between 0 and 1
2x

−2. For x < 0 these

assertions follow similarly from (
E:BeurFcnForm4
E.9). Since B(x) is continuous, these

relations therefore hold also when x = 0. To obtain the estimate (e) it

suffices to differentiate the formulae (
E:BeurFcnForm2
E.7), (

E:BeurFcnForm4
E.9), and then estimate the

quantities that arise. As for (f), we note that (sinπz)2 ≪ e2π|y|, and

that if Re z ≥ 0, then |u+ z| ≥ max(u, |z|) ≥ (u+ |z|)/2, so∫ ∞

0

{u}
(u+ z)3

du≪
∫ ∞

0

du

(u+ |z|)3
≪ |z|−2.

Thus we obtain (f) from (
E:BeurFcnForm2
E.7) when Re z ≥ 0, and similarly from (

E:BeurFcnForm4
E.9)

when Re z < 0. As for (g), let

V (z) =
( sinπz

π

)2(2
z
+

∞∑
n=−∞

sgn(n)

(z − n)2

)
, (E.10) E:DefVaalerFcn

so that B(z) = V (z) + (sinπz)2/(πz)2. Since V (x) and sgn(x) are odd

functions, we know that∫ X

−X
V (x)− sgn(x) dx = 0

for any X. Hence∫ ∞

−∞
B(x)− sgn(x) dx = lim

X→∞

∫ X

−X
B(x)− sgn(x) dx

= lim
X→∞

∫ X

−X
V (x)− sgn(x) + (sinπx)2/(πx)2 dx

= lim
X→∞

∫ X

−X

( sinπx
πx

)2
dx

=

∫ ∞

−∞

( sinπx
πx

)2
dx = 1.
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This last definite integral can be evaluated by means of the calculus of

residues.

Although the proof is now complete, it is instructive to note that (c)

can be derived from (
E:BeurFcnForm1
E.6) and (

E:BeurFcnForm3
E.8) by appealing to the integral test.

For example, if x > 0, then

∞∑
n=1

1

(x+ n)2
<

∫ ∞

0

du

(x+ u)2
=

1

x
.

We now use the function B(z) to construct approximations to the

characteristic function χ
I
of an interval [α, β].

T:SelbergFcns Theorem E.3 Let I = [α, β] be a finite interval, and suppose that

δ > 0 is given. Then there exist entire functions S+(z) and S−(z) such

that

(a) S±(x) ≪α,β,δ min(1, x−2) for real x;

(b) S−(x) ≤ χ
I
(x) ≤ S+(x) for real x;

(c)
∫∞
−∞ S±(x) dx = β − α± 1/δ;

(d) Ŝ±(t) = 0 when |t| ≥ δ;

(e) S±(x) is of bounded variation on R.
(f)

∣∣Ŝ±(t)
∣∣ ≤ β − α+ 1/δ for all real t.

Spm

Figure E.2 Selberg’s functions S±(x) and χ
I
(x) for I = [−1, 1] and δ = 5. F:SelbergFcns

Proof We take

S+(z) =
1

2
B(δ(z − α)) +

1

2
B(δ(β − z)),

S−(z) = − 1

2
B(δ(α− z))− 1

2
B(δ(z − β));
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these are the Selberg functions. Then the assertion (a) follows immedi-

ately from Theorem
T:PropBeurFcn
E.2(d). To obtain the inequalities (b) we note that

S+(x) ≥
1

2
sgn(δ(x− α)) +

1

2
sgn(δ(β − x))

by Theorem
T:PropBeurFcn
E.2(c). Here the right hand side is χ

I
(x) unless x = α or

x = β. If α < β, then we may conclude that S+(α) ≥ 1, S+(β) ≥ 1,

because S+ is continuous. If α = β, then S+(α) = 1 because B(0) = 1.

Similarly we see that S−(x) ≤ χ
I
(x) for all x. As for (c), we note that∫ ∞

−∞
S+(x) dx =

∫ ∞

−∞
χ
I
(x) dx+

∫ ∞

−∞
S+(x)− χ

I
(x) dx

= β − α+
1

2

∫ ∞

−∞
B(δ(x− α))− sgn(δ(x− α)) dx

+
1

2

∫ ∞

−∞
B(δ(β − x))− sgn(δ(β − x)) dx

= β − α+ 1/δ,

by Theorem
T:PropBeurFcn
E.2(d),(g), and similarly for S−. Since the functions S± are

in L1(R), we can define their Fourier transforms,

Ŝ±(t) =

∫ ∞

−∞
S±(x)e(−tx) dx.

Here S±(z)e
−2πitz is an entire function, and if t ≥ δ, then by The-

orem
T:PropBeurFcn
E.2(f) we see that this function is ≪α,β,δ |z|−2 in the lower half-

plane Im z ≤ 0. We consider the integral above to be a contour integral

in the complex plane, and on replacing this path by a semicircle in the

lower half-plane we conclude that Ŝ±(t) = 0 if t ≥ δ. Similarly S±(t) = 0

if t ≤ −δ, so we have (d). Also, from Theorem
T:PropBeurFcn
E.2(e) we see that B(x)

is of bounded variation on R, and hence the same is true of S±. Finally,

Ŝ±(t) = χ̂
I
(t) +

(
Ŝ±(t)− χ̂

I
(t)
)
, so by the triangle inequality∣∣Ŝ±(t)

∣∣ ≤ ∣∣χ̂
I
(t)
∣∣+ ∣∣Ŝ±(t)− χ̂

I
(t)
∣∣

≤ ∥χ
I
∥L1(R) + ∥S± − χ

I
∥L1(R)

= β − α+ δ−1.

We now derive analogous results for approximations in T = R/Z by

trigonometric polynomials.
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T:TrigApproxMod1 Theorem E.4 For any arc I = [α, β] in T with length β−α < 1, and

for any positive integer N , there are trigonometric polynomials

T±(x) =

N∑
k=−N

T̂±(k)e(kx) (E.11) E:DefTpm

of degree at most N such that:

(a) T−(x) ≤ χ
I
(x) ≤ T+(x) for all real x;

(b)
∫ 1

0
T±(x) dx = β − α± 1/(N + 1).

(c)
∣∣T̂±(k)∣∣ ≤ β − α+ 1

N+1 for all integers k.

Proof Take δ = N + 1, and let S± be the functions described in The-

orem
T:SelbergFcns
E.3. Put

T±(x) =
∑
n

S±(x+ n).

From Theorem
T:SelbergFcns
E.3(a) we see that this series is uniformly convergent for

x in a compact set, so that T±(x) is continuous. The inequalities (a)

follow from Theorem
T:SelbergFcns
E.3(b). From Theorem

T:SelbergFcns
E.3(a),(e) we see that the

Poisson summation formula, in the form given in Theorem D.3, applies

to S±. Thus

T±(x) = lim
K→∞

K∑
k=−K

Ŝ±(k)e(kx).

But Ŝ±(k) = 0 for |k| ≥ δ = N + 1, and T̂±(k) = Ŝ±(k) for all k, so

we find that T± is a trigonometric polynomial, as in (
E:DefTpm
E.11). Also, the

integral in (b) is

T̂±(0) = Ŝ±(0) =

∫ ∞

−∞
S±(x) dx,

and the stated result follows from Theorem
T:SelbergFcns
E.3(c). The final assertion

follows from Theorem
T:SelbergFcns
E.3(f).

Majoraants and minorants constructed as above are optimal if and

only if (K + 1)|I| is an integer. Hence the estimates in (a) are optimal,

while those in (b) are not.

In the above situation, the interval I is short, δ is large, T±(x) has

period 1, and the Ŝ±(k) become Fourier coefficients. With an alternative

application of the Poisson Summation Formula we reverse this, so that

I is long, δ is small, Ŝ± has period 1, and the S± are Fourier coefficients.
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(a) (b)

Figure E.3 (a) Graph of χ
I
(x) and T±(x) for I = [1/3, 2/3] with K = 11;

(b) I = [3/8, 5/8], K = 5. F:Tpm

T:PropWpm Theorem E.5 LetM and N be integers, N ≥ 1. Suppose that 0 < δ ≤
1/2. There exist functionsW±(x) with period 1 and absolutely convergent

Fourier expansions W±(x) =
∑
n w±(n)e(nx) such that

(a) w−(n) ≤ χ
[M+1,M+N ]

(n) ≤ w+(n) for all integers n;

(b) W±(x) = 0 if ∥x∥ ≥ δ;

(c)
∑
n w±(n) =W±(0) = N − 1± 1/δ.

Proof Let S±(u) be the Selberg functions for the interval I = [M +

1,M+N ], and set w±(u) = S±(u). Thus we have (a). We apply the Pois-

son Summation Formula to f(u) = S±(u)e(ux). Hence by Theorem D.3

we see that
∞∑

n=−∞
w±(n)e(nx) =

∞∑
k=−∞

Ŝ±(k − x),

and then properties (b) and (c) are immediate.

E.1.1 Exercises

1. Suppose that I = [α, β] is an interval on the real line, put K =

(β − α)δ, and suppose that K is a positive integer. Suppose that

f ∈ L1(R), that f is continuous, that f(x) ≥ χ
I
(x) for all x, that f

has bounded variation on R, and that f̂(t) = 0 when |t| ≥ δ.
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(a) Show that

∞∑
n=−∞

f(n/δ + x) = δf̂(0)

for all x.

(b) Show that x can be chosen so that n/δ + x ∈ I for K + 1 values

of n.

(c) Deduce that ∫ ∞

−∞
f(u) du ≥ β − α+ 1/δ.

That is, the function S+ described in Theorem
T:SelbergFcns
E.3 is optimal

when (β − α)δ is an integer.

2. Prove the following identities:

(a)
( sinπx

πx

)2
=

∫ 1

−1

(1− |t|)e(tx) dt;

(b)
(sinπx)2

x
= π

∫ 1

0

sin 2πtx dt;

(c)

N∑
n=−N

sgn(n)e(−nt) = −i cotπt+ i
cosπ(2N + 1)t

sinπt
;

(d) sgn(x) =
2

π

∫ ∞

0

1

t
sin 2πtx dt.

3. Let V (z) be Vaaler’s function as defined in (
E:DefVaalerFcn
E.10), and put

VN (z) =
( sinπz

π

)2(2
z
+

N∑
−N

sgn(n)

(z − n)2

)
.

(a) Using the identities in Exercise 2, or otherwise, show that

VN (x) = 2

∫ 1

0

(
(1− t) cotπt+ 1/π

)
sin 2πtx dt

− 2

∫ 1

0

cosπ(2N + 1)t

sinπt
(1− t) sin 2πtx dt.

(b) By using the Riemann–Lebesgue lemma, show that

V (x) = 2

∫ 1

0

(
(1− t) cotπt+

1

π

)
sin 2πtx dt.
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(c) Let

ϕ(t) =


1 if t = 0,

π(1− |t|)t cotπt+ |t| if 0 < |t| ≤ 1,

0 if |t| > 1.

(E.12) E:DefVarphi

Show that

V ′(x) = 2

∫ 1

−1

ϕ(t)e(xt) dt.

(d) Show that ϕ(t) is nonnegative, continuously differentiable on R
and that is is strictly decreasing on [0, 1].

(e) Show that V (z) is an odd entire function, and that

V (z) = 1− 6
( sinπz

π

)2 ∫ ∞

0

{u}(1− {u})
(z + u)4

du

provided that z /∈ (−∞, 0].

(f) Show that V (n) = sgn(n) for all integers n, that V ′(n) = 0 for all

integers n ̸= 0, that V ′(0) = 2, and that 0 ≤ V (x) ≤ 1 for x > 0.

(g) Show that if x > 0, then

V (x)− 1 ≪ min(1, x−3),

V ′(x) ≪ min(1, x−3).

(h) Show that all zeros of V ′(z) lie on the real axis.

(i) Show that

V (x)− sgn(x) =

∫ ∞

−∞

ϕ(t)− 1

πit
e(tx) dt.

Figure E.4 Graph of Vaaler’s function V (x) for −2 ≤ x ≤ 2. F:VaalerFcn



E.2 Quantitative Trigonometric Approximation 367

Figure E.5 Graph of ϕ(t) for −1 ≤ t ≤ 1. F:Varphi

Exer:Approxs(x) 4. Let

P (x) =
K + 1

2

∞∑
n=−∞

V ′((K + 1)(n+ x)),

Q(x) =
1

2

∞∑
n=−∞

V ((K + 1)(n+ x))− sgn(n+ x),

R(x) = Q(x)− {x}+ 1/2.

(a) Show that P (x) is a trigonometric polynomial of degree K, with

coefficients P̂ (k) = ϕ(k/(K + 1)) where ϕ(t) is defined as in

(
E:DefVarphi
E.12).

(b) Show that Q(x) has Fourier coefficients

Q̂(k) =
ϕ( k

K+1 )− 1

2πik

for k ̸= 0, and that Q̂(0) = 0.

(c) Show that R(x) is a trigonometric polynomial of degree K with

coefficients

R̂(k) =
ϕ( k

K+1 )

2πik

for k ̸= 0, R̂(0) = 0, and that R′(x) = P (x)− 1.

(d) Show that for all x,

R(x)− ∆K+1(x)

2(K + 1)
≤ 1/2− {x} ≤ R(x) +

∆K+1(x)

2(K + 1)
.

5. Let P (x) and Q(x) be as above. Suppose that f is of bounded vari-

ation on T.
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(a) Show that if f is continuous at x, then

f(x) =

∫ 1

0

f(x+ u)P (u) du+

∫ 1

0

Q(u) df(x+ u).

(b) Suppose that f is a real-valued function of bounded variation on

T. Show that

−
∫ 1

0

∆K+1(x− u)

2(K + 1)
|df(u)| ≤ f(x)−

∫ 1

0

f(x+ u)P (u) du

≤
∫ 1

0

∆K+1(x− u)

2(K + 1)
|df(u)|

for all x.

(c) Show that
∫ 1

0
f(x + u)P (u) du is a trigonometric polynomial of

degree at most K with coefficients ϕ(k/(K + 1))f̂(k).

(d) Show that
∫ 1

0
∆K+1(x− u) |df(u)| is a trigonometric polynomial

of degree at most K with coefficients

1− |k|
K+1

2(K + 1)

∫ 1

0

e(−ku) |df(u)|.

(e) Let

T±(x) =

∫ 1

0

f(x+ u)P (u) du±
∫ 1

0

∆K+1(x− u)

2(K + 1)
|df(u)|.

Show that T± is a trigonometric polynomial of degree at most K

such that T−(x) ≤ f(x) ≤ T+(x) for all x, and that∫ 1

0

T±(u) du =

∫ 1

0

f(u) du ± VarT(f)

2(K + 1)
.

(f) Show that if f = χ
[α,β]

, then the T± above are the same as in

Theorem
T:TrigApproxMod1
E.4, and hence that the trigonometric polynomials in

that theorem have coefficients

T̂±(k) =
(
ϕ(

k

K + 1
)
sinπk(β − α)

πk
±

1− |k|
K+1

K + 1
cosπk(β − α)

)
× e
(
− k(β + α)/2

)
for 0 < |k| ≤ K, T̂±(0) = β − α± 1/(K + 1).

6. (a) Suppose that T (x) is a trigonometric polynomial of degree at most

K, and that N > K. Show that for any real α,

1

N

N∑
n=1

T (α+ n/N) =

∫ 1

0

T (x) dx.
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(b) Suppose that I = [α, β] is an arc of T, and that (β − α)N is an

integer < N . Show that if a function T ∈ L1(T) has the property
that T (x) ≥ χ

I
(x) for all x ∈ T, then

N∑
n=1

T (α+ n/N) ≥ (β − α)N + 1.

(c) Suppose that T (x) is a trigonometric polynomial of degree at

mostK, that (β−α)(K+1) is an integer< K+1, and that T (x) ≥
χ
[α,β]

(x) for all x ∈ T. Show that
∫ 1

0
T (x) dx ≥ β−α+1/(K+1).

(d) Suppose that T (x) is a trigonometric polynomial of degree at

mostK, that (β−α)(K+1) is an integer< K+1, and that T (x) ≤
χ
[α,β]

(x) for all x ∈ T. Show that
∫ 1

0
T (x) dx ≤ β−α−1/(K+1).

7. (Barton et al 2000) Let B(x) be the Beurling function, as defined in

(
E:DefBeurFcn
E.5). Suppose thatM is a positive integer, and that α and β are real

numbers such that β − α =M . Show that B(x− α) +B(β − x) ≥ 0

for all real x.

E.3 An additional trigonometric majorant
S:TrigMaj

Let s(x) denote the sawtooth function

s(x) =

{
{x} − 1/2 (x /∈ Z),
0 (x ∈ Z).

(E.13) E:Defs(x)

In Lemma D.1 we showed that

s(x) = −
∑

0<|k|≤K

e(kx)

2πik
+ O

(
min

(
1,

1

K∥x∥

))
. (E.14) E:FSsawtooth

In Exercise
S:QuantTrigApprox
E.2.1.

Exer:Approxs(x)
4 we find sharp trigonometric majorants and minorants

for s(x). These, as well as the estimate (
E:FSsawtooth
E.14) apply equally to s(x),

to {x} − 1/2, and to −{−x} + 1/2, since these functions differ only

only in the value taken at 0, which is either 0, −1/2, or 1/2, while our

approximants are continuous. To estimate expressions of the sort∑
k

aks(xk)
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the majorants and minorants are applicable if the ak are real and of one

sign, but are useless if the ak are complex or of indeterminate sign. From

Lemma
L:GeoSumEst
16.4 we see that

K∑
k=1

e(kx) ≪ min
(
K,

1

∥x∥

)
. (E.15) E:GeoSumEst1

Thus we encounter the same expression, but now divided by K, in the

current context. Let

fK(x) = min
(
1,

1

K∥x∥

)
. (E.16) E:DefEst

When fK(x) occurs in an expression (perhaps repeatedly with various

values of x), one may derive an estimate by expanding f in its Fourier

Series, and then estimating the contribution of each Fourier coefficient.

We now show that it suffices to consider the contribution of the Fourier

coefficients f̂K(k) for −K ≤ k ≤ K.

T:TruncTrigEst Theorem E.6 Let K be a given integer, K ≥ 2, let fK(x) be defined

as in (
E:DefEst
E.16), and put

gK(x) =

K∑
k=−K

f̂K(k)(1− |k|/K)e(kx).

Then

f̂K(k) ≪ 1

K
log

3K

|k|+ 1

uniformly for |k| ≤ K, and fK(x) ≪ gK(x) uniformly in x and K.

From this we see that the error term in (
E:FSsawtooth
E.14) can be replaced by

gK(x), and that the right hand side of (
E:GeoSumEst1
E.15) can be replaced byKgK(x).

The advantage here is not so much that we expect to obtain stronger

results, but rather that we need not consider the contribution of f̂(k)

for larger k.

Proof Clearly f̂K(0) ≍ (logK)/K. Since fK is real-valued and even, we

know that f̂K(−k) = f̂K(k), so it suffices to estimate |f̂K(k)| for k > 0.

If 0 < k ≤ K, then

f̂K(k) ≪ 1

K

(
1 +

∫ 1/k

1/K

1

x
dx+

∣∣∣∣ ∫ 1/2

1/k

e(kx)

x
dx

∣∣∣∣).
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K K

Figure E.6 Graphs of f10(x) and g10(x) for −1/2 ≤ x ≤ 1/2. F:g_K

By integration by parts we see that the second integral above is

=
[ e(kx)
2πikx

∣∣∣1/2
1/k

+
1

2πik

∫ 1/2

1/k

e(kx)

x2
dx≪ 1 +

1

k

∫ 1/2

1/k

1

x2
dx≪ 1.

Thus we have the stated bound for |f̂K(k)|. In establishing the second

assertion, we may suppose that 0 ≤ x ≤ 1/2 since fK and gK are even

functions with period 1. Let

∆K(x) =

K∑
k=−K

(
1− |k|

K

)
e(kx) =

1

K

( sinπKx
sinπx

)2
be the Fejér kernel. Then

gK(x) = (f ∗∆K)(x) =

∫ 1

0

∆K(u)fK(x− u) du. (E.17) E:f*DeltaK

Since ∆K(x) is decreasing for 0 ≤ x ≤ 1/K, it follows that∫ 1/(2K)

0

∆K(u) du ≥ ∆K(1/(2K))

2K
=

1

2K2 sin2 π/(2K)
≥ 2

π2

because sin δ ≤ δ for δ ≥ 0. Since fK and ∆K are nonnegative and fK
is (weakly) decreasing in [−1/K, 1/2], if follows from (

E:f*DeltaK
E.17) that

gK(x) =

∫ 1

0

∆K(u)fK(x− u) du ≥
∫ 1/(2K)

0

∆K(u)fK(x− u) du

≥ fK(x)

∫ 1/(2K)

0

∆K(u) du≫ fK(x).
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E.2.1 Exercise

1. Suppose that K ≥ 2, and that fK(x) is defined as in (
E:DefEst
E.16).

(a) Show that

f̂K(0) =
2

K

(
1 + log

K

2

)
.

Write

f̂K(k) = 2

∫ 1/K

0

cos 2πkx dx+
2

K

∫ 1/2

1/K

cos 2πkx

x
dx = T1 + T2,

say.

(b) Suppose that k ̸= 0. Show that

T1 =
sin 2πk/K

πk
,

T2 = − sin 2πk/K

πk
+

1

πkK

∫ 1/2

1/K

sin 2πkx

x2
dx.

(c) Deduce that if k ̸= 0, then

f̂K(k) =
1

πkK

∫ 1/2

1/K

sin 2πkx

x2
dx.

(d) Conclude that f̂K(k) ≪ K/k2 for k ≥ K.

(e) Show that if (β−α)δ is not an integer, then S+(x) > χ
I
(x), and

hence that S+ is not optimal, because there is a c < 1 such that

cS+(x) ≥ χ
I
(x) for all x.

E.4 Maximal inequalities
S:MaxIneq

Sometimes we may have an estimate for the size of a sum, say
∣∣∑N

n=1 cn
∣∣

≤ MN , but it would be convenient to have a similar upper bound for

the maximum size of its subsums, maxν≤N
∣∣∑ν

n=1 cn
∣∣ ≤M⋆

N , hopefully

withM⋆
N not much larger thanMN . Such an upper boundM⋆

N is known

as a maximal inequality.
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E.4.1 Elementary estimates
SS:ElEst

As in Appendix D, if f ∈ L1(T), then its Fourier coefficients are f̂(n) =∫
T f(x)e(−nx) dx, the partial sums of its Fourier series are sN (x) =∑N
n=−N f̂(n)e(nx), and the Dirichlet kernel is

DK(x) =

K∑
n=−K

e(kx) =
sin(2K + 1)πx

sinπx
.

Thus sK(x) = (f ∗ DK)(x) =
∫
T f(u)DK(x − u) du. Unfortunately,

|DK(x)| decays only like an inverse first power, with the result that∫
T |DK(x)| dx ≍ log 2N . Let

EK(x) = min(2K + 1, 1/∥x∥). (E.18) E:DefE_K

(Note that this is a totally different function than the one with the

same name discussed in Appendix D.) The letter ‘E’ is suggested here

because EK(x) provides an envelope of DK(x): |DK(x)| ≤ EK(x) and

EK is monotonically decreasing for 0 ≤ x ≤ 1/2. Thus

|sK(x)| ≤
∫
T
|f(u)|EK(x− u) du.

Put

s⋆K(x) = max
1≤k≤K

|sk(x)|. (E.19) E:Defsstar

Since Ek(x) ≤ EK(x) if 1 ≤ k ≤ K, it follows that

s⋆K(x) ≤
∫
T
|f(u)|EK(x− u) du. (E.20) E:BasicEst

Hence

max
x

s⋆K(x) ≪ ∥f∥∞ log 2K, (E.21) E:MaximalPS

which is best possible, since it might happen that f(x) = sgnDK(x), in

which case sK(0) =
∫
T |DK(x)| dx ≍ log 2K. By Cauchy’s inequality we

see that(∫
T
|f(u)|EK(x− u) du

)2
≤
∫
T
|f(u)|2EK(x− u) du

∫
T
EK(x− u) du

≪
∫
T
|f(u)|2EK(x− u) du log 2K.

By integrating this with respect to x we find that∫
T
s⋆K(x)2 dx≪ (log 2K)2

∫
T
|f(u)|2 du. (E.22) E:MaximalPS2
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Finally, it is also evident from (
E:BasicEst
E.20) that∫

T
s⋆K(x) dx≪ (log 2K)

∫
T
|f(u)| du. (E.23) E:MaximalPS1

We turn now to additive characters. Let f be an arithmetic function

with period q. Our convention is to define the Discrete Fourier Transo-

form by setting

f̂(k) =
1

q

q∑
n=1

f(n)e(−nk/q).

This yields the discrete Fourier expansion

f(n) =

q∑
k=1

f̂(k)e(kn/q),

as in (4.3). Hence if 0 < N ≤ q, then

∑
0<n≤N

f(n) =

q∑
k=1

f̂(k)
∑

0<n≤N

e(kn/q).

Here f̂(0) is the mean value of f , so∑
0<n≤N

f(n) − Nf̂(0) =
∑

0<k<q

f̂(k)
∑

0<n≤N

e(kn/q).

It is easy to write the sum on the right over n in closed form, but it

suffices to observe that it is ≪ min
(
N, ∥k/q∥−1

)
, by (

E:GeoSumEst
16.4). Thus the

above is

≪
∑

0<k<q

∣∣f̂(k)∣∣min
(
N, ∥k/q∥−1

)
.

We note that this estimate is much more sensitive to the size of f̂(k)

when k is near a multiple of q (i. e., 0 or q) than otherwise. In any case,

max
0<N≤q

∣∣∣ ∑
0<n≤N

f(n)−Nf̂(0)
∣∣∣≪ (q log 2q) max

0<k<q

∣∣f̂(k)∣∣.
Suppose that f(n) = χ(n) where χ is a nonprincipal character modulo q.

Then f̂(k) can be expressed in terms of Gauss sums, and from Theorems

9.7 and 9.10 we see that f̂(k) ≪ q−1/2, and then the above is the Pólya–

Vinogradov inequality, as found in Theorem 9.18. The reasoning above
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is just a generalization of the proof we gave of that theorem. In Exercise
Exer:IncCharSum
2 it is shown that if χ is a primitive character modulo q, then

q∑
N=1

∣∣∣ ∑
0<n≤N

χ(n)
∣∣∣≫ q3/2.

Thus the bound provided by the Pólya–Vinogradov inequality is never

more that a factor log q larger than the truth.

Let

D(s) =

N∑
n=1

ann
−s . (E.24) E:DefDirPoly

In a manner analogous to the above arguments, we now bound the max-

imal partial sum of D(0) by an integral involving |D(iu)|. We begin by

noting that∫ U

−U
eiβu

sinαu

u
du =

∫ U

−U

cosβu sinαu

u
du

=
1

2

∫ U

−U

sin(α+ β)u+ sin(α− β)u

u
du

= sgn(α+ β)

∫ |α+β|U

0

sinu

u
du

+ sgn(α− β)

∫ |α−β|U

0

sinu

u
du . (E.25) E:IntEst4

We recall that
∫∞
0

sinu
u du = π/2, and that the sine integral si(x) is

defined to be

si(x) = −
∫ ∞

x

sinu

u
du .

Thus the expression (
E:IntEst4
E.25) is

sgn(α+ β)
(π
2
+ si(|α+ β|U)

)
+ sgn(α− β)

(π
2
+ si(|α− β|U)

)
.

Let χ
I
denote the characteristic function of the interval I = [−α, α],

and note that si(x) ≪ min(1, 1/x) for x ≥ 0, as was recorded already in

(5.6). Thus the above is

= πχ
I
(β) +O

(
min

(
1,

1

U |α− β|

))
+
(
min

(
1,

1

U |α+ β|

))
.

For integers K, 0 ≤ K < N , we take α = log(K + 1/2), β = − log n,
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multiply by an, and sum over n. Thus we find that

K∑
n=1

an =

∫ U

−U
D(iu)

sinαu

u
du

+O
( N∑
n=1

|an|min
(
1,

1

U | log n/(K + 1/2)|

))
.

Now (sinαu)/u≪ min(|α|, 1/|u|), and | log n/(K +1/2)| ≫ 1/N . Hence

max
y≤N

∣∣∣∑
n≤y

an

∣∣∣≪ ∫ U

−U
|D(iu)|min(logN, 1/|u|) du

+
N

U

N∑
n=1

|an| .

(E.26) E:MaxPSEstDirSer1

Here we can replace an by ann
−it and integrate with respect to t, with

or without squaring, depending on the objective. The above is used in

§
S:maxLS
19.4.

E.4.2 The Hardy–Littlewood maximal inequality
SS:HLmaximal

Suppose that f ∈ L1(T). The Hardy–Littlewood maximal function of f

is

Mf (x) = sup
0<|y|≤1/2

1

y

∫ x+y

x

|f(u| du. (E.27) E:DefMaximalFcn

Thus Mf (x) is the maximum of two suprema, namely

sup
0<y≤1/2

1

y

∫ x

x−y
|f(u)| du, sup

0<y≤1/2

1

y

∫ x+y

x

|f(u)| du.

At first sight, it would seem remarkable that we consider such a non-

linear operator, but its value is immediately apparent when we consider

The Hardy–Littlewood Maximal Theorem. Suppose that f ∈
L1(T) and that Mf is defined as above. If r > 1, and

∫
T |f(x)|

r dx <∞,

then ∫
T
Mf (x)

r dx ≤ r
( r

r − 1

)r ∫
T
|f(x)|r dx.

To exhibit how this theorem is useful, recall from §
S:UAprox
E.1 the Cesàro
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partial sums σN (f, x) of a Fourier series, given in (
E:DefsigmaN
E.1), are obtained by

convolving f with the Fejér kernel (
E:DefFK
E.2). Let

FN (x) = min
(
1,

1

4N∥x∥2
)
.

Then (
E:FKEst
E.3) asserts that

0 ≤ ∆N (x) ≤ FN (x).

Here FN (x) is even and monotonically decreasing for 0 ≤ x ≤ 1/2, so

σN (x) ≪
∫ 1/2

−1/2

|f(x− u)|FN (u) ≤Mf (x)

∫ 1/2

−1/2

FN (u) du≪Mf (x).

Hence supN |σN (x)| ≪ Mf (x). Thus if r > 1 and f ∈ Lr(T), then

∥ supN |σN | ∥Lr(T) ≪r ∥f∥Lr(T). This line of reasoning succeeds when we

have an even envelope that decreases on [0, 1/2], and has a finite integral.

Abelian weights give rise to the Poisson kernel, which is monotonic, so

there is no need to construct an envelope. See Exercise
Exer:Poisson
5.

E.4.3 The Rademacher–Menchov device
SS:RadMench

We now seek to bound the quantity

max
1≤ν≤N

∣∣∣ ν∑
n=1

cn

∣∣∣
by breaking the sum into short subsums. Let R = ⌈(logN)/(log 2)⌉.
Numbers of the form d

2R
N form an arithmetic progression with common

difference N/2R ≤ 1, so each interval of the form [n, n + 1) contains at

least one number of this form. Let X denote the set of all dyadic rationals

of the form x =
∑R
r=1 εr(x)2

−r where εr(x) = 0 or 1. Hence

max
1≤ν≤N

∣∣∣ ν∑
n=1

cn

∣∣∣ = max
x∈X

∣∣∣ ∑
1≤n≤xN

cn

∣∣∣.
For x ∈ X and 1 ≤ r ≤ R+1 we set dr = dr(x) =

∑
s<r εs(x)2

−s. Then

∑
1≤xN

cn =

R∑
r=1

∑
Ndr<n≤Ndr+1

cn.

By Cauchy’s inequality,∣∣∣ ∑
1≤xN

cn

∣∣∣2 ≤ R

R∑
r=1

∣∣∣∣ ∑
Ndr<n≤Ndr+1

cn

∣∣∣∣2.
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Here dr is of the form s/2r−1, and either dr+1 = dr or dr+1 = dr+1/2r.

Here s depends on x, but since we do not know its value, so we sum

over all 2r−1 possible values of s. It is somewhat astounding that this

can lead to anything useful. In any case,

max
1≤ν≤N

∣∣∣ ν∑
n=1

cn

∣∣∣2 ≤ R

R∑
r=1

2r−1−1∑
s=0

∣∣∣∣ ∑
Ns

2r−1<n≤ Ns

2r−1 + N
2r

cn

∣∣∣∣2 (E.28) E:RadMenDev1

For fixed r, n runs through intervals Is = (N21−rs,N21−r(s + 1/2)].

These intervals Is are disjoint, their union is a subset of (0, N ], and the

sum of their lengths is N/2.

To see how the above might be applied, replace cn by cne(nx), and

integrate. It is immediate that∫ 1

0

max
1≤ν≤N

∣∣∣ ν∑
n=1

cne(nx)
∣∣∣2 ≪ (logN)2

N∑
n=1

|cn|2.

Here the e(nx) are orthonormal, but other families of functions for which

we have a Bessel-like or bilinear form inequality can be introduced. The

bounds obtained in this way are typically weaker than optimal by a

factor of R2. See (
E:C-H2
E.37).

While (
E:RadMenDev1
E.28) is interesting and useful, it does not reveal the potential

of the Rademacher–Menchov device. We now consider an application in

which the power of the approach is fully realized.

T:M(chi) Theorem E.7 (Montgomery & Vaughan 1979) For Dirichlet charac-

ters χ modulo q, let M(χ) = max1≤N≤q
∣∣∑N

n=1 χ(n)
∣∣. Then∑

χ ̸=χ
0

M(χ)2k ≪k φ(q)q
k.

for any positive real k.

Thus M(χ) ≪ q1/2 for most χ mod q, in the sense that if C is large,

then M(χ) ≤ V q1/2 with the exception of ≪k φ(q)/V
2k characters χ.

Proof By Hölder’s inequality we see that the assertion becomes stronger

as k increases through real values. Hence it suffices to prove the assertion

for a sequence of k tending to infinity. We consider integral k ≥ 2. In the

proof we allow implicit constants to depend on k. We shall show that

for q > 1 we have ∑⋆

χ

M(χ)2k ≪ φ(q)qk. (E.29) E:SumPrimChar1
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To deduce the Theorem from this, let χ be a character modulo q, let χ⋆,

modulo r, be the primitive character that induces χ, and let s = q/r.

Then ∑
χ̸=χ

0

M(χ)2k ≪
∑
r|d
r>1

d(q/r)2k
∑⋆

χmod r

M(χ)2k

≪
∑
r|q

d(q/r)2krkφ(r) ≪ qkφ(q)
∑
s|q

d(s)2k/sk

≪ qkφ(q).

Let

A =
{
a2−R : a ∈ Z, 0 ≤ a < 2R

}
where R is an integer to be chosen later. For α ∈ A we write α =∑R
r=1 εr2

−r with εr = εr(α) = 0 or 1. Let ν1 = 0 and for r > 1 let

νr = νr(α) = 2r
r−1∑
m=1

εm2−m.

Then νr < 2r and the interval (0, α] is a disjoint union of intervals

(νr2
−r, (νr + εr)2

−r] for 1 ≤ r ≤ R. Choose N = N(χ) so that N < q

and
∣∣∑N

n=1 χ(n)
∣∣ = M(χ). Then there is an α = α(χ) ∈ A such that

N ≤ αq < N + q2−R. Hence

M(χ) ≤
∣∣∣ ∑
1≤n≤αq

χ(n)
∣∣∣+ q2−R. (E.30) E:ApproxSum

We take R = ⌊(log q)/(2 log 2)⌋. Thus to prove (
E:SumPrimChar1
E.29) it suffices to show

that ∑⋆

χ

∣∣∣ ∑
1≤n≤αq

χ(n)
∣∣∣2k ≪ φ(q)qk (E.31) E:SumPrimChar2

(where of course, α = α(χ), as above). By Hölder’s inequality

∣∣∣ ∑
1≤n≤αq

χ(n)
∣∣∣2k =

∣∣∣ R∑
r=1

∑
νr2−rq<n≤(νr+εr)2−rq

χ(n)
∣∣∣2k

≤
( R∑
r=1

r−2k/(2k−1)
)( R∑

r=1

r2k
∣∣∣ ∑
νr2−rq<n≤(νr+εr)2−rq

χ(n)
∣∣∣2k). (E.32) E:ShortCharSum1

In our discussion of the Pólya–Vinogradov inequality in §9.4 (note, esp.
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pages 309–311), we showed that if χ is a primitive character modulo q,

q > 1, then for real u and v with u < v we have∑
uq<n≤vq

χ(n) = τ(χ)
∑

0<|h|≤H

χ(h)
e(−hu)− e(−hv)

2πih
+O

(
1+qH−1 log q

)
.

Thus ∑
νr2−rq<n≤(νr+εr)2−rq

χ(n) ≪ q1/2
∣∣∣ ∑
0<h≤H

χ(h)e(hνr/2
r)a(h)

∣∣∣
+ q1/2

∣∣∣ ∑
0<h≤H

χ(h)e(hνr/2
r)a(h)

∣∣∣
+ 1 + qH−1 log q

where

a(h) = a(h, r) =
e(h/2r)− 1

h
≪ min

(
2−r, h−1

)
. (E.33) E:Defa(h)

Thus by (
E:ShortCharSum1
E.32),∑⋆

χ

∣∣∣ ∑
n≤αq

χ(n)
∣∣∣2k ≪

∑⋆

χ

R∑
r=1

r2kqk
∣∣∣ ∑
0<h≤H

χ(h)e(hνr/2
r)a(h)

∣∣∣2k
+
∑⋆

χ

R∑
r=1

r2k
(
1 +

(
qH−1 log q

)2k)
.

Here the second sum over χ is

≪ φ(q)R2k+1
(
1 +

(
qH−1 log q

)2k)
.

This is acceptable provided that H ≍ q1/2(log q)3.

In order to obviate the dependence of νr on χ, we sum over all possible

ν. We make no further use of χ being primitive, so we also permit χ to

run over all characters modulo q. Therefore, to establish (
E:SumPrimChar2
E.31) it suffices

to show that∑
χ

R∑
r=1

2r−1∑
ν=0

r2k
∣∣∣ ∑
0<h≤H

χ(h)e(hν2−r)a(h)
∣∣∣2k ≪ φ(q). (E.34) E:FinalReduct

We now write( ∑
0<h≤H

χ(h)e(hν2−r)a(h)
)k

=
∑

0<h≤Hk

χ(h)b(h), (E.35) E:kthpowsum

where by (
E:Defa(h)
E.33),

b(h) = bk(h; r, ν) ≪ dk(h)min
(
2−kr, h−1

)
. (E.36) E:b(h)Est
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In Exercise 4.2.1.2 we used the orthogonality property (4.15) to show

that ∑
χ

∣∣∣ q∑
n=1

cnχ(n)
∣∣∣2 = φ(q)

q∑
n=1

(n,q)=1

|cn|2

for arbitrary complex numbers cn. Hence

∑
χ

∣∣∣ M+N∑
n=M+1

cnχ(n)
∣∣∣2 = φ(q)

q∑
h=1

(h,q)=1

∣∣∣ ∑
n≡h (mod q)

cn

∣∣∣2.
so ∑

χ

∣∣∣ ∑
0<h≤Hk

χ(b)b(h)
∣∣∣2

≪ φ(q)

q∑
h=1

( qk∑
m=0

dk(h+mq)min
(
2−kr, (h+mq)−1

))2
.

For m ≤ qk we have dk(h + mq) ≪ qε. On considering separately the

cases m = 0 and m > 0 we obtain

∑
χ

∣∣∣ ∑
0<h≤Hk

χ(h)b(h)
∣∣∣2 ≪ φ(q)

q∑
h=1

dk(h)
2 min

(
2−2kr, h−2

)

+ φ(q)

q∑
h=1

(
q−1+ε

qk∑
m=1

1/m
)2

≪ φ(q)2−krrk
2−1 + q3ε

since ∑
s≤x

dk(s)
2 ≪k x(log 2x)

k2−1.

We have assumed that k ≥ 2 and we have chosen R so that 2R ≤ q1/2.

Thus the left hand side of (
E:FinalReduct
E.34) is

≪
R∑
r=1

r2k2r
(
φ(q)2−krrk

2−1 + q3ε
)
≪ φ(q) + q4ε2R ≪ φ(q)

as required.
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E.4.4 The Carleson–Hunt Theorem
SS:CarlHunt

The most memorable form of the Theorem states that if p > 1 and

f ∈ Lp(T), then the Fourier series of f converges to f almost everywhere.

However, this is in fact a corollary of a much more fundamental result,

namely that if p > 1, f ∈ Lp(T) and

s⋆(x) = sup
K≥1

∣∣∣ K∑
k=−K

f̂(k)e(kx)
∣∣∣,

then ∫
T

∣∣s⋆(x)∣∣p dx≪p

∫
T
|f(x)|p dx.

We note in particular that the case p = 2 implies that there is an absolute

constant CH such that∫
T

max
1≤ν≤N

∣∣∣ ν∑
n=1

ane(nx)
∣∣∣2 dx ≤ CH

N∑
n=1

|an|2 (E.37) E:C-H2

for any choice of the complex numbers an. In Chapter
C:LargeSieve
19 this is used to

derive maximal versions of the large sieve.

S:MaxIneq

E.4.5 Exercises

1. Let EK(x) and sK(x) be defined as in (
E:DefE_K
E.18) and (

E:Defsstar
E.19). Suppose

that p and q are real numbers with 1 < p < ∞ and 1/p + 1/q = 1.

Use Hölder’s inequality to show that

∥s⋆K∥Lp(T) ≪ (log 2K)∥f∥Lp(T).

Exer:IncCharSum 2. Suppose that χ is a primitive character modulo q > 1. Then χ̂(−1) =

τ(χ), so
∣∣χ̂(−1)

∣∣ = q1/2.

(a) Let s(u) =
∑

0<n≤u χ(n). By Riemann–Stieltjes integration by

parts, or otherwise, show that

χ̂(−1) =
2πi

q2

∫ q

1

s(u)e(u/q) du.

(b) Deduce that

1

q

∫ q

0

|s(u)| du ≥ q1/2

2π
.
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(c) Let M(χ) be defined as in Theorem
T:M(chi)
E.7. Conclude that M(χ) ≥

q1/2/(2π) for all primitive characters modulo q.

3. Let f be an arithmetic function with period q.

(a) Suppose that M and N are integers, with 0 < N ≤ q. Explain

why

M+N∑
n=M+1

f(n)e(an/q) =

q∑
k=1

f̂(k)

M+N∑
n=M+1

e(n(a+ k)/q).

(b) Show that the above is

≪
q∑

k=1

|f̂(k)|min
(
N, 1/∥(a+ k)/q∥

)
.

(c) Deduce that

max
1≤M≤q
1≤N≤q

∣∣∣ M+N∑
n=M+1

f(n)e(an/q)
∣∣∣≪ q∑

k=1

|f̂(k)|min
(
q, 1/∥(a+ k)/q∥

)
.

(E.38) E:MaximalEst1

(d) Show that

max
1≤M≤q
1≤N≤q
1≤a≤q

∣∣∣∣ M+N∑
n=M+1

f(n)e(an/q)

∣∣∣∣≪ q(log 2q)max
k

|f̂(k)|. (E.39) E:TruncSumEst

Note that by taking M = 0, N = q, and a suitably, the left hand

side can be made as large as qmax |f̂(k)|, so the above is within

a factor log 2q of being best possible.

(e) Show that

q∑
a=1

max
1≤M≤q
1≤N≤q

∣∣∣ M+N∑
n=M+1

f(n)e(an/q)
∣∣∣≪ q(log 2q)

q∑
k=1

|f̂(k)|. (E.40) E:MaximalEst2

(f) Show that

q∑
k=1

|f̂(k)|min
(
q, 1/∥(a+ k)/q∥

)
≪ (q log 2q)1/2

( q∑
k=1

|f̂(k)|2 min
(
q, 1/∥(a+ k)/q∥

))1/2
.
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(g) Deduce that

q∑
a=1

max
1≤M≤q
1≤N≤q

∣∣∣ M+N∑
n=M+1

f(n)e(an/q)
∣∣∣2 ≪ (q log 2q)2

q∑
k=1

|f̂(k)|2.

(E.41) E:MaximalMeanSqr1

Note that if M = 0 and N = q, then the left hand side is

q2
∑

|f̂(k)|2, so the upper bound is never larger than the truth

by more than a factor of (log 2q)2.

4. Let β be a real number, and set f(x) = ∥x∥−1(− log ∥x∥)β .
(a) Show that f ∈ L1(T) if β < −1.

(b) Define Mf (x) as in (
E:DefMaximalFcn
E.27). Show that if β ̸= −1, then

Mf (x) ≍β ∥x∥−1(− log ∥x∥)1+β .

(c) Conclude that if −2 < β < −1, then f ∈ L1(T), but that Mf /∈
L1(T).

Exer:Poisson 5. For 0 ≤ r < 1, the Poisson kernel is

Pr(x) =

∞∑
k=−∞

r|k|e(kx) = 1 + 2

∞∑
k=1

rk cos 2πkx. (E.42) E:DefPoisson

In this context, r → 11 corresponds to K → ∞ for a discretely

indexed kernel.

(a) Let r be fixed, 0 ≤ r < 1. Show that the series defining Pr is

absolutely and uniformly convergent, that Pr(x) is a continuous

function of x, and that P̂r(k) = r|k| for all integers k.

(b) Show that

Pr(x) =
1− r2

1− 2r cos 2πx+ r2
.

(c) Show that

Pr(x) =
1− r2

(1− r)2 + 4r sin2 πx
.

(d) Show that
∫ 1

0
Pr(x) dx = 1.

(e) Show that Pr(x) ≥ 0 for all x.

(f) Show that if 1/2 ≤ r < 1, then

Pr(x) ≤ min
(1 + r

1− r
,
1− r

sin2 πx

)
.
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(g) Show that if f ∈ L1(T), then

(f ∗ Pr)(x) =
∞∑

k=−∞

r|k|f̂(k)e(kx).

(h) Show that if f is continuous and has period 1, then (f ∗Pr)(x) →
f(x) uniformly as r → 1−.

(i) Show that for fixed r, the function Pr(x) is decreasing for 0 ≤
x ≤ 1/2.

(j) Suppose that f ∈ L1(T), and letMf be defined as in (
E:DefMaximalFcn
E.27). Show

that |(Pr ∗ f)(x)| ≤Mf (x) for all x.

(k) Show that if f ∈ Lr(T) with r > 1, then ∥ supr<1 |(Pr∗f)|∥Lr(T) ≪
∥f∥Lr(T).

6. (a) Show that

∑
χ

∣∣∣ M+N∑
n=M+1

cnχ(n)
∣∣∣2 ≤ φ(q)

(
1 +

⌊N − 1

q

⌋) M+N∑
n=M+1
(n,q)=1

|cn|2

where the χ run over characters modulo q and the cn are arbitrary

complex numbers.

(b) Show that for any integers M , N > 1, q > 1, and complex num-

bers cn,

∑
χ

max
1≤ν≤N

∣∣∣M+ν∑
M+1

cnχ(n)
∣∣∣2

≪ (φ(q)(logN)2 +N logN)

M+N∑
n=M+1
(n,q)=1

|cn|2.

E.5 Notes
S:NotesHarmAnal

Section E.1. The notation e(x) was introduced by the Russian number

theorist I. M. Vinogradov. It is particularly useful in analytic number

theory where x is often a complicated expression with superscripts and

subscripts, which become scriptscript size in e2πix but are larger in e(x).

As the nineteenth century drew to a close, it was already clear that

many functions in L1(T) have Fourier series that fail to converge, and the

prospects for the future of Fourier analysis looked bleak. But there was
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a Hungarian teenager, Lipót Fejér, studying in Berlin, who submitted a

manuscript in December, 1899. The Cesàro partial sums σN (x) have all

the lovely properties that one wishes the unweighted partial sums sN (x)

would have (but generally do not). For example:

1. If f ∈ L1(T), then ∥f(x)− σN (f, x)∥1 → 0 as N → ∞.

2. If f ∈ L1(T), then σN (f, x) → f(x) a. e. (a theorem of
HL05
Lebesgue 1905).

Additional useful kernels were invented, and the entire subject was re-

born. See
J-PK81
Kahane (1981).

Section E.2. In the late 1930’s, Arne Beurling showed that if F ∈ E2π,

F (x) ≥ sgn(x) for all real x, then∫
R
F (x)− sgn(x) dx ≥ 1,

and that equality is attained only when F (z) = B(z) as defined in (
E:DefBeurFcn
E.5).

He also showed that if G ∈ E2π, then∫
R
|G(x)− sgn(x)| dx ≥ 1/2

with equality if and only if

G(z) =
sin 2πz

π

(
log 4 +

∞∑
n=−∞

(−1)n sgn(n)
( 1
n
+

1

2z − n

))
.

This function gives a better approximation in the L1 norm, but does not

lend itself to one-sided approximations. Beurling never published his

work on this subject, and thus Selberg rediscovered Beurling’s function

B(z) in the early 1970’s; see
AS91a
Selberg (1991, p. 226). For full proofs of

Beurling’s theorems see
JDV85
Vaaler (1985).

Beurling’s work has since been extended to find optimal L1 majorants

and minorants for various weights, often with applications to inequalities

occurring in analytic number theory. Let λ be a positive real number,

and put E(λ, x) = e−λx for x ≥ 0, and E(λ, x) = 0 for x < 0.
G-V81
Graham

& Vaaler (1981) found the unique L1 majorants and minorants (whose

Fourier transforms are supported on [−1, 1]) for E(λ, x), sgn(x)e−λ|x|,

and e−λ|x|, and derived a precise form of the Wiener–Ikehara tauberian

theorem, which improves on a less precise version of
H-L33a,H-L33b
Heilbronn & Landau

(1933a,b).
H-V96
Holt & Vaaler (1996) generalized Beurling’s analysis by find-

ing bandlimited functions S± such that S−(x) ≤ sgn(x) ≤ S+(x) and∫∞
−∞(S+(x)−S−(x))|x|2ν+1 dx is minimized. Here ν is a real parameter,
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ν > −1. They also used de Brange’s theory of Hilbert spaces of en-

tire functions to construct approximations to the characteristic func-

tion of a ball in Euclidean space.
CaV10a,CaV10b
(Carneiro & Vaaler, 2010a,b) give

best possible bounds for some hermitian forms, and they determine

the unique trigonometric polynomial uN (x) of degree N and period 1

such that log |e(x) − 1| ≤ uN (x) for all x with
∫
T uN (x) dx as small as

possible. The least such value is (log 2)/(N + 1). Suppose that FN (z)

is a monic polynomial of degree N whose roots lie on the unit circle.

Then max|z|=1 log |FN (z)| is small if the roots of FN are approximately

equally-spaced. An upper bound for this maximum is given with sharp

constants, in terms of the power sums of the zeros. This situation is

the harmonic conjugate of discrepancy as discussed in
S:QuantEstUD
F.2.

CaV10b
Carneiro

& Vaaler (2010b) determine best possible L1(R) approximations to a

wide class of even functions by entire functions of exponential type.

Corresponding results are then derived for functions with period 1; in

particular the best approximation in L1(T) by a trigonometric polyno-

mial of degree at most N to the function log |1 − e(x)|.
CaCha11
Carneiro &

Chandee (2011) used extremal approximations to refine work of Little-

wood concerning the size of the zeta function, assuming RH.
ChaS11
Chandee &

Soundararajan (2011) give an improved estimate for |ζ(1/2+ it)| assum-

ing RH.
CaLV13
Carneiro, Littmann, Vaaler (2013) find extremal functions for

majorizing, minorizing, and approximating the function e−πλx
2

by en-

tire functions of exponential type, and provide numerous applications.
CCM13
Carneiro, Chandee, Milinovich (2015) give two proofs that the estim-

ate |S(t)| ≤ (1/4 + o(1))(log t)/(log log t) follows from RH.
CaF15
Carneiro

& Finder (2015) extend bounds for the zeta function to a wide class

of L-functions, assuming the relevant Riemann Hypothesis.
CCM15
Carneiro,

Chandee, Milinovich (2015) give a new and simple proof of the best

known bound for |S(t)| assuming RH, and give generalizations to L-

functions.
CaChi18
Carneiro & Chirre (2018) give sharp bounds for Sn(t) assum-

ing RH.

Suppose that F± ∈ L1(R) are functions such that F−(x) ≤ χ
[−L

2 ,
L
2 ]
(x)

≤ F+(x) for all real x, and supp F̂± ⊆ [−δ, δ]. Then

max

∫
R
χ
[−L/2,L/2](x)− F−(x) dx = L− δ−1f−(Lδ),

min

∫
R
F+(x)− χ

[−L/2,L/2](x) dx = L+ δ−1f+(Lδ)

for some functions f± whose values we would like to know. Selberg’s

construction using Beurling’s function demonstrates that 0 ≤ f−(x) ≤ 1
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and 0 < f+(x) ≤ 1 for all x, that they are both equal to 1 when x

is a positive integer, and that they are less than 1 when x is not an

integer.
BL77
Logan (1977) announced that he had identified the function f+,

but he never published his proof.
D-L92
Donoho & Logan (1992) settled the

issue when 0 < Lδ < 1; they showed that

max

∫
R
χ
[−L/2,L/2](x) dx = 0, min

∫
R
F+(x) dx =

2

δ

(
1 +

sinπLδ

πLδ

)−1

.

FL13
Littmann (2013) has identified the extremal F±, and has shown that∫

R
F+(x)− F−(x) dx =

2

δ

(
1 +

∣∣∣πLδ
πLδ

∣∣∣)−1

when Lδ ≥ 1, but it seems to be difficult to derive useful formulæ for

the f± from his analysis.

Section E.4. The proof of the Hardy–Littlewood maximal inequality

involves considering the equidistributed rearrangement of a given func-

tion. While we speak of the Hardy–Littlewood maximal inequality, in

fact it is a family of seven theorems, three for an interval [a, b], three for

T, and one for the real line.
Z68
(Zygmund, 1968, pp. 29–33) gives detailed

proofs of all of them.

The Rademacher–Menchov device has its origins in
HR22
Rademacher (1922)

and
DM23
Menchov (1923). Theorem

T:M(chi)
E.7 originates in

M-V79
Montgomery & Vaughan

(1979) where it is also shown that∑
2<p≤P

max
N

∣∣∣ N∑
n=1

(n
p

)∣∣∣2k ≪k π(P )P
k

for all real numbers k > 0.

The papers of
LC66a
Carleson (1966) and

RH68
Hunt (1068) are quite difficult to

read.
ML04a
Lacey (2004) has given a more accessible account of the L2 case.
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ML04a Lacey, M. T. (2004). Carleson’s Theorem: proof, complements, variations,
Publ. Mat. 48 (2), 251–307.

HL05 Lebesgue, H. (1905). Recherches sur la convergence des séries de Fourier, Math.
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Appendix F

Uniform Distribution

C:UD

In this appendix we consider the uniform distribution of various quant-

ities, the simplest being that of a sequence of real numbers considered

modulo 1. We find that the distribution modulo 1 of a sequence {un} can

be described in terms of the asymptotic size of the associated exponential

sums
∑N
n=1 e(kun). Here k runs over integral values, and e(θ) = e2πiθ

is the complex exponential with period 1. This motivates us to develope(theta)

(in Chapter
C:ExpSumI
16) methods for estimating exponential sums.

F.1 Uniform distribution (mod 1)
S:UDmod1

Let u1, u2, . . . be a sequence of real numbers, and for 0 ≤ α ≤ 1 let

Z(N,α) denote the number of n, 1 ≤ n ≤ N , such that 0 ≤ un ≤ αDefZ(N,alpha)

(mod 1). We say that the sequence {un} is uniformly distributed (mod

1) if

lim
N→∞

1

N
Z(N,α) = α (F.1) E:UDDef

for all α ∈ [0, 1]. To characterize uniformly distributed sequences we

have

T:WeylCrit Theorem F.1 (Weyl’s Criterion) The following are equivalent :

(a) The sequence {un} is uniformly distributed ;

(b) For every integer k ̸= 0,

lim
N→∞

1

N

N∑
n=1

e(kun) = 0 ;

391
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(c) For each function f with period 1 that is properly Riemann-integrable

on [0, 1],

lim
N→∞

1

N

N∑
n=1

f(un) =

∫ 1

0

f(x) dx. (F.2) E:UDCrit

Proof We note that (a) is equivalent to the assertion that (
E:UDCrit
F.2) holds

whenever f is the characteristic function χ
I
of the interval I = [0, α]

(mod 1) where 0 ≤ α ≤ 1. Similarly, (b) is equivalent to the assertion

that (
E:UDCrit
F.2) holds when f(x) = e(kx) for all integers k (including k = 0,

since (
E:UDCrit
F.2) holds trivially when f ≡ 1). Moreover, the relation (

E:UDCrit
F.2)

is linear, so that if it holds for several functions, then it holds for any

linear combination of (finitely many of) them. Hence (a) asserts that

(
E:UDCrit
F.2) holds for step functions with period 1, and (b) asserts that (

E:UDCrit
F.2)

holds for trigonometric polynomials with period 1. We complete the

proof by showing that (c) ⇒ (b) ⇒ (a) ⇒ (c).

The implication (c) ⇒ (b) is trivial, since trigonometric polynomials

are Riemann-integrable.

To show that (b) implies (a), we appeal to Theorem
T:|f-T|approx
E.1. Of course

the characteristic function of the arc [α, β] is not continuous, so we first

construct a continuous one-sided approximations to the characteristic

function, whose integrals are close to β − α. Specifically, let L+(x) be

the piecewise linear function with period 1 whose graph has the vertices

(0, 1+ε), (α, 1+ε), (α+ε, ε), (1−ε, ε), (1, 1+ε), and similarly let L−(x) be

the piecewise linear function with period 1 whose graph has the vertices

(0,−ε), (ε, 1 − ε), (α − ε, 1 − ε), (α,−ε), (1,−ε). (We may suppose that

0 < α < 1 and that ε is so small that 2ε ≤ α ≤ 1−2ε.) Then the L± are

continuous, L−(x) + ε ≤ χ
I
(x) ≤ L+(x) − ε for all x, and the L± are

good approximations to χ
I
in the L1-norm, since

∫ 1

0
L±(x) dx = α± 2ε.

By Theorem
T:|f-T|approx
E.1 there exist trigonometric polynomials T±(x) such that

|L±(x) − T±(x)| < ε for all x. Hence T−(x) ≤ χ
I
(x) ≤ T+(x) for all x,∫ 1

0
T−(x) dx ≥ α− 3ε,and

∫ 1

0
T+(x) dx ≤ α+ 3ε. But then

Z(N,α) =

N∑
n=1

χ
I
(un) ≤

N∑
n=1

T+(un),

and by the hypothesis (b) we know that

lim
N→∞

1

N

N∑
n=1

T+(un) =

∫ 1

0

T+(x) dx ≤ α+ 3ε,

so it follows that lim supN→∞ Z(N,α)/N ≤ α+3ε. By arguing similarly
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with T−(x), we see that lim infN→∞ Z(N,α)/N ≥ α − 3ε. Since ε may

be taken arbitrarily small, we have (a).

Finally we show that (a) implies (c); our method is the same as the

one just completed. If f(x) is properly Riemann-integrable on [0, 1],

then for any ε > 0 there exist step functions S±(x) such that S−(x) ≤
f(x) ≤ S+(x),

∫ 1

0
f(x)− S−(x) dx < ε, and

∫ 1

0
S+(x)− f(x) dx < ε. By

proceeding as above, but with χ
I
replaced by f and T± replaced by S±,

we see that

lim sup
N→∞

1

N

N∑
n=1

f(un) ≤ lim
N→∞

1

N

N∑
n=1

S+(un)

=

∫ 1

0

S+(x) dx <

∫ 1

0

f(x) dx+ ε,

and similarly for the lim inf. Hence we see that (a) implies (c), and the

proof is complete.

When we consider a real number x (mod 1), or equivalently the frac-

tional part {x} of x, we are treating x as a representative of a member

of the circle group T = R/Z. Similarly, a function with period 1 may be

thought of as having domain T. Thus Weyl’s criterion can be considered

to be a statement concerning the distribution of points u1, u2, . . . in T.
We find it fruitful to cast Weyl’s criterion in the language of measure

theory. We call a measure µ on T a probability measure if both µ(S) ≥ 0

for all measureable sets S ⊆ T and also µ(T) = 1. Let δ, the Dirac delta,

denote the probability measure that assigns unit mass to the point 0.

Thus δ(S) = 1 or 0 according as 0 ∈ S or not. The measure δ andDiracDelta

also Lebesgue measure λ are examples of probability measures on T. IfLebesgue

u1, u2, . . . is a sequence of points in T, then for each N put

µN (x) =
1

N

N∑
n=1

δ(x− un). (F.3) E:Defmu_N

Thus µN is a probability measure that places mass 1/N at each of the

points u1, u2, . . . , uN , and hence∫
T
f(x) dµN =

1

N

N∑
n=1

f(un).

In general, if µ is a measure on T, then for integers k we define its Fourier

coefficient µ̂(k) to be

µ̂(k) =

∫
T
e(−kx) dµ. (F.4) E:Defmuhat



394 Uniform Distribution

Thus for the special measures µN we see that µ̂N (k) = 1
N

∑N
n=1 e(−kun).

Hence Weyl’s criterion asserts that the following assertions are equival-

ent:

(a) µN ([0, α]) → α as N → ∞ for all α ∈ [0, 1] (i.e., µN → λ weakly);

(b) For each integer k ̸= 0, µ̂N (k) → 0 as N → ∞;

(c) If f is properly Riemann-integrable on T, then
∫
T f dµN →

∫
T f dλ

as N → ∞.

Here the restriction to measures of the special shape (
E:Defmu_N
F.3) may be

dropped, since it is easy to see that the proof of Theorem
T:WeylCrit
F.1 applies

equally to any sequence of probability measures µ1, µ2, . . ..

As a first application of Weyl’s criterion we have

T:n*alphaUD Theorem F.2 If θ is irrational, then the numbers nθ are uniformly

distributed (mod 1).

We note that the converse of the above is obvious.

Proof From Lemma
L:GeoSumEst
16.4 we know that∣∣∣∣ N∑
n=1

e(nα)

∣∣∣∣ ≤ min
(
N,

1

2∥α∥

)
.

On taking α = kθ in the above, we see that

1

N

N∑
n=1

e(knθ) ≪ 1

∥kθ∥N
.

Since θ is irrational, it follows that kθ is not an integer, so that the

above is ≪ 1/N with an implicit constant that depends on k and on θ.

Thus we have Theorem
T:WeylCrit
F.1(b), and hence the sequence nθ is uniformly

distributed (mod 1).

Suppose that θ is irrational. Since the numbers nθ are dense modulo

1, it follows that they are dense. That is, for any real β, and any ε > 0,

there exist n (even infinitely many n) such that ∥nθ + β∥ < ε.

S:UDmod1

F.1.1 Exercises

1. Suppose that {un} is uniformly distributed (mod 1), and let c be a real

number. Put vn = un + c. Show that {vn} is uniformly distributed.

2. (a) Suppose that f ∈ L1(T). Show that for every ε > 0 there is a

trigonometric polynomial T (x) such that
∫
T |f(x)− T (x)| dx < ε.
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(b) Suppose that f is real valued, has period 1, and that for every

ε > 0 there exist trigonometric polynomials T+ and T− such that

T−(x) ≤ f(x) ≤ T+(x) for all x and
∫
T T+(x) − T−(x) dx < ε.

Show that f is Riemann-integrable on [0, 1].

3. Suppose that f has period 1 and that limN→∞
1
N

∑N
n=1 f(un) ex-

ists whenever {un} is uniformly distributed. Show that f is properly

Riemann-integrable.

Exer:LogNotUD 4. (a) Show that

lim sup
N→∞

1

N
card{n : 1 ≤ n ≤ N, {log n} ∈ [0, 1/2]} =

e− e1/2

e− 1
.

(b) Show that

lim inf
N→∞

1

N
card{n : 1 ≤ n ≤ N, {log n} ∈ [0, 1/2]} =

e1/2 − 1

e− 1
.

(c) Show that

1

N

N∑
n=1

e(k log n) =
N2πik

2πik + 1
+O

(
(|k|+ 1)

logN

N

)
.

(d) Show that the sequence {log n} is not uniformly distributed

(mod 1).

5. Suppose that {un} is a sequence such that limn→∞ un+1 − un =

α. Show that if α is irrational, then {un} is uniformly distributed

(mod 1).

6. Let I and J be arcs of T, and suppose that α is an irrational number.

Put un = nα. Show that for each nonnegative integer m the limit

dm = lim
N→∞

1

N
card{n ∈ [1, N ] : un ∈ I, un−m ∈ J}

exists. Prove that

lim
M→∞

1

M

M∑
m=1

dm = |I||J|.

F.2 Quantitative estimates
S:QuantEstUD

Suppose that a sequence {un} is given, and let Z(N,α) be defined as in

the preceding section. For 0 ≤ α ≤ 1 putD(N,alpha)

D(N,α) = Z(N,α)−Nα.
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The discrepancy of the sequence {un} is the quantityD^star(N)

D⋆(N) = sup
0≤α≤1

|D(N,α)|.

As a companion to (a)–(c) of Theorem
T:WeylCrit
F.1, consider the assertion

(d) D⋆(N) = o(N) as N → ∞.

On one hand, this is equivalent to asserting that (
E:UDDef
F.1) holds uniformly in

α. Hence (d) implies part (a) of Theorem
T:WeylCrit
F.1. To establish the converse,

we first observe that D(N,α) has a sort of one-sided Lipschitz property:

If 0 ≤ α ≤ β ≤ 1, then

D(N, β)−D(N ;α) ≥ −N(β − α)

because Z(N,α) is an increasing function of α. Hence if |D⋆(N,m/M)| <
εN for m = 0, 1, 2, . . . ,M , then |D(N,α)| < (ε + 1/M)N for all α ∈
[0, 1]. Thus we see that if (

E:UDDef
F.1) holds everywhere pointwise, then it

holds uniformly, and hence the assertion (d) above is equivalent to the

assertions of Theorem
T:WeylCrit
F.1.

Since the discrepancy of a sequence provides a measure of the rate at

which the limit (
E:UDDef
F.1) is attained, it is reasonable to ask for quantitative

connections between the size of the discrepancy and of the exponential

sums considered in part (b) of Theorem
T:WeylCrit
F.1. Such links can be estab-

lished in both directions, but since we shall shortly be developing meth-

ods for estimating exponential sums, the most useful tool is a bound for

the discrepancy in terms of exponential sums.

T:ETIneq Theorem F.3 (The Erdős–Turán inequality) Let u1, u2, . . . , uN be N

numbers in T, let I = [α, β] be an arbitrary arc of T of length β−α ≤ 1,

and let K be an arbitrary positive integer. Then

| card{n ∈ [1, N ] : un ∈ I} − (β − α)N | ≤ N

K + 1
+ 3

K∑
k=1

1

k

∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣.
By taking α = 0 and allowing β to vary, we may make the left

hand side above as close as we like to D⋆(N), and hence this inequality

provides the desired bound for the discrepancy.

Proof We proceed in the same manner as in the proof of Theorem
T:WeylCrit
F.1,

but now we employ quantitative one-sided trigonometric approximations

to χ
I
that are sharp in the L1-norm. Specifically, suppose that T−(x) is
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chosen as in Theorem
T:TrigApproxMod1
E.4. Then

card{n ∈ [1, N ] : un ∈ I} =

N∑
n=1

χ
I
(un)

≥
N∑
n=1

T−(un)

=

K∑
k=−K

T̂−(k)

N∑
n=1

e(kun).

By Theorem
T:TrigApproxMod1
E.4(b) we know that T̂−(0) = β−α−1/(K+1). To estimate

the Fourier coefficients T̂−(k) for k ̸= 0, we recall that if f is in L1(T),
then

|f̂(k)| =
∣∣∣ ∫

T
f(x)e(−kx) dx

∣∣∣ ≤ ∫
T
|f(x)| dx = ∥f∥L1 .

Since

χ̂
I
(k) = e(−k(α+ β)/2)

sinπk(β − α)

πk
(k ̸= 0),

by taking f = χ
I
− T− we see by Theorem

T:TrigApproxMod1
E.4(b) that∣∣∣e(−k(α+ β)/2)

sinπk(β − α)

πk
− T̂−(k)

∣∣∣ ≤ 1

K + 1
(k ̸= 0),

and hence that

|T̂−(k)| ≤
1

K + 1
+
∣∣∣ sinπk(β − α)

πk

∣∣∣ (k ̸= 0).

Thus

card{n ∈ [1, N ] : un ∈ I} ≥ (β − α)N − N

K + 1

− 2

K∑
k=1

( 1

K + 1
+
∣∣∣ sinπk(β − α)

πk

∣∣∣)∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣. (F.5) E:ErdTurEst1

But | sinu| ≤ 1 and 2( 1
K+1 + 1

πk ) ≤ 2( 1k + 1
3k ) < 3/k, so this gives the

desired lower bound. The corresponding upper bound is proved similarly,

using the T+(x) from Theorem
T:TrigApproxMod1
E.4.

The Erdős–Turán inequality provides a good estimate for the discrep-

ancy in terms of exponential sums, but for short intervals we can do

better.
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T:E-TShortInt Theorem F.4 Let u1, u2, . . . , uN be given, and suppose that K is an

integer such that
K∑
k=1

∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣ < N/8.

Then any arc I = [α, β] of T of length β − α ≥ 3/(K + 1) contains at

least 1
3 (β − α)N of the points un.

Proof Since | sinu| ≤ |u|, the lower bound in (
E:ErdTurEst1
F.5) is

≥ (β − α)N − 1

3
(β − α)N − 8

3
(β − α)

K∑
k=1

∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣,
which gives the result.

S:QuantEstUD

F.2.1 Exercises

1. Let A be a dense subset of [0, 1], and suppose that a sequence {un} is

given. Show that if the relation (
E:UDDef
F.1) holds for all α ∈ A, then (

E:UDDef
F.1)

holds for all α, and hence {un} is uniformly distributed (mod 1).

2. Let p be an odd prime, and put un = n2/p for 1 ≤ n ≤ p.

(a) Show that ∣∣∣∣ p∑
n=1

e(kun)

∣∣∣∣ =
{
p if k ≡ 0 (mod p),
√
p if k ̸≡ 0 (mod p).

(b) Show that D⋆(p) ≪ p1/2 log p.

(c) This is a special case of what familiar inequality?

3. (a) Show that D⋆(N) ≥ 1/2 for any sequence {un} and any N ≥ 1.

(b) Show that if N points u1, u2, . . . , uN are equally spaced (mod 1),

then D⋆(N) ≤ 1.

4. (a) Suppose that u1, u2, . . . , uM and v1, v2, . . . , vN are two sequences,

with discrepancies D⋆(M ;u) and D⋆(N ;v), respectively. Let w1, w2,

. . . , wM+N be the concatenation of these two sequences (i.e., wm =

um for 1 ≤ m ≤ M , wM+n = vn for 1 ≤ n ≤ N), and let D⋆(M +

N ;w) be its discrepancy. Show that D⋆(M + N ;w) ≤ D⋆(M ;u) +

D⋆(N ;v).

(b) Show that if ∥un− vn∥ ≤ δ for all n, then |D⋆(N ;u)−D⋆(N ;v)|
≤ δN for all N ≥ 1.
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(c) Suppose that un = nθ + β. Show that if |θ − a/q| ≤ A/q2 and

(a, q) = 1, then D⋆(q) ≤ A+ 1.

(d) In the remaining parts of this exercise, let θ denote the ‘golden

ratio’, θ = (1 +
√
5)/2, and let Fh denote the hth Fibonacci

number. Show that Fhθ = Fh+1 + (−1)h+1θ−h. Deduce that

|θ − Fh+1/Fh| ≤ F−2
h .

(e) Show also that (Fh, Fh+1) = 1.

(f) Deduce that if N = Fh for some h and if u1, u2, . . . , uN are any

N consecutive members of the sequence {nθ}, then D⋆(N) ≤ 2.

(g) Show that any positive integer N may be written in the form

N = Fh1
+ Fh2

+ · · ·+ FhR
where h1 > h2 > · · · > hR.

(h) Show that if un = nθ where θ is the golden ratio, then D⋆(N)

≪ logN .

(i) Show that

Fh∑
k=1

1

∥kθ∥
≍ Fh logFh.

(j) Deduce that

K∑
k=1

1

k∥kθ∥
≍ (logK)2.

(k) Conclude that the Erdős–Turán inequality gives a bound weaker

than in (h), namely D⋆(N) ≪ (logN)2.

5. Suppose that a sequence {un} is given, and letD(N)

D(N) = sup
0≤α≤β≤1

| card{n ∈ [1, N ] : α ≤ un ≤ β (mod 1)}−(β−α)N |.

(a) Show that D(N) = sup0≤α≤1D(N,α)− inf0≤α≤1D(N,α).

(b) Show that D⋆(N) ≤ D(N) ≤ 2D⋆(N).

(c) Suppose that vn = un+c for all n. Show thatD(N ;u) = D(N ;v).

6. Let µ denote a probability measure on T. Show that if I = [α, β] is

an arc of T, 0 ≤ β − α ≤ 1, then for any positive integer K

|µ([α, β])− (β − α)| ≤ 1

K
+ 3

K∑
k=1

1

k
|µ̂(k)|

where µ̂(k) is defined as in (
E:Defmuhat
F.4).

In the next exercise we establish a quantitative version of the implic-

ation (d) ⇒ (c) for a restricted — but important — class of functions.
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7. Suppose that {un} is a given sequence, and that f has bounded vari-

ation on T. Show that∣∣∣∣ N∑
n=1

f(un)−
∫ 1

0

f(x) dx

∣∣∣∣ ≤ D⋆(N)VarT(f).

(Careful! The Riemann–Stieltjes integral
∫
f(α) dD(N,α) does not

exist if f is has a jump discontinuity at any of the points un.)

Next we establish a quantitative version of the implication (d) ⇒ (b).

8. Let {un} be a given sequence.

(a) Show that if k ̸= 0, then

N∑
n=1

e(kun) = −2πik

∫ 1

0

D(N,α)e(kα) dα.

(b) Show that if k ̸= 0, then∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣ ≤ 2π|k|D⋆(N).

(c) Now show that the constant 2π in the above can be improved:

Write
∑N
n=1 e(kun) = ρe(θ) in polar coordinates, so that ρ =

|
∑N
n=1 e(kun)| =

∑N
n=1 cos 2π(kun − θ). Show that∣∣∣∣ N∑

n=1

e(kun)

∣∣∣∣ = 2πk

∫ 1

0

D(N,α) sin 2π(kα− θ) dα ≤ 4|k|D⋆(N).

(d) Construct examples to show that the inequality above would be

false if the constant 4 were replaced by a number < 4. Suggestion:

Consider sequences of N terms where N is even, N ≥ 4, 1 ≤
k < N/2, ε is sufficiently small, and the sequence starts with

k repetitions of ε, followed by 1
N , 2

N , . . ., 1
2 − k

N ,
1
2 + k

N ,
1
2 +

k+1
N , . . . , N−2

N , N−1
N , and then k entries of 1− ε.

9. (a) Suppose that the points un are distinct from 0 (mod 1) and from

α (mod 1). Show that

D(N,α) =

N∑
n=1

s(un − α)− s(un)

where s(x) is the ‘sawtooth function’ as in Lemma D.1, namely

s(x) =

{
{x} − 1/2 (x /∈ Z),
0 (x ∈ Z).

(F.6) E:Defsawtoothfcn
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(b) Show that ∫ 1

0

D(N,α) dα =

N∑
n=1

1

2
− {un}.

(c) By using Lemma D.1, or otherwise, show that if α is distinct

(mod 1) from the points un, then

D(N,α) =

( N∑
n=1

1

2
− {un}

)

+
1

2πi
lim
K→∞

∑
0<|k|≤K

1

k

( N∑
n=1

e(−kun)
)
e(kα).

(d) Deduce that∫ 1

0

D(N,α)2 dα =

( N∑
n=1

1

2
− {un}

)2
+

1

2π2

∞∑
k=1

1

k2

∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣2.
10. (a) Suppose that δ is given. Show that if α and α+δ are both distinct

from the un (mod 1), then

D(N,α+ δ)−D(N,α)

=
1

2πi
lim
K→∞

∑
0<|k|≤K

1

k

( N∑
n=1

e(−kun)
)
(e(kδ)− 1)e(kα).

(b) Deduce that∫ 1

0

(D(N,α+ δ)−D(N,α))2 dα =
∑
k ̸=0

( sinπδk
πk

)2∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣2.
(c) Show that

K∑
k=1

∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣2 ≤ 2π2K2D⋆(N)2.

11. (a) Show that∑
|k|<K

(
1− |k|

K

)∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣2 =

N∑
m=1

N∑
n=1

∆K(um − un) ≥ NK

where ∆K(α) is Fejér’s kernel,Fejerkernel

∆K(α) =
∑

|k|<K

(
1− |k|

K

)
e(kα) =

1

K

( sinπKα
sinπα

)2
.
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(b) Show that

max
1≤k≤2N

∣∣∣∣ N∑
n=1

e(kun)

∣∣∣∣ ≥ (N/2)1/2.

Exer:deltan 12. Suppose that 0 < u1 ≤ u2 ≤ . . . ≤ uN = 1, and put δn = un − n/N .

(a) Show that

max
0≤α≤1

D(N,α) = −N min
1≤n≤N

δn.

(b) Show that

inf
0≤α≤1

D(N,α) = −1− max
1≤n≤N

δn.

(c) Show that∫ 1

0

D(N,α)2 dα =

N∑
n=1

∫ un

un−1

(n− 1−Nα)2 dα

where u0 = 0.

(d) Deduce that

N∑
n=1

δ2n =
1

N

∫ 1

0

D(N,α)2 dα+
1

N

∫ 1

0

D(N,α) dα+
1

6N
.

(e) Show that if N > 1, then

N∑
n=1

e(un) =

N∑
n=1

(e(δn)− 1)e(n/N).

(f) Deduce that ∣∣∣∣ N∑
n=1

e(un)

∣∣∣∣ ≤ 2π

N∑
n=1

|δn|.

13. Take the un to be the Farey fractions a/q ∈ [0, 1) of order Q. Thus

(a, q) = 1, q ≤ Q, and

N = N(Q) =

Q∑
q=1

φ(q) ∼ 3

π2
Q2.

(a) By considering the contribution of the interval [1− 1/Q, 1), show

that ∫ 1

0

D(N,α)2 dα ≥ N2

3Q3
≍ Q.
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(b) Use properties of Ramanujan’s sum cq(k) (as defined in §4.1) to

show that
Q∑
q=1

q∑
a=1

(a,q)=1

e(ak/q) =
∑
d|k

dM(Q/d)

where M(x) =
∑
n≤x µ(n) is the summatory function of the

Möbius function.

(c) Show that D⋆(N) = o(N) as N → ∞.

(d) Show that for every Q ≥ 1,∫ 1

0

D(N,α)2 dα ≥ M(Q)2

2π2
.

(e) Show that if Q ≥ 1, then∫ 1

0

D(N,α)2 dα

=
1

4
+

1

12

∑
r≤Q

(∏
p|r

(1− p−2)
)( ∑

s≤Q/r

1

s
M(Q/(rs))

)2
.

(f) (Franel 1924) Show that the Riemann Hypothesis is equivalent

to the assertion that∫ 1

0

D(N,α)2 dα≪ε Q
1+ε

for every ε > 0.

(g) (Franel 1924) Let the numbers δn be defined as in Exercise
Exer:deltan
12.

Show that the Riemann Hypothesis is equivalent to the estimate

N∑
n=1

δ2n ≪ε Q
−1+ε.

(h) (Landau 1924) Show that the Riemann Hypothesis is equivalent

to the estimate
N∑
n=1

|δn| ≪ε Q
1/2+ε.

14. Let b be an integer > 1, and suppose that the representation of x in

base b is x = 0.a1a2a3 . . . where 0 ≤ an < b for all n. Suppose that

c1, c2, . . . , cK are integers such that 0 ≤ ck < b for all k. We say that

x is normal base b if

lim
N→∞

1

N
card{n ∈ [1, N ] : an+k = ck (1 ≤ k ≤ K)} =

1

bK
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for each K ≥ 1 and each of the bK admissible choices of the ck.

(a) Show that x is normal base b if and only if the sequence {xbn} is

uniformly distributed (mod 1).

(b) Show that the numbers normal to base b form a set of first Baire

category (i.e., the set can be expressed as a countable union of

nowhere dense sets).

(c) Show that ∫ 1

0

∣∣∣∣ N∑
n=1

e(xbn)

∣∣∣∣2 dx = N.

(d) Let D⋆(N ;ux) denote the discrepancy of the sequence {xbn}Nn=1.

Show that ∫ 1

0

D⋆(N ;ux) dx≪ N1/2 logN.

(e) Show that almost all real numbers x are normal base b, in the

sense of Lebesgue measure theory. This is interesting, since as a

set of first Baire category one might expect it to be small.

15. Grössencharaktere for Q
(√

−1
)
, continued from Exercise 11.3.14.

Show that the number of pairs (a, b) of integers such that a2+b2 ≤ x,

a2 + b2 is prime, and 0 ≤ arg(a+ ib) ≤ θ is

2θ

π
li(x) +O

(
x exp(−c

√
log x)

)
uniformly for 0 ≤ θ ≤ 2π.

F.3 Kronecker’s Theorem
S:KroThm

We now generalize Theorem
T:n*alphaUD
F.2 to m dimensions: We describe the

distribution of the points ({qr1}, {qr2}, . . . , {qrm}) in [0, 1)m. Since it

is a nuisance to have to take the fractional part of real numbers, we

simply consider pq = (qr1, qr2, . . . , qrm) modulo Zm, or, equivalently,

we consider pq to represent a member of the m-dimensional circle group

Tm = (R/Z)m.

For 1 ≤ i ≤ m let Ii = [αi, βi] be an arc of T with 0 ≤ βi − αi ≤ 1,

so that B = I1 × I2 × · · · × Im is a box in Tm. In the same way that

we write a sum or product of numbers as
∑n
i=1 ai or

∏n
i=1 ai, we may
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sometimes write a Cartesean product of a sequence of sets as Xni=1 Si.

Thus B = Xmi=1 Ii. For a given sequence u1,u2, . . . of points in Tm, letDefCartProd

Z(N,B) = card{n ∈ [1, N ] : un ∈ B}

and set

D(N,B) = Z(N,B)−N

m∏
i=1

(βi − αi).

We say that the points un are uniformly distributed in Tm if D(N,B) =

o(N) as N → ∞ for every such box B ⊆ Tm. This is all in parallel with

our treatment of the case m = 1, and we can also define a discrepancy

function,

D(N) = sup
B⊆Tm

|D(N,B)|

where the supremum is over all boxes as described above. Weyl’s criterion

extends to this situation in an obvious manner:

T:WeylT^m Theorem F.5 Let u1,u2, . . . be a given sequence of points in Tm.

Then the following assertions are equivalent:

(a) The sequence {un} is uniformly distributed in Tm;

(b) If k is a non-zero lattice point (i.e., k ∈ Zm, k ̸= 0), then

N∑
n=1

e(k · un) = o(N) (N → ∞);

(c) If f is properly Riemann-integrable on Tm, then

lim
N→∞

1

N

N∑
n=1

f(un) =

∫
Tm

f(x) dx;

(d) D(N) = o(N) as N → ∞.

Proof The arguments of §
S:UDmod1
F.1 carry over to the present context without

change, except for the issue of constructing trigonometric majorants and

minorants in several dimensions. We consider the majorants first. For

1 ≤ i ≤ m suppose that Ti(x) is a trigonometric polynomial such that

χ
Ii
(x) ≤ Ti(x) for all x, and that

∫ 1

0
Ti(x) dx ≤ βi − αi + ε. If we set

T+(x) =

m∏
i=1

Ti(xi),
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then χ
B
(x) ≤ T+(x) and∫

Tm

T+(x) dx ≤
m∏
i=1

(βi − αi + ε) ≤ vol(B) +
(
(1 + ε)m − 1

)
.

This suffices as a majorant. As for minorants, we observe that Ii and

its complement Ici partition T into two subsets. Hence the cartesian

products of the Ii and their complements partition Tm into 2m boxes,

say B1,B2, . . . ,B2m where we take B1 = B. Thus

2m∑
k=1

χ
Bk
(x) ≡ 1.

If χ
Bk
(x) ≤ Tk(x) for all x and

∫
Tm Tk(x) dx ≤ vol(Bk) + ε, then

χ
B
(x) = 1−

2m∑
k=2

χ
Bk
(x) ≥ 1−

2m∑
k=2

Tk(x) = T−(x),

say, and
∫
Tm T−(x) dx ≥ vol(B)−

(
2m − 1

)
ε. This suffices to construct

the required trigonometric minorant.

We consider several forms of Kronecker’s theorem, the simplest being

a natural extension of Theorem
T:n*alphaUD
F.2.

T:KroThm1 Theorem F.6 Let r1, r2, . . . , rm be real numbers. If the points pq =

(qr1, qr2, . . . , qrm) are dense in Tm, then 1, r1, r2, . . . , rm are linearly

independent over Q. Conversely, if 1, r1, r2, . . . , rm are linearly inde-

pendent over Q, then the points pq are not only dense in Tm but are

uniformly distributed in Tm.

Proof We first show that if the numbers 1, r1, . . . , rm are linearly de-

pendent, then the points pq are not dense. Suppose that

u0 + u1r1 + u2r2 + · · ·+ umrm = 0

where the ui are integers, not all 0. Clearly at least one of u1, u2, . . . , um
is non-zero; without loss of generality, we may suppose that um ̸= 0. If

∥qri∥ ≤ ε for 1 ≤ i < m, then

∥umqrm∥ =
∥∥∥m−1∑
i=1

uiqri

∥∥∥ ≤
m−1∑
i=1

∥uiqri∥ ≤
m−1∑
i=1

|ui|∥qri∥ ≤ ε

m−1∑
i=1

|ui|.

Suppose that ε is so small that this last quantity above is ≤ |5um|−1.
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Then the box

∥x1∥ ≤ ε, ∥x2∥ ≤ ε, . . . , ∥xm−1∥ ≤ ε,
∥∥∥xm − 1

2um

∥∥ ≤ 1

5|um|
contains no point pq, so the pq are not dense.

Suppose now that 1, r1, r2, . . . , rm are linearly independent over Q.

Hence if k ∈ Zm, k ̸= 0, then k · r is not an integer. Consequently by

(
E:GeoSumEst
16.4) it follows that∣∣∣∣ Q∑

q=1

e(k · pq)
∣∣∣∣ = ∣∣∣∣ Q∑

q=1

e(qk · r)
∣∣∣∣ ≤ 1

2∥k · r∥
= O(1)

where the implicit constant depends on k and on r. This is o(Q) as

Q → ∞, so condition (b) of Theorem
T:WeylT^m
F.5 is satisfied, and hence the pq

are uniformly distributed in Tm.

Let x1,x2, . . . be a sequence of points in Tm. We may define a prob-

ability measure µN by placing a mass 1/N at each of the points xn for

1 ≤ n ≤ N , and put

µ̂(k) =

∫
Tm

e(−k · x) dµ(x) = 1

N

N∑
n=1

e(−k · xn). (F.7) E:Defmuhat2

Then Theorem
T:WeylT^m
F.5 could be formulated in terms of the µN , and in-

deed both the theorem and its proof apply equally to any sequence of

probability measures. That is, the following assertions are equivalent:

(a) If B = Xmi=1 Ii is a box in Tm, then limN→∞ µN (B) = volB;

(b) If k ∈ Zm, k ̸= 0, then limN→∞ µ̂N (k) = 0;

(c) If f is properly Riemann-integrable on Tm, then

lim
N→∞

∫
Tm

f(x) dµN (x) =

∫
Tm

f(x) dx;

(d) limN→∞ supB |µN (B) − volB| = 0 where the supremum is over all

boxes B = Xmi=1 Ii ⊆ Tm.

In particular, if p(t) is the position vector of a continuous curve in Tm,

then we can define a probability measure

µT (S) =
1

T
meas{t ∈ [0, T ] : p(t) ∈ S}.

Thus if f is Riemann-integrable over Tm, then∫
Tm

f(x) dµT (x) =
1

T

∫ T

0

f(p(t)) dt,
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and hence we see that the curve p(t) is uniformly distributed in Tm if

and only if ∫ T

0

e(k · p(t)) dt = o(T ) (T → ∞)

for every non-zero lattice point k ∈ Zm. A situation of this kind arises

in our second formulation of Kronecker’s theorem.

T:KroThm2 Theorem F.7 Suppose that r1, r2, . . . , rm are real numbers and let

p(t) = (tr1, tr2, . . . , trm) ∈ Tm

where t is a real parameter. If the set P = {p(t) : t ∈ R} is dense in

Tm, then r1, r2, . . . , rm are linearly independent over Q. Conversely, if

r1, r2, . . . ,m are linearly independent over Q, then P is not only dense

in Tm but also uniformly distributed in the sense that

lim
T→∞

sup
B

∣∣∣ 1
T

meas{t ∈ [0, T ] : p(t) ∈ B} − volB
∣∣∣ = 0

where the supremum is taken over all boxes B = Xmi=1 Ii ⊆ Tm.

It is easy to demonstrate by elementary reasoning that Theorems
T:KroThm1
F.6

and
T:KroThm2
F.7 are equivalent (see Exercise 1 below). Thus it is possible to

present Theorem
T:KroThm2
F.7 as a consequence of Theorem

T:KroThm1
F.6, but we find it

instructive to derive it independently.

Proof Suppose that the ri are linearly dependent, say u · r = 0 where

u ∈ Zm and um > 0. Hence if p ≡ tr (mod Zm) for some t, then

u · p = 0. Let B denote the box of points x for which |xi| ≤ ε for

1 ≤ i <, and |xm − 1/(2um)| ≤ 1/(5um). If x ∈ B, then

|u · x− 1/2| ≤ |umxm − 1/2|+
m−1∑
i=1

|uixi| ≤
1

5
+ ε

m−1∑
i=1

|ui|.

Fix ε > 0 so that the last term above is ≤ 1/5. Then u · x ≥ 1/10, so

u · x ̸= 0. Thus B contains no point of the curve tr, and so the curve is

not dense in Tm.

Now suppose that the ri are linearly independent over Q. On defining

the measure µT as above, we see that if k ∈ Zm, k ̸= 0, then

µ̂T (k) =
1

T

∫ T

0

e(−k · tr) dt = 1

T
· 1− e(−k · Tr)

2πi(k · r)
→ 0

as T → ∞. Hence the curve tθ is uniformly distributed in Tm.
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Theorem
T:KroThm2
F.7 provides useful information concerning the values taken

by exponential polynomials, as follows.

Co:ValExpPoly Corollary F.8 Suppose that f(t) =
∑R
r=1 are(λrt) where the λr are

real numbers. Suppose also that |a1| ≥ |a2| ≥ · · · ≥ |aR|. If |a1| ≤∑R
r=2 |ar|, then the values of f(t) for t ∈ R lie in the disk |z| ≤

∑R
r=1 |ar|.

If |a1| >
∑R
r=2 |ar|, then the values of f(t) lie in the annulus |a1| −∑R

r=2 |ar| ≤ |z| ≤ |a1| +
∑R
r=2 |ar|. If the λr are linearly independent

over Q, then the values of f(t) are dense in this disk (or annulus).

Proof It is clear that the disk (or annulus) described is the set of points

z that can be written in the form z =
∑R
r=1 are(αr). If the λr are

linearly independent over Q, then for any ε > 0 there exist real numbers

t such that ∥λrt − αr∥ ≤ ε and hence |f(t) − z| ≤ Cε where C =

2π
∑R
r=1 |ar|.

We have found that if the numbers ri are linearly independent over

Q, then the curve tr in Tm passes through any given box B infinitely

many times. But we can actually prove a little more, namely that the

gaps between returns to B are uniformly bounded. This is critical to our

discussion of almost periodic functions in the next section.

Co:BndedReturns Corollary F.9 Suppose that the real numbers r1, r2, . . . , rm are lin-

early independent over Q, and let ε > 0 be given. Then there is a num-

ber H > 0, depending only on ε and the numbers r1, r2, . . . , rm, such

that for any real number T and any α ∈ Tm there is a real number t,

T ≤ t ≤ T +H, such that ∥tri − αi∥ ≤ ε for 1 ≤ i ≤ m.

In order to clarify the relation of this new result to our earlier ones,

we provide two proofs.

First Proof By Theorem
T:KroThm2
F.7 we know that if H is sufficiently large,

then ∣∣∣ 1
H

meas{t ∈ [0, H] : tr ∈ B} − volB
∣∣∣ ≤ εm

for all boxes B in Tm. Thus if volB > εm, then there is a t, 0 ≤ t ≤ H,

such that tr ∈ B. Let B0 = [−ε, ε]m; this is a box centred at 0 whose

volume is (2ε)m > εm. Then c+B is a box of the same size, centred at

c. By taking B = c+B0, we see that for every c there is a t, 0 ≤ t ≤ H

such that tr ∈ c + B0, which is to say that ∥tri − ci∥ ≤ ε for all i.

Now take ci = αi − Tri. Then ∥(t + T )r)i − αi∥ ≤ ε for all i, and

T ≤ T + t ≤ T +H.
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Second Proof Let B0 = [−ε, ε]m be a small box in Tm centred at 0,

and let T−(x) be a trigonometric polynomial in m variables such that

T−(x) ≤ χ
B0

(x)

for all x, and ∫
Tm

T−(x) dx > 0.

Then∫ T+H

T

χ
B0
(tr −α) dt ≥

∫ T+H

T

T−(tr −α) dt

=
∑
k

T̂−(k)e(−k ·α)
∫ T+H

T

e(tk · r) dt.

Now if θ ̸= 0, then∣∣∣∣ ∫ T+H

T

e(tθ) dt

∣∣∣∣ = ∣∣∣e((T +H)θ)− e(Tθ)

2πiθ

∣∣∣ = ∣∣∣ sinπHθ
πθ

∣∣∣ ≤ 1

π|θ|
.

By hypothesis the ri are linearly independent over Q, which is to say

that k · r ̸= 0 when k ∈ Zm, k ̸= 0. Hence∫ T+H

T

χ
B0
(tr −α) dt ≥ T̂−(0)H −

∑
k ̸=0

|T̂−(k)|
π|k · r|

.

Here the sum has finitely many summands because T− is a trigonometric

polynomial. Since T̂−(0) > 0, we see that if H is large enough, then the

right hand side above is positive, and so there is a t, T ≤ t ≤ T + H,

such that ∥tri − αi∥ ≤ ε for 1 ≤ i ≤ m.

In the proof of Theorem
T:WeylT^m
F.5, we constructed our minorant by rather

inefficient means, which would be quantitatively inferior in higher dimen-

sions. When quantitative precision is desired, the following construction

may be useful.

T:HighDimMinorant Theorem F.10 For 1 ≤ i ≤ m, let Ii be intervals of R or arcs of T,
and let B be their cartesian product. Suppose that S−

i (x) ≤ χ
Ii
(x) ≤

S+
i (x) are respectively minorants and majorants of the characteristic

function of Ii. Set x = (x1, x2, . . . , xm). Then

S−(x) =

m∏
i=1

S+
i (xi) −

m∑
i=1

(
S+
i (xi)− S−

i (xi)
) ∏
1≤j≤m
j ̸=i

S+
j (xj)

is a minorant of the characteristic function of B.



F.3 Kronecker’s Theorem 411

Proof Suppose first that there is a k such that S−
k (xk) ≤ 0. Then

S−(x) ≤
m∏
i=1

S+
i (xi) −

(
S+
k (xk)− S−

k (xk)
) ∏
1≤j≤m
j ̸=k

S+
j (xj)

= S−
k (xk)

∏
1≤j≤m
j ̸=k

S+
j (xj)

≤ 0

since the first factor is ≤ 0 and all factors in the product are ≥ 0. If

x /∈ B, then there is a k such that xk /∈ Ik, so S
−
k (xk) ≤ 0, and hence

S−(x) ≤ 0.

Suppose now that S−
i (xi) > 0 for all i. Hence xi ∈ Ii for all i, so

x ∈ B. By induction on m we show that in this case,

S−(x) ≤
m∏
i=1

S−
i (xi). (F.8) E:InductMinorant

This is obvious when m = 1. We observe that

S−(x) = S−
1 (x1)

m∏
i=2

S+
i (xi) −

m∑
i=2

(
S+
i (xi)− S−

i (xi)
) m∏
j=1
j ̸=i

S+
j (xj).

Since i ≥ 2 in the second term, the factor S+
1 (x1) always occurs in the

second product. If we replace S+
1 (x1) by S−

1 (x1), then the product is

made smaller, and the overall contribution larger. Hence the above is

≤ S−
1 (x1)

( m∏
i=2

S+
i (xi) −

m∑
i=2

(
S+
i (xi)− S−

i (xi)
) m∏
j=2
j ̸=i

S+
j (xj)

)
.

By the inductive hypothesis, the quantity inside the large parentheses is

≤
m∏
i=2

S−
i (xi),

so we have (
E:InductMinorant
F.8). Since 0 < S−

i (xi) ≤ 1 for all i, it follows from (
E:InductMinorant
F.8)

that S−(x) ≤ 1 = χ
B
(x) so the proof is complete.
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S:KroThm

F.3.1 Exercises

1. (a) Apply Theorem
T:KroThm2
F.7 to the m+ 1 numbers 1, r1, . . . , rm. Deduce

that there exist real numbers t such that ∥t−c0∥ < ε, ∥tri−ci∥ < ε

for 1 ≤ i ≤ m. Take c0 = 0, and hence deduce that t is near some

integer, say q. Show that the numbers ∥qri − ci∥ are small, and

hence deduce Theorem
T:KroThm1
F.6.

(b) Suppose that r1, . . . , rm are given linearly independent numbers,

and choose α to be linearly independent of them. Thus 1, r1/α,

r2/α, . . . , rm/α are linearly independent over Q. Apply Theorem
T:KroThm1
F.6 to obtain Theorem

T:KroThm2
F.7 with t = q/α.

2. Extend Theorem
T:KroThm1
F.6 to allow for the possibility of linear dependances

among 1 and the ri, as follows: Let r1, r2, . . . , rm and α1, α2, . . . , αm
be real numbers. Show that the following two assertions are equival-

ent:

1. For every ε > 0 there is an integer q such that ∥qri − αi∥ < ε for

i = 1, 2, . . . ,m.

2. Let u1, u2, . . . , um be integers. If
∑m
i=1 uiri ∈ Z, then

∑m
i=1 uiαi

∈ Z.

3. Extend Theorem
T:KroThm2
F.7 to allow for the possibility of linear dependances

among the ri, as follows: Let r1, r2, . . . , rm and α1, α2, . . . , αm be real

numbers. Show that the following two assertions are equivalent:

1. For every ε > 0 there exists a real number t such that ∥tri−αi∥ < ε

for i = 1, 2, . . . ,m.

2. If u1, u2, . . . , um are integers such that
∑m
i=1 uiri = 0, then

m∑
i=1

uiαi ∈ Z.

4. Explain how we know that the numbers log p are linearly independent

over the field of rational numbers.

5. Let f(t) =
∑R
r=1 ar cos(λrt+ θr) where the ar, the λr and the θr are

real numbers. Show that if the λr are linearly independent over Q,

then (−A,A) ⊆ range f ⊆ [−A,A] where A =
∑R
r=1 |ar|.

6. (Selberg) In this exercise we develop an alternative to the constructionExer:Selberg
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of Theorem
T:HighDimMinorant
F.10. We suppose that 0 ≤ Ai(x) ≤ 1 for all x, that

Pi(x) ≥ 0 for all x, and that Ai(x) − Pi(x) ≤ 0 when x /∈ Ii. (We

think of Ai as being an approximation to the characteristic function

of Ii, and of Pi(x) as a peak function that compensates for the error

in this approximation.) Put

S−(x) =

m∏
i=1

Ai(xi) −
m∑
i=1

Pi(xi)
∏

1≤j≤m
j ̸=i

Aj(xj).

(a) Show that S−(x) ≤ 1 for all x.

(b) Suppose that xk /∈ Ik. Show that

S−(x) ≤
m∏
i=1

Ai(xi)− Pk(xk)
∏

1≤j≤m
j ̸=k

Aj(xj)

=
(
Ak(xk)− Pk(xk)

) ∏
1≤j≤m
j ̸=k

Aj(xj) ≤ 0.

(c) Conclude that S−(x) minorizes the characteristic function of the

box B = Xmk=1 Ik.

F.4 Almost periodicity
S:AlmostPer

The definition of almost periodicity is governed by our desire to char-

acterize those functions f(x) of a real variable that can be uniformly

approximated by exponential polynomials, i.e., by finite sums of the

form

P (x) =

M∑
m=1

ame(λmx). (F.9) E:DefExpPoly

To this end we call t an ε almost-period if |f(x + t) − f(x)| < ε for all

real x. The appropriate definition of almost periodicity is a little elusive

because the mere existence of large almost-periods does not ensure that

f(x) can be uniformly approximated by exponential polynomials. The

little bit more that is required is suggested by Corollary
Co:BndedReturns
F.9.

D:AlmostPeriodic Definition F.1 Suppose that f(x) is a continuous function of a real

variable. Then f(x) is almost periodic if for every ε > 0 there exists a

number H (depending on f and ε) such that every interval [T, T +H]

contains an ε almost-period of f .
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We use Corollary
Co:BndedReturns
F.9 to show that an exponential polynomial of the

form (
E:DefExpPoly
F.9) is almost periodic.

T:ExpPolyAP Theorem F.11 Let P (x) be defined as in (
E:DefExpPoly
F.9). Then P (x) is an al-

most periodic function.

Proof Let τ1, τ1, . . . , τR be a maximal linearly independent subset of the

λm. Thus there is an M ×R matrix A with rational elements such that

λ = Aτ . Let q be the least common denominator of the elements of A.

Put B = qA, θ = 1
qτ . Then the θr are linearly independent over Q, and

λ = Bθ, which is to say that each λm is an integral linear combination

of the θr. That is, there is a trigonometric polynomial

T (x) =
∑
k

c(k)e(k · x)

in R variables such that P (x) = T (xθ). By Corollary
Co:BndedReturns
F.9 we know that

for any ε > 0 there is anH such that for any T there is a t, T ≤ t ≤ T+H,

such that ∥tθr∥ ≤ ε. Then

|P (x+ t)− P (x)| = |T ((x+ t)θ)− T (xθ)|

=

∣∣∣∣∑
k

c(k)e(k · xθ)(e(k · tθ)− 1)

∣∣∣∣
≤ 2π

∑
k

|c(k)| ∥k · tθ∥

≤ 2πε
∑
k

|c(k)|
R∑
r=1

|kr|

= Cε,

say. Thus t is a Cε almost period of P .

S:AlmostPer

F.4.1 Exercises

1. Show that if f(x) is almost periodic, then f(x) is uniformly bounded.

2. (Bohl 1906) Suppose that f1(x), f2(x), . . . , fR(x) are periodic con-Exer:Bohl

tinuous functions. Show that f1(x) + f2(x) + · · · + fR(x) is almost-

periodic.

3. Let f(x) =
∑∞
m=1 ame(λmx) where

∑∞
m=1 |am| <∞ and the λm are

distinct real numbers.
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(a) Show that f(x) is almost-periodic.

(b) Show that

lim
T→∞

1

T

∫ T

0

f(x)e(−λx) dx =

{
am if λ = λm for some m,

0 otherwise.

(c) Show that

lim
T→∞

1

T

∫ T

0

|f(x)|2 dx =

∞∑
m=1

|am|2.

4. Let α(s) =
∑∞
n=1 ann

−s be a Dirichlet series with abscissa of absolute

convergence σa. Let σ be fixed, σ > σa, and put f(t) = α(σ + it).

(a) Show that the preceding exercise applies to f(t).

(b) Show that L(f) = {−1
2π log n : an ̸= 0}.

5. (a) Suppose that f is an almost-periodic function, and that there is

a δ > 0 such that |f(x)| ≥ δ for all real x. Show that 1/f(x) ia

an almost-periodic function.

(b) Let p1, p2, . . . denote the prime numbers in increasing order. Put

f(t) =

∞∑
r=1

p−itr

r(r + 1)
.

Show that there is no real t such that f(t) = 0, but that 1/f(t)

is not almost-periodic.

F.5 Notes
S:NotesLimDist

Section
S:UDmod1
F.1 Weil’s Criterion originates in

HW16a
Weyl (1916).

For an extended discussion of uniform distribution, see
KuipNied
Kuipers &

Niederreiter (1974). In Volume III, we shall discuss how a sequence of

measures defined on the real line may tend to a limiting measure, and

how this is be described in terms of their Fourier transforms.

Section
S:QuantEstUD
F.2 Theorem

T:ETIneq
F.3, with somewhat larger constants, was proved

by
ET48
Erdős & Turán (1948). Theorem

T:E-TShortInt
F.4 is found in

JV85
Vaaler (1985, Corol-

lary 21) and
HLM94
Montgomery (1994, p. 8).

Section
S:KroThm
F.3

LK84
Kronecker (1884) achieved his general theorem using only
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the simplest algebraic and arithmetic tools. Many proofs of our Theor-

ems
T:KroThm1
F.6,

T:KroThm2
F.7 have been published. For a survey of these proofs as well

as a sharp quantitative treatment, see
GM16b
Gonek & Montgomery (2016b).

The quantities qr1, qr2, . . . , qrm of Theorem
T:KroThm1
F.6 are linear forms in

the single variable q. Kronecker considered linear forms in n variables

q1, q2, . . . , qn, so his linear forms were
∑n
j=1 rijqj for i = 1, 2, . . . ,m. His

full results are therefore as follows:

Theorem A Let R = [rij ] be an m× n matrix with real entries, and

suppose that α ∈ Rm. The following two assertions are equivalent:

1. For every ε > 0 there is a t ∈ Rn such that∥∥∥ n∑
j=1

rijtj − αi

∥∥∥ < ε

for 1 ≤ i ≤ m.

2. If u ∈ Zm, and
m∑
i=1

uirij = 0

for 1 ≤ j ≤ n, then
∑m
i=1 uiαi ∈ Z.

Theorem B Let R = [rij ] be an m× n matrix with real entries, and

suppose that α ∈ Rm. The following two assertions are equivalent:

1. For every ε > 0 there is a q ∈ Zn such that∥∥∥ n∑
j=1

rijqj − αi

∥∥∥ < ε

for 1 ≤ i ≤ m.

2. If u ∈ Zm, and
m∑
i=1

uirij ∈ Z

for 1 ≤ j ≤ n, then
∑m
i=1 uiαi ∈ Z.

As was the case with our Theorems
T:KroThm1
F.6,

T:KroThm2
F.7, it is easy to show that

Theorems A and B are equivalent. See
JFK36
Koksma (1936, pp. 83–86) for

a review of Kronecker’s Theorem up to 1936.
JWSC57
Cassels (1957, pp. 53–

59) gives a proof of the general m × n theorem, along classical lines.
CLS89
Siegel (1989, pp. 43–63) develops the theory of vector groups, from which

Kronecker’s theorem follows easily. For a quantitatively precise version
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of Kronecker’s Theorem (in the case n = 1) see
GM16b
Gonek & Montgomery

(2016b).

Theorem
T:HighDimMinorant
F.10 is from

BMV01
Barton, Montgomery, Vaaler (2001, Theorem

7). Selberg pointed out the relations of Exercise
Exer:Selberg
6 to Jeff Vaaler in 1982,

and remarked that they are also useful for forming the composition of

two or more sieves.

Section
S:AlmostPer
F.4. The result of Exercise

Exer:Bohl
2 is due to

Bohl
Bohl (1906) (see p.

279 of his paper). Later,
BohrAPF
Bohr (1925) created an extensive theory of

almost periodic functions, and in the course of this demonstrated (cf

pp. 119–121) that Bohl’s Theorem is equivalent to the localized form of

Kronecker’s Theorem, i.e., to our Corollary
Co:BndedReturns
F.9.

BohrAPF, HB32
Bohr (1925, 1932) defined almost periodic functions, and studied their

properties in the hope that by applying his theory to Dirichlet series, a

prove of RH would emerge. Others, such as Stepanov, Besicovitch (see
ASB32
Besicovitch (1932)), Weyl, Bochner, von Neumann, and Turing general-

ized the concept.

We now state without proof a number of outstanding properties of

almost-periodic functions. If f(x) is almost periodic, then for every real

number λ the limit

c(λ) = lim
T→∞

1

T

∫ T

0

f(x)e(−λx) dx

exists. Let L(f) denote the set of those λ for which c(λ) ̸= 0. The set

L(f) is at most countable, and indeed there is a sort of Parseval identity:

lim
T→∞

1

T

∫ T

0

|f(x)|2 dx =
∑

λ∈L(f)

|c(λ)|2.

If f(x) is almost periodic, then for every ε > 0 there is an almost periodic

polynomial T (x) of the shape (
E:DefExpPoly
F.9) such that |f(x) − T (x)| < ε for all

x, and indeed such a T (x) can be constructed so that λm ∈ L(f) for

all m. Hence the sum or product of two almost-periodic functions is

again almost-periodic.
AEI62
Ingham (1962) used elementary tools of complex analysis to show that

if

f(s) =

∞∑
n=0

ane
−λns

for σ > 0 where
∑∞
n=0 |an| < ∞, λ0 = 0, λn > 0 for n > 0, the λn’s

are distinct, E = {f(s) : σ > 0}, D is a neighborhood in E, and ϕ is
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analytic and bounded in D, then

g(s) = ϕ(f(s)) =

∞∑
n=0

bne
−µns

with
∑∞
n=0 |bn| < ∞, and the µn are linear combinations with positive

integer coefficients of a finite collection of the λn’s.
HW57
Hewitt & Williamson

(1957) and
DAE57
Edwards (1957) used tools of functional analysis to establish

the same thing in the special case ϕ(z) = 1/z.

The notion of almost periodicity that we have described here is known

as uniform almost periodicity because it is based on the uniform norm.

The function f(y) = (ψ(ey)− ey)/ey/2 is not uniformly almost-periodic,

but it can be shown that it is mean-square almost-periodic if the Riemann

Hypothesis is true.
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Appendix G

Bounds for Bilinear Forms

C:BilinForms

G.1 The operator norm of a matrix
S:OpNormMatrix

In various situations we are confronted with a problem of bounding a

bilinear form—namely an expression of the general shape

M∑
m=1

N∑
n=1

amnxnym.

In applications the xn and ym may have considerable arithmetic struc-

ture, but we can often obtain a serviceable estimate using only the mean

square sizes of the variables. Thus we seek an inequality of the sort∣∣∣∣∑
m,n

amnxnym

∣∣∣∣ ≤ ∆

(∑
n

|xn|2
)1/2(∑

m

|ym|2
)1/2

. (G.1) E:BilinFormIneq1

Here ∆ depends on the coefficient matrix A = [amn], but is independent

of the vectors x,y.

Let A = [amn] be an M × N matrix with complex entries. Then A

determines a linear map x 7→ y = Ax from CN to CM . The norm of

A, as a linear operator, is the maximum of the ratio ∥y∥/∥x∥ as x runs

over all non-zero members of CN ,

∥A∥ = max
x̸=0

∥Ax∥
∥x∥

where ∥x∥ =
(∑

|xn|2
)1/2

denotes the usual Euclidean norm. By ho-Normx
mogeneity we may write instead

∥A∥ = max
∥x∥=1

∥Ax∥.

We now show that ∥A∥ is the optimal constant in the inequality (
E:BilinFormIneq1
G.1).

421
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T:BilinDuality Theorem G.1 (Duality) Let A = [amn] be a fixed M × N matrix.

The following three assertions concerning the positive constant ∆ are

equivalent :

(a) For any x ∈ CN ,

M∑
m=1

∣∣∣∣ N∑
n=1

amnxn

∣∣∣∣2 ≤ ∆2
N∑
n=1

|xn|2;

(b) For any x ∈ CN and any y ∈ CM ,∣∣∣∣ M∑
m=1

N∑
n=1

amnxnym

∣∣∣∣ ≤ ∆

( N∑
n=1

|xn|2
)1/2( M∑

m=1

|ym|2
)1/2

;

(c) For any y ∈ CM ,

N∑
n=1

∣∣∣∣ M∑
m=1

amnym

∣∣∣∣2 ≤ ∆2
M∑
m=1

|ym|2.

In terms of linear maps and inner products, these inequalities assert

that

(a) ∥Ax∥ ≤ ∆∥x∥,

(b) |(Ax,y)| ≤ ∆∥x∥∥y∥,

(c) ∥A∗y∥ ≤ ∆∥y∥.

Here A∗ is the adjoint of A. That is, A∗ = (A)T is the N ×M matrix

A∗ = [anm]. In terms of inner products, A∗ is characterized by the

property that (Ax,y) = (x, A∗y) for all x and y. Since (a) and (c) are

equivalent, we deduce that

∥A∥ = ∥A∗∥.

Proof We show that (a) and (b) are equivalent. Then by interchanging

the roles of m and n it is clear that (b) and (c) are equivalent.

(a) =⇒ (b). By Cauchy’s inequality∣∣∣∑
m

(∑
n

amnxn

)
ym

∣∣∣ ≤ (∑
m

∣∣∣∑
n

amnxn

∣∣∣2)1/2(∑
m

|ym|2
)1/2

.

In the first factor on the right we insert the bound provided by (a), and

we obtain (b).
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(b) =⇒ (a). Set

ym =

N∑
n=1

amnxn,

and let S denote the left and side of (a). Then S =
∑
n amnxnym, and

by (b) we see that

S ≤ ∆

( N∑
n=1

|xn|2
)1/2( M∑

m=1

|ym|2
)1/2

= ∆

( N∑
n=1

|xn|2
)1/2

S1/2.

If S = 0, then (a) is obviously satisfied. Otherwise S > 0, and we may

square both sides above and divide by S to obtain (a).

Co:||A||vs||A^*A|| Corollary G.2 For any M ×N matrix A,

∥A∥ = ∥A∗∥ ≤ ∥A∗A∥1/2.

By using Corollary
Co:NormNormal
G.11 below it will become apparent that the in-

equality here may be replaced by equality.

Proof The identity represents the equivalence of (a) and (c). To obtain

the inequality, let x be a unit vector for which ∥Ax∥ = ∥A∥. Then

∥A∥2 = ∥Ax∥2 = (Ax, Ax) = (A∗Ax,x).

By (b) with y = x we see that this last expression is ≤ ∥A∗A∥.

As a first upper bound for ∥A∥ we establish

T:ANormBnd1 Theorem G.3 Let A be an M ×N matrix. Then

∥A∥ ≤
(
max
m

N∑
n=1

|amn|
)1/2(

max
n

M∑
m=1

|amn|
)1/2

.

Proof By Cauchy’s inequality∣∣∣∑
m,n

amnxnym

∣∣∣ ≤ (∑
m,n

|amn||xn|2
)1/2(∑

m,n

|amn||ym|2
)1/2

.

The first sum on the right hand side is∑
n

|xn|2
∑
m

|amn| ≤
(
max
n

∑
m

|amn|
)∑

n

|xn|2.

We treat the second sum similarly, and thus obtain the situation of

Theorem
T:BilinDuality
G.1(b) with

∆ =
(
max
n

∑
m

|amn|
)1/2(

max
m

∑
n

|amn|
)1/2

.
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Thus ∥A∥ ≤ ∆ by Theorem
T:BilinDuality
G.1.

In general, Theorem
T:ANormBnd1
G.3 provides a useful bound only if the amn are

nonnegative and approximately the same size, or if the matrix is nearly

diagonal. Otherwise the bound for ∥A∥ may be weak because it takes no

account of possible cancellation. We apply this to the matrix A∗A and

appeal to Corollary
Co:||A||vs||A^*A||
G.2 to obtain

Co:ANormBnd2 Corollary G.4 Let A = [amn] be an M ×N matrix. Then

∥A∥ ≤
(
max
n1

N∑
n2=1

∣∣∣∣ M∑
m=1

amn1
amn2

∣∣∣∣ )1/2.
If the columns of A are nearly orthonormal, then A∗A is nearly the

identity matrix, and by the above ∥A∥ is not much more than 1. We may

use columns rather than rows, by applying the above to AT instead of

A. If the columns are far from orthonormal, then the above bound will

in general be weak. In some instances greater precision can be obtained

by introducing a type of weighting factor.

T:wtdANormBnd Theorem G.5 Let A = [amn] be an M ×N matrix, but suppose that

the amn are defined for all integral values of m. Let wm be nonnegative

and suppose that wm ≥ 1 for 1 ≤ m ≤M . Then

∥A∥ ≤
(
max
n1

N∑
n2=1

∣∣∣∣ ∞∑
m=−∞

amn1
amn2

wm

∣∣∣∣)1/2
provided that the inner sum converges for all n1, n2.

Proof Let x be a unit vector for which ∥Ax∥ = ∥A∥. Then by the

properties of the wm we see that

∥Ax∥2 =

M∑
m=1

∣∣∣∣ N∑
n=1

amnxn

∣∣∣∣2 ≤
∞∑

m=−∞
wm

∣∣∣∣ N∑
n=1

amnxn

∣∣∣∣2.
We expand and take the sum over m inside to see that this is∑

n1

xn1

∑
n2

xn2

∑
m

wmamn1
amn2

= (Bx,x)

where B is the matrix with entries

bn1n2
=

∞∑
m=−∞

wmamn1
amn2

.

By Theorem
T:BilinDuality
G.1(b) we know that |(Bx,x)| ≤ ∥B∥, so ∥A∥ ≤ ∥B∥1/2.

Then by applying Theorem
T:ANormBnd1
G.3 to B we obtain the stated result.
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If wm = 1 for 1 ≤ m ≤M and wm = 0 otherwise, then the argument

above reduces to the proof of Corollary
Co:ANormBnd2
G.4. If the amn are oscillatory

and random in appearance, then the upper bounds for ∥A∥ that we might

derive from the theorems above are likely to be much larger than the

true order of magnitude. In such a situation, the following lower bound

may be closer to the truth.

T:ANormLowerBnd Theorem G.6 Let A be an M ×N matrix. Then

∥A∥2 ≥
∑
m,n |amn|2

min(M,N)
.

Proof We consider the size of ∥Ax∥ with xn = e(nθ), and average over

θ. By the orthogonality of the functions e(nθ) we see that∫ 1

0

M∑
m=1

∣∣∣∣ N∑
n=1

amne(nθ)

∣∣∣∣2 dθ =∑
m,n

|amn|2.

We choose a θ for which the integrand is at least as large as the right

hand side. Since ∥x∥ = N1/2 for any θ, we conclude that

∥A∥ ≥
(

1

N

∑
m,n

|amn|2
)1/2

.

By applying this argument to AT instead of A we obtain this lower

bound with N replaced by M . Thus the proof is complete.

S:OpNormMatrix

G.1.1 Exercises

1. Let A be an m× n matrix, and let C ⊆ Cn denote the column space

of A⋆, which is to say the set of all vectors of the form A⋆y for

y ∈ Cm. Let ∆ be the optimal constant in Theorem
T:BilinDuality
G.1(a). Suppose

that y ∈ Cm is chosen so that ∥y∥ = 1 and ∥A⋆y∥ = ∆. Put x = A⋆y

(a) Show that ∥Ax∥ = ∆∥x∥.
(b) Deduce that

max
x∈Cn

x ̸=0

∥Ax∥
∥x∥

= max
x∈C
x ̸=0

∥Ax∥
∥x∥

.

(When seeking a bound for the norm of a matrix A, it is sometimes

useful to know that it suffices to consider x of the form A⋆y.)
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2. For x ∈ CN and real p > 1, put ∥x∥p =
(∑

|xn|p
)1/p

. Similarly put

∥x∥∞ = max |xn|. Suppose that p and q are real numbers, 1 ≤ p ≤ ∞,

1 ≤ q ≤ ∞, and that p′ and q′ are determined by the relations

1/p+1/p′ = 1, 1/q+1/q′ = 1. Let A be anM×N matrix. Show that

the following assertions concerning the constant ∆ are equivalent:

(a) For all x ∈ CN ,

∥Ax∥p ≤ ∆∥x∥q;

(b) for all x ∈ CN and y ∈ CM∣∣∑ amnxnym
∣∣ ≤ ∆∥x∥q∥y∥p′ ;

(c) for all y ∈ CM ,

∥A∗y∥q′ ≤ ∆∥y∥p′ .

3. B and C be rectangular matrices, and put

A =

[
B 0

0 C

]
.

Show that ∥A∥ = max(∥B|, ∥C∥).

4. Suppose that |amn| ≤ bmn for all m and n. Show that ∥A∥ ≤ ∥B∥.

5. Let A be an M × N matrix, and suppose that there are positive

numbers C, D, u1, . . . , uN , v1, . . . , vM such that

M∑
m=1

|amn|vm ≤ Cun

for 1 ≤ n ≤ N , and also that

N∑
n=1

|amn|un ≤ Dvm

for 1 ≤ m ≤M .

(a) Show that if ∥x∥ = ∥y∥ = 1, then

|(Ax,y)|2 ≤
(∑
m,n

|amn|vm/un
)(∑

m,n

|amn|un/vm
)
.

(b) Deduce that ∥A∥ ≤ (CD)1/2.
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6. Let A be an M ×N matrix with amn = 1 for all m and n. Show that

∥A∥ = (MN)1/2.

7. Let A be an M ×N matrix with real entries. Show that

max
x∈RN

∥x∥=1

∥Ax∥ = max
x∈CN

∥x∥=1

∥Ax∥

Exer:GenDual 8. Suppose that p and q are real numbers, p > 1, q > 1, and that
1
p +

1
p′ = 1 and 1

q +
1
q′ = 1. Let A = [amn] be an M ×N matrix. Show

that the following three assertions concerning the positive constant

∆ are equivalent:

(a) For any x ∈ CN ,( M∑
m=1

∣∣∣ N∑
n=1

amnxn

∣∣∣q′)1/q′ ≤ ∆
( N∑
n=1

|xn|p
)1/p

,

(b) For any x ∈ CN and any y ∈ CM ,∣∣∣ M∑
m=1

N∑
n=1

amnxnym

∣∣∣ ≤ ∆
( N∑
n=1

|xn|p
)1/p( M∑

m=1

|ym|q
)1/q

,

(c) For any y ∈ CM ,( N∑
n=1

∣∣∣ M∑
m=1

amnym

∣∣∣p′)1/p′ ≤ ∆
( M∑
m=1

|ym|q
)1/q

.

G.2 Square matrices
S:SqrMat

The operator norm is defined for an arbitrary rectangular matrix, but

if A is square, say N ×N , then further numbers can be associated with

it. In the first place, A has N eigenvalues λn, which are the roots of the

polynomial det(zI −A), and we define the spectral radius of A to berho(A)

ρ(A) = max
n

|λn|.

We also consider the numerical radius of A,nu(A)

ν(A) = max
∥x∥=1

∣∣∣∑
m,n

amnxnxm

∣∣∣ = max
∥x∥=1

|(Ax,x)|.

These quantities are related to the operator norm ∥A∥ in the following

simple manner.
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T:RholeNuleNorm Theorem G.7 Let A be an arbitrary N ×N matrix. Then

ρ(A) ≤ ν(A) ≤ ∥A∥.

Proof Let λ be an eigenvalue of A, and let x ̸= 0 be an associated

eigenvector, so that Ax = λx. Without loss of generality we may suppose

that ∥x∥ = 1. For this vector, (Ax,x) = (λx,x) = λ, so that ν(A) ≥ |λ|,
and hence ν(A) ≥ ρ(A).

By Theorem
T:BilinDuality
G.1(b),

∥A∥ = max
∥x∥=∥y∥=1

|(Ax,y)|.

Thus ν(A) ≤ ∥A∥, and the proof is complete.

The first inequality above can not be reversed in general, since ν(A)

may be large even when all the eigenvalues vanish. (Consider a matrix

A for which amn = 0 whenever m ≥ n.) However, ν(A) and ∥A∥ are

always comparable.

T:NuSimNorm Theorem G.8 Let A be an N ×N matrix. Then

1

2
∥A∥ ≤ ν(A) ≤ ∥A∥,

and if A is hermitian (i.e., if A∗ = A), then ν(A) = ∥A∥.

In Corollary
Co:NormNormal
G.11 below it will also be established that if A is her-

mitian, then also ρ(A) = ∥A∥.

Proof We establish the last assertion first. The hypothesis that A is

hermitian is equivalent to saying that (Ax,y) = (x, Ay) for all x and y.

Put u = x+y and v = x−y. It is easily verified that if A is hermitian,

then

4Re(Ax,y) = (Au,u)− (Av,v).

By Theorem
T:BilinDuality
G.1(b) we can choose unit vectors x and y so that (Ax,y) =

∥A∥. Then

4∥A∥ = (Au,u)− (Av,v) ≤ ν(A)(∥u∥2 + ∥v∥2).

But ∥u∥2 = 2 + 2Re(x,y) and ∥v∥2 = 2 − 2Re(x,y), so that ∥u∥2 +
∥v∥2 = 4, and hence ∥A∥ ≤ ν(A).

The second of the displayed inequalities follows trivially from The-

orem
T:BilinDuality
G.1(b) and the definition of ν(A). To establish an inequality in the

reverse direction, suppose that A is an arbitrary N × N matrix. Write

A = B+ iC where B = (A+A∗)/2 and C = (A−A∗)/(2i). The triangle
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inequality holds for the operator norm ∥ ·∥, so ∥A∥ ≤ ∥B∥+∥C∥. But B
and C are hermitian, so this latter quantity is ν(B)+ν(C). For any x ∈
CN we see that (Bx,x) = Re(Ax,x), and (Cx,x) = Im(Ax,x). Hence

ν(B) ≤ ν(A), ν(C) ≤ ν(A), and we conclude that ∥A∥ ≤ 2ν(A).

We now consider the possibility that a square matrix A might be

converted to a diagonal matrix by means of a suitable change of basis.

In general, if S is non-singular, so that x = Su expresses a linear change

of variables, then the linear transformation x 7→ Ax is computed as

u 7→ Bu in the new coordinate system, where B = S−1AS. In this case

we say that A and B are similar. An easy calculation reveals that if A

and B are similar, then trA = trB, detA = detB, and indeed A and

B have the same characteristic polynomial. Hence A and B have the

same eigenvalues, so that ρ(A) = ρ(B). On the other hand, the norm of

a matrix is a metric quantity, and in general ∥A∥ ̸= ∥B∥. In order that

∥A∥ should be invariant we restrict our attention to those similarity

transformations that preserve distances. Let U be an N × N matrix.

Then it is easy to verify that the following assertions are equivalent:

(i) U is unitary (i.e., U∗ = U−1);

(ii) The columns of U are orthonormal vectors;

(iii) The rows of U are orthonormal vectors;

(iv) The map x 7→ Ux is an isometry of CN
(i.e., ∥Ux∥ = ∥x∥ for all x ∈ CN );

(v) (Ux, Uy) = (x,y) for all x,y ∈ CN .

Thus a unitary transformation maps one orthonormal basis to another,

and conversely, if two orthonormal bases are given, then there is a unitary

transformation that takes one to the other. In the analogous situation

of linear maps from RN to itself, we would find that the orthogonal

matrices have corresponding properties. (A matrix X is orthogonal if

XT = X−1). If A = U−1BU where U is unitary, then we say that A and

B are unitarily similar. In this case it is clear that ∥A∥ = ∥B∥, and that

ν(A) = ν(B). Moreover, we note that A is hermitian (A∗ = A) if and

only if B is, that A is normal (AA∗ = A∗A) if and only if B is, and that

A is unitary (A∗ = A−1) if and only if B is. We now produce a unitarily

similar canonical form for A.

T:SchurTriThm Theorem G.9 (Schur’s triangularization theorem) For any N×N mat-

rix A there is an upper triangular matrix T that is unitarily similar to

A, T = U−1AU . The diagonal entries of T are the eigenvalues of A.
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Proof We prove the first assertion by induction on N . For N = 1 there

is nothing to show. Suppose we have the result for N − 1. Let λ1 be an

eigenvalue of A, and that v1 is an associated unit eigenvector. Choose

v2, . . . ,vN so that the vn form an orthonormal basis for CN , and let V

be the matrix whose columns are the vn. Then V is unitary, and V ∗AV

has the form

V ∗AV =

[
λ1 ∗
0 B

]
.

By the inductive hypothesis there is a unitary matrix W such that

W−1BW is upper-triangular. Put

X =

[
1 0

0 W

]
.

Then

X∗V ∗AVX =

[
λ1 ∗
0 W ∗BW

]
.

is upper-triangular, and we take U = V X.

The second assertion is obvious, since

char polyA = char poly T =

N∏
n=1

(x− tnn).

If D is a diagonal matrix, then clearly D∗D = DD∗, so that D is

normal. Conversely, suppose that T is a normal upper-triangular matrix.

On comparing the diagonal entries of T ∗T with those of TT ∗, we see that

n∑
m=1

|tmn|2 =

N∑
m=n

|tnm|2

for 1 ≤ n ≤ N . On taking n = 1, we deduce that t1m = 0 for m > 1.

Then we set n = 2 to show that t2m = 0 for m > 2. Hence by induction

we find that tmn = 0 for m ̸= n, so that T is diagonal. Thus we have

Co:CharNormalMat Corollary G.10 A square matrix A is unitarily similar to a diagonal

matrix, U∗AU = D, if and only if A is normal.

If D is diagonal, then clearly ρ(D) = ∥D∥. Thus we deduce

Co:NormNormal Corollary G.11 If A is normal, then ρ(A) = ν(A) = ∥A∥.
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We note that if A is hermitian or unitary, then A is normal, and the

above applies. We consider again Corollary
Co:||A||vs||A^*A||
G.2, whose proof amounted

to observing that

∥A∥2 = ν(A∗A) ≤ ∥A∗A∥.

Since A∗A is hermitian, we know by Theorem
T:NuSimNorm
G.8 that equality holds

here. By Corollary
Co:NormNormal
G.11 we can add the further observation that

∥A∥2 = ρ(A∗A).

S:SqrMat

G.2.1 Exercises

1. (Schur 1909) Let A = [amn] be an N ×N matrix.

(a) Show that

trAA⋆ =
∑

1≤m,n≤N

|amn|2.

(b) Let U be a unitary matrix such that UAU∗ = T = [tmn] is upper

triangular. Show that

trTT ∗ =
∑

1≤m≤n≤N

|tmn|2 =
∑

1≤m,n≤N

|amn|2.

(c) Let λ1, λ2, . . . , λN be the eigenvalues of A (e.g., λn = tnn). Show

that
N∑
n=1

|λn|2 ≤
∑

1≤m,n≤N

|amn|2,

and that equality holds if and only if A is normal.

2. Let A be an M ×N matrix, and let λ1, . . . , λN be the eigenvalues of

A∗A. Show that the λn are nonnegative, and that

N∑
n=1

λn =
∑
m,n

|amn|2.

Use this to give a second proof of Theorem
T:ANormLowerBnd
G.6.

3. Let A be an M ×N matrix.

(a) Show that A(A∗A−zI)−1A∗ = I+z(AA∗−zI)−1 for any complex

number z for which either of the inverses exists.

(b) Show that the non-zero eigenvalues of A∗A coincide with those of

AA∗.
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4. Let A be an N×N matrix, and let C, u1, . . . , uN be positive numbers

such that
N∑
n=1

|amn|un ≤ Cum (G.2) E:WtdRowSumBnd

for 1 ≤ m ≤ N .

(a) Show that ρ(A) ≤ C. (Suggestion: Let x be an eigenvector, and

consider that m for which |xm|/um is maximal.)

(b) Show that if amn > 0 for all m and n, and if C is chosen min-

imally, then equality holds in (
E:WtdRowSumBnd
G.2) for all m, so that ρ(A) is

an eigenvalue, and u is an associated eigenvector with positive

coordinates.

5. Show that an N×N matrix A is normal if and only if its eigenvectors

form an orthogonal basis for CN .

6. Show that the following are equivalent:

(i) U is unitary;

(ii) U is normal and all its eigenvalues are unimodular.

7. Show that the following are equivalent:

(i) X is hermitian;

(ii) X is normal and all its eigenvalues are real.

8. Let A be an N × N matrix. The field of values of A is the set of

complex numbers {(Ax,x) : ∥x∥ = 1}.
(a) Show that if A and B are unitarily similar, then they have the

same field of values.

(b) Show that if A is normal, then its field of values is the convex

hull of its eigenvalues.

(c) Show that the field of values of A is an interval on the real line

if and only if A is hermitian.

(d) The field of values is a convex set that contains the eigenvalues

of A.

(e) If B is an M × N matrix, then the field of values of B∗B is the

same as the field of values of BB∗.

9. Let A be a hermitian matrix for which (Ax,x) ≥ 0 for all x. Show

that |(Ax,y)| ≤ (Ax,x)(Ay,y). (Suggestion: Consider (A(λx+µy),

λx+ µy).)

10. Suppose that A1, . . . , AK are commuting normal matrices. Show that

there is a unitary matrix U such that all the matrices U∗AkU are

diagonal.
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11. (Watkins 1980) Suppose that A and B are real square matrices that

are similar over C, say A = S−1BS where S has complex entries.

Write S = P + iQ where P and Q have real entries.

(a) Show that PA = BP and that QA = BQ.

(b) Deduce that (P + rQ)A = B(P + rQ) for any real number r.

(c) Let p(z) = det(P + zQ). Explain why p(i) ̸= 0.

(d) Explain why there is a real number r such that p(r) ̸= 0.

(e) Conclude that there is a nonsingular square matrix R with real

entries for which A = R−1BR.

12. Let A be a real symmetric matrix. Show that any number of the form

(Ax,x) where x is a unit vector in CN can also be written in this

form with x a unit vector in RN .

13. Let

A =

[
0 2

0 0

]
.

Show that ρ(A) = 0, ν(A) = 1, and that ∥A∥ = 2. (Thus the constant

1/2 in the lower bound in Theorem
T:NuSimNorm
G.8 is best possible.)

14. (a) Let

A =

2 0 0

0 0 1

0 0 1

 .
Show that the eigenvalues of A are 0, 1, 2, that the eigenvalues of

A∗A are 0, 2, 4, that A is not normal, and that ρ(A) = ν(A) =

∥A∥ = 2.

(b) Show that the converse of Corollary
Co:NormNormal
G.11 is true for N ≤ 2, but

false for N > 2.

15. Let A be a normal matrix, λ a complex number, and x a vector. Put

e = Ax − λx. Show that A has an eigenvalue in the disk |z − λ| ≤
∥e∥/∥x∥. (Hint: If A−λI is singular, then this is obvious. Otherwise,

argue that ρ((A− λI)−1) = ∥(A− λI)−1∥ ≥ ∥x∥/∥e∥.)
16. (a) Let C be an N×N hermitian matrix such that (Cx,x) ≥ 0 for all

x ∈ CN . Show that there is an N ×N matrix B such that B∗B = C.

(b) Suppose that A is anM×N matrix, and put ∆ = ∥A∗A∥1/2. Show
that there is an N ×N matrix B such that A∗A+B∗B = ∆2I.

(c) Suppose that A is an M × N matrix for which condition (a) of
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Theorem
T:BilinDuality
G.1 holds. Show that there is an N ×N matrix B such

that

M∑
m=1

∣∣∣∣ N∑
n=1

amnxn

∣∣∣∣2 + N∑
m=1

∣∣∣∣ N∑
n=1

bmnxn

∣∣∣∣2 = ∆2
N∑
n=1

|xn|2

for all x ∈ CN .

Exer:Toeplitz 17. (Toeplitz 1910) Suppose that f ∈ L∞(T) has Fourier coefficients

f̂(k) =

∫ 1

0

f(x)e(−kx) dx,

and put

S(x) =

N∑
n=1

xne(nx), T (x) =

N∑
m=1

yme(mx).

(a) Show that∫ 1

0

f(x)S(−x)T (−x) dx =

N∑
m=1

N∑
n=1

f̂(m+ n)xnym.

(b) Show that∫ 1

0

f(x)S(−x)T (x) dx =

N∑
m=1

N∑
n=1

f̂(m− n)xnym.

(c) Explain why∫ 1

0

|S(−x)T (−x)| dx ≤
(∫ 1

0

|S(x)|2 dx
)1/2(∫ 1

0

|T (x)|2 dx
)1/2

.

(d) Explain why∫ 1

0

|S(x)|2 dx =

N∑
n=1

|xn|2,
∫ 1

0

|T (x)|2 dx =

N∑
m=1

|ym|2.

(e) Show that∣∣∣∣ N∑
m=1

N∑
n=1

f̂(m+n)xnym

∣∣∣∣ ≤ ∥f∥L∞
( N∑
n=1

|xn|2
)1/2( N∑

m=1

|ym|2
)1/2

.

(f) Show that∣∣∣∣ N∑
m=1

N∑
n=1

f̂(m−n)xnym
∣∣∣∣ ≤ ∥f∥L∞

( N∑
n=1

|xn|2
)1/2( N∑

m=1

|ym|2
)1/2

.
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Exer:Pf1HilbIneq0 18. Let s(x) be the sawtooth function as defined in (
E:Defsawtoothfcn
F.6). Thus s has

period 1, s(0) = 0, and s(x) = x− 1
2 for 0 < x < 1.

(a) Show that

ŝ(k) =

{
i

2πk if k ̸= 0,

0 if k = 0.

(b) Show that∣∣∣ N∑
m=1

N∑
n=1

xnym
m+ n− 1

∣∣∣ ≤ π
( N∑
n=1

|xn|2
)1/2( N∑

m=1

|ym|2
)1/2

.

(c) Show that∣∣∣ ∞∑
m=1

∞∑
n=1

xnym
m+ n− 1

∣∣∣ ≤ π
( ∞∑
n=1

|xn|2
)1/2( ∞∑

m=1

|ym|2
)1/2

.

(d) Show that∣∣∣ ∑
1≤m,n≤N
m ̸=n

xnym
m− n

∣∣∣ ≤ π
( N∑
n=1

|xn|2
)1/2( N∑

m=1

|ym|2
)1/2

.

Exer:Hilbbp 19. Let s(x) denote the sawtooth function, and suppose that 0 < δ ≤ 1/2.

(a) Show that

s(1− δ + x) + s(1− δ − x) =
{
1− 2δ − 2δ (δ < x < 1− δ).

(b) Suppose that the function U is even, has period 1, and is properly

Riemann-integrable over bounded intervals. Show that∫ 1

0

U(x+ δ)s(x) dx = (1/2− δ)

∫ 1

1−2δ

U(x+ δ) dx

− δ

∫ 1−2δ

0

U(x+ δ) dx.

(c) Show that the above is

= (1/2− δ)

∫ δ

−δ
U(x) dx− δ

∫ 1−δ

δ

U(x) dx.

(d) Show that the above is

= (1/2− δ)

∫ 1

0

U(x) dx− 1

2

∫ 1−δ

δ

U(x) dx.
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(e) Take U(x) =
∣∣∑N

n=1 e(nx)
∣∣2. Show that

∫ 1

0
U(x) dx = N , and

use (
E:GeoSumEst
16.4) to show that

∫ 1−δ
δ

U(x) dx ≤ (2δ)−1.

(f) Show that if δ = 1/
(
2
√
N
)
, then∫ 1

0

U(x+ δ)s(x) dx ≥ 1

2
N −

√
N.

(g) In Exercise
Exer:Toeplitz
17 set xn = e(nδ) and ym = e(mδ). Note that

S(−x)T (x) = U(x+ δ).

(h) Show that in Exercise
Exer:Pf1HilbIneq0
18(d), the best constant in the inequality

is > π − 2π/
√
N .

20. (a) Let U be the q × q matrix with coefficients umn = e(mn/q)/
√
q.

Show that U is unitary.

(b) Let f(n) be an arithmetic function that is periodic with period q,

and let C be the q × q matrix with coefficients cmn = f(m− n).

(Such a matrix is called a circulant.) Show that U∗CU is diagonal.

(c) Let

f̂(k) =
1

q

q∑
h=1

f(h)e(−hk/q)

be the Discrete Fourier Transform of f , as discussed in §4.1. Show

that

q∑
m=1

q∑
n=1

f(m− n)xmxn =

q∑
k=1

f̂(k)

∣∣∣∣ q∑
n=1

xne(kn/q)

∣∣∣∣2
(d) Put

∆ = max
k

|f̂(k)|.

Show that ∣∣∣ q∑
m=1

q∑
n=1

f(m− n)xmxn

∣∣∣ ≤ ∆

q∑
n=1

|xn|2

for arbitrary numbers xn, and that the constant is best possible.

21. Let A be a square matrix.

(a) By using the Schur triangularization theorem, or otherwise, show

that the eigenvalues of A2 are the squares of those of A.
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(b) Let A =

[
2 1

1 3

]
, B =

[
1 2

−1 4

]
, and set C = AB. Show that

there is no way to order the eigenvalues of A and of B so that

their pairwise products form the eigenvalues of C.

Exer:Schur 22. (Schur 1921) For a given positive integer q let E be the q × q matrix

E = [e(mn/q)]. This is the Schur matrix. Let P = [pmn] be the q× q

permutation matrix with pmn = 1 when m ≡ n + 1 (mod q), and

pmn = 0 otherwise. Put E0 = PEP t.

(a) Show that E0 = [e((m− 1)(n− 1)/q)].

(b) Note that E0 is a Vandermonde matrix. Deduce that

detE =
∏

0≤j<k<q

(
e(k/q)− e(j/q)

)
.

(c) Show that the above is

=
∏

0≤j<k<q

(
2ie((j + k)/(2q))

(
sin(π(k − j)/q)

))
(d) Note that∑

0≤j<k<q

(j + k) =
∑

0<k<q

(k(k − 1)

2
+ k2

)
=
∑

0<k<q

(
3

(
k

2

)
+

(
k

1

))
.

Recall (or prove by induction on K) that
∑

0<k<K

(
k
r

)
=
(
K
r+1

)
.

Deduce that the above is

= 3

(
q

3

)
+

(
q

2

)
=
q(q − 1)2

2
.

(e) Conclude that

detE = iq(q−1)/2e
(
((q − 1)/2)2

) ∏
0≤j<k<q

(
2 sin(π(k − j)/q)

)
(G.3) E:detE1

(f) Note that e
(
((q− 1)/2)2

)
= 1 if q is odd, and that it is = i if q is

even.

23. (Carlitz 1959) Let E be the Schur matrix, as in the preceding exercise,Exer:Carlitz

and let λ1, λ2, . . . , λq be the eigenvalues of E.

(a) Note that

q∑
n=1

λn = trE =

q∑
n=1

e
(
n2/q

)
= G(q),
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say. Recall that in Corollary 9.16 it was shown that G(q) takes the

values (1 + i)
√
q,
√
q, 0, i

√
q according as q ≡ 0, 1, 2, 3 (mod 4).

(b) Let E2 = B = [bmn]. Show that bmn = q if m + n ≡ 0 (mod q),

and that bmn = 0 otherwise.

(c) Deduce that
∑q
n=1 λ

2
n = trB = q or 2q according as q is odd or

even.

(d) Show that E4 = B2 = q2I.

(e) Deduce that |detE| = qq/2.

(f) Deduce also that every eigenvalue of E is of the form ia
√
q for

some a. For a = 0, 1, 2, 3 let ma be the number of eigenvalues

equal to ia
√
q.

(g) Explain why

m0 +m1 +m2 +m3 = q.

(h) Show that

m0 + im1 −m2 − im3 = trE/
√
q = G(q)/

√
q,

and that

m0 − im1 −m2 + im3 = G(q).

(i) Show that

m0 −m1 +m2 −m3 = trE2/q =

{
1 (q odd),

2 (q even).

(j) Solve the equations above to obtain the following values of the

multiplicities ma:

a
q 0 1 2 3
0 1

4
q + 1 1

4
q 1

4
q 1

4
q − 1

1 1
4
(q + 3) 1

4
(q − 1) 1

4
(q − 1) 1

4
(q − 1)

2 1
4
(q + 2) 1

4
(q − 2) 1

4
(q + 2) 1

4
(q − 2)

3 1
4
(q + 1) 1

4
(q + 1) 1

4
(q + 1) 1

4
(q − 3)

Table G.1 Multiplicity of the eigenvalue ia
√
q, depending on q (mod 4).

24. Let E be as in the preceding exercise, and suppose that q is an odd

prime. Let x be the vector with coordinates xn =
(
n
q

)
. Show that x

is an eigenvector of E.
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25. Let A be the φ(q) × φ(q) matrix A = [τ(χψ)/φ(q)], where the rows

are indexed by the Dirichlet character χ (mod q) and the columns

are indexed by the Dirichlet character ψ (mod q).

(a) Show that A is unitary.

(b) Show that the vector x with coordinates xψ = ψ(a) is an eigen-

vector e(a/q) is an eigenvalue of A with eigenvalue e(a/q).

(c) Show that∑
χ,ψ

τ(χψ)xχxψ =

q∑
a=1

(a,q)=1

∣∣∣∑
χ

χ(a)xχ

∣∣∣2e(a/q).
(d) Show that ∣∣∣∣∑

χ,ψ

τ(χψ)xχxψ

∣∣∣∣ ≤ φ(q)
∑
χ

|xχ|2

for arbitrary complex numbers xχ, and that the constant is best

possible.

26. Let f(n) be an arithmetic function with period q, and let A = [f(mn)]

be the φ(q)× φ(q) matrix whose rows m and columns n are indexed

by the reduced residue classes (mod q).

(a) Show that ∥A∥ = ∆ where

∆ = max
χ

∣∣∣∣ q∑
n=1

f(n)χ(n)

∣∣∣∣.
(b) Show that for arbitrary complex numbers xn, ym,∣∣∣∣ q∑

m=1

q∑
n=1

(mn,q)=1

f(mn)xnym

∣∣∣∣ ≤ ∆

( q∑
n=1

(n,q)=1

|xn|2
)1/2( q∑

m=1
(m,q)=1

|ym|2
)1/2

,

and that the constant ∆ is best possible.

27. Let S be a set of N distinct Dirichlet characters modulo q.

(a) Show that
q∑

n=1

∣∣∣∑
s∈S

χ(n)
∣∣∣2 = Nφ(q).

(b) Show that
q∑

n=1

∣∣∣∑
s∈S

χ(n)
∣∣∣4 ≤ N3φ(q).
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(c) Deduce that

q∑
n=1

∣∣∣∑
s∈S

χ(n)
∣∣∣ ≥ φ(q).

(d) Suppose that q is prime, that q ≡ 1 (mod N), and that S consists

of the N characters χ modulo q for which χN = χ
0
. Show that

in this situation, equality holds in the lower bound above.

.

Exer:Smith 28. (a) Let f be an arithmetic function, and set F (n) =
∑
d|n f(d). Let

R = [rmn] be an N×N matrix with rmn = 1 if n|m, and rmn = 0

otherwise. Let Φ be an N × N diagonal matrix whose diagonal

entries are f(1), f(2), . . . , f(N). Let A = [amn] be the N × N

matrix whose entries are F ((m,n)). Show that A = RΦRt.

(b) (Smith 1876) Let A = [amn] be the N × N matrix with amn =

(m,n). Show that

detA =

N∏
n=1

φ(n).

This is the Smith determinant.

29. Let AN denote the least number such that∣∣∣∣ ∑
pq≤N

xpxq

∣∣∣∣ ≤ AN
∑
p≤N

|xp|2

p

for all complex numbers xp where p and q are to take only prime

values. Show that AN ≍ N(logN)−1/2.

30. Let BN denote the least number such that∣∣∣∣ ∑
p≤N,q≤N
pq≥N

xpxq
pq

∣∣∣∣ ≤ BN
∑
p≤N

|xp|2

p

for all complex numbers xp where p and q are to take only prime

values. Show that BN = 1 +O(1/ logN).

31. Let CN be the least positive number such that( ∑
p≤N

xp√
p

)( ∑
p≤N

xp
√
p
)
≤ CN

∑
p≤N

|xp|2

for all choices of the complex numbers xp where p and q are to take

only prime values. Show that CN ≍ N
logN .



G.3 Bessel’s Inequality 441

32. Let A be the N ×N matrix with coefficients

amn =


Λ(n/m)(m/n)1/2 if m|n,
Λ(m/n)(n/m)1/2 if n|m,
0 otherwise.

Show that ∥A∥ = logN + O(1). (Suggestion: Consider the vector x

with coordinates xn = n−1/2.)

33. The object of this exercise is to show that if f ∈ L2[0, 1] and F (x) =∫ x
0
f(u) du for 0 ≤ x ≤ 1, then∫ 1

0

|F (x)|2 dx ≤ 4

π2

∫ 1

0

|f(x)|2 dx. (G.4) E:5dollarIneq

(a) Explain why it is enough to prove the above when f(x) ≥ 0.

(b) Let K(u, v) = min(1− u, 1− v). Show that∫ 1

0

F (x)2 dx =

∫ 1

0

∫ 1

0

K(u, v)f(u)f(v) du dv.

(c) By a judicious application of the arithmetic-geometric inequality,

show that

f(u)f(v) ≤ 1

2
f(u)2

cos π2 v

cos π2u
+

1

2
f(v)2

cos π2u

cos π2 v

for 0 ≤ u, v < 1.

(d) Show that if 0 ≤ v ≤ 1, then∫ 1

0

K(u, v) cos
π

2
u du =

4

π2
cos

π

2
v

(e) Deduce (
E:5dollarIneq
G.4).

(f) Show that if f(u) = cos π2u, then equality holds in (
E:5dollarIneq
G.4).

G.3 Bessel’s Inequality
S:Bessel

Bessel’s inequality asserts that if ϕ1,ϕ2, . . . ,ϕR are orthonormal vectors

in an inner product space V , then

R∑
r=1

|(ξ,ϕr)|2 ≤ ∥ξ∥2 (G.5) E:BesselIneq
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for all ξ ∈ V . The proof of this is quite simple: For arbitrary yr,

0 ≤
∥∥∥ξ − R∑

r=1

yrϕr

∥∥∥2 = ∥ξ∥2 − 2Re

R∑
r=1

yr(ξ,ϕr) +
∥∥∥ R∑
r=1

yrϕr

∥∥∥2
= ∥ξ∥2 − 2Re

R∑
r=1

yr(ξ,ϕr) +

R∑
r=1

|yr|2. (G.6) E:PfBessIneq

Set yr = (ξ,ϕr). Then the expression (
E:PfBessIneq
G.6) is ∥ξ∥2−

∑
r |(ξ,ϕr)|2, so the

proof is complete. However, in analytic number theory we often need to

estimate a sum such as the one in (
E:BesselIneq
G.5) but with vectors ϕr that are not

quite orthogonal. It is therefore fortunate that we can extend Bessel’s

inequality to arbitrary vectors ϕr with a constant that we can charac-

terize in terms of the extent that the inner product matrix [(ϕr,ϕs)]

resembles the identity matrix.

T:AlmostBessel Theorem G.12 Let ϕ1,ϕ2, . . . ,ϕR be arbitrary vectors in an inner

product space V over the field C of complex numbers. For nonnegative

real numbers ∆, the following three assertions are equivalent:

(i) For every vector ξ ∈ V ,

R∑
r=1

|(ξ,ϕr)|2 ≤ ∆2∥ξ∥2. (G.7) E:AlmostBessel

(ii) For every vector ξ ∈ V and every vector y ∈ CR,

∣∣∣ R∑
r=1

(ξ,ϕr)yr

∣∣∣ ≤ ∆∥ξ∥
( R∑
r=1

|yr|2
)1/2

. (G.8) E:BesselBilin1

(iii) For every vector y ∈ CR,

R∑
r=1

R∑
s=1

(ϕr,ϕs)yrys ≤ ∆2
R∑
r=1

|yr|2. (G.9) E:BesselBilin2

This contains Bessel’s inequality as a special case, for if the ϕr happen

to be orthonormal, then the inequality (
E:BesselBilin2
G.9) holds as an identity with

∆ = 1, and then (
E:AlmostBessel
G.7) is Bessel’s inequality. The coefficient matrix

C = [(ϕr,ϕs)] in (
E:BesselBilin2
G.9) is Hermitian, and so by Corollary

Co:NormNormal
G.11 the best

constant ∆ for which the inequality (
E:BesselBilin2
G.9) holds is the modulus of the

largest eigenvalue of C. This quantity is known as the spectral radius of

C; in symbols, ∆ = ρ(C).
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Proof (i) =⇒ (ii). By Cauchy’s inequality,∣∣∣ R∑
r=1

(ξ,ϕr)yr

∣∣∣ ≤ ( R∑
r=1

|(ξ,ϕr)|2
)1/2( R∑

r=1

|yr|2
)1/2

.

We apply the bound (
E:AlmostBessel
G.7) to the first sum on the right above to obtain

(
E:BesselBilin1
G.8).

(ii) =⇒ (iii). Take ξ =
∑R
r=1 yrϕr. Then

R∑
r=1

R∑
s=1

(ϕr,ϕs)yrys = ∥ξ∥2. (G.10) E:NormExpan

But

∥ξ∥2 =

R∑
s=1

(ξ,ϕs)ys ≤ ∆∥ξ∥
( R∑
s=1

|ys|2
)1/2

by (
E:BesselBilin1
G.8). If ξ = 0, then the left hand side of (

E:BesselBilin2
G.9) is 0, so there is

nothing to prove. Otherwise, ∥ξ∥ > 0, so we may cancel ∥ξ∥ from both

sides above, and then square both sides. This gives (
E:BesselBilin2
G.9), in view of

(
E:NormExpan
G.10).

(iii) =⇒ (i). We take the proof of Bessel’s inequality as a model. For

arbitrary yr,

0 ≤
∥∥∥ξ − R∑

r=1

yrϕr

∥∥∥2 = ∥ξ∥2 − 2Re

R∑
r=1

yr(ξ,ϕr) +
∥∥∥ R∑
r=1

yrϕr

∥∥∥2.
Here the last term is

R∑
r=1

R∑
s=1

(ϕr,ϕs)yrys.

Thus by (iii) we see that

0 ≤ ∥ξ∥2 − 2Re

R∑
r=1

yr(ξ,ϕr) + ∆2
R∑
r=1

|yr|2.

By taking yr = (ξ,ϕr)/∆
2 we find that

0 ≤ ∥ξ∥2 − 1

∆2

R∑
r=1

|(ξ,ϕr)|2,

which gives (i).

If the ϕr are unit vectors that are nearly orthogonal so that the inner

product matrix C is nearly the identity matrix, then we would expect
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that (
E:AlmostBessel
G.7) holds with a constant not much larger than 1. The most

immediate observation in this direction is as follows.

T:MatNormEst Theorem G.13 The inequalities of Theorem
T:AlmostBessel
G.12 hold with

∆2 = max
1≤r≤R

R∑
s=1

|(ϕr,ϕs)|. (G.11) E:MatNormEst

Proof By the arithmetic–geometric mean inequality we know that |yrys|
≤ 1

2 |yr|
2 + 1

2 |ys|
2. Thus

R∑
r=1

R∑
s=1

(ϕr,ϕs)yrys ≤
R∑
r=1

R∑
s=1

|(ϕr,ϕs)yrys|

≤
R∑
r=1

|yr|2
R∑
s=1

|(ϕr,ϕs)|

≤
(

max
1≤r≤R

R∑
s=1

|(ϕr,ϕs)|
) R∑
r=1

|yr|2.

Thus (
E:BesselBilin2
G.9) holds with ∆ as in (

E:MatNormEst
G.11), so the proof is complete.

S:Bessel

G.3.1 Exercises

1. The object of this exercise is to derive Theorem
T:AlmostBessel
G.12 as an application

of the duality principle of Theorem
T:BilinDuality
G.1. Let e1, e2, . . . , eK be an

orthonormal basis for W = span(ϕ1,ϕ2, . . . ,ϕR), and write

ϕr =

K∑
k=1

arkek.

(a) Show that

R∑
r=1

R∑
s=1

(ϕr,ϕs)yrys =
∥∥∥ R∑
r=1

yrϕr

∥∥∥2 =

K∑
k=1

∣∣∣ R∑
r=1

arkyr

∣∣∣2.
(b) Put vk = (ξ, ek), and define ζ so that

ξ = ζ +

K∑
k=1

vkek.



G.3 Bessel’s Inequality 445

Thus ζ ∈W⊥. Show that

(ξ,ϕr) =

K∑
k=1

ark vk.

(c) Deduce that

R∑
r=1

(ξ,ϕr)yr =

R∑
r=1

K∑
k=1

arkyrvk,

and also that

R∑
r=1

|(ξ,ϕr)|2 =

R∑
r=1

∣∣∣ K∑
k=1

arkvk

∣∣∣2.
(d) Show that

K∑
k=1

|vk|2 ≤ ∥ξ∥2.

(e) Use Theorem
T:BilinDuality
G.1 to prove Theorem

T:AlmostBessel
G.12.

2. The object of this exercise is to use Theorem
T:AlmostBessel
G.12 to prove Theorem

T:BilinDuality
G.1. Let ξ = (x1, x2, . . . , xN ) ∈ CN , and for r = 1, 2, . . . , R take

ϕr = (ar1, ar2, . . . , arN ).

(a) Explain why

R∑
r=1

|(ξ,ϕr)|2 =

R∑
r=1

∣∣∣ N∑
n=1

arnxn

∣∣∣2.
(b) Show that

R∑
r=1

(ξ,ϕr)yr =

R∑
r=1

N∑
n=1

arnxnyr.

(c) Explain why ∥∥∥ R∑
r=1

yrϕr

∥∥∥2 =

N∑
n=1

∣∣∣ R∑
r=1

arnyr

∣∣∣2.
(d) Use Theorem

T:AlmostBessel
G.12 to prove

T:BilinDuality
G.1.

3. (Halász) Let ξ,ϕ1,ϕ2, . . . ,ϕR be arbitrary vectors in an inner productExer:GH

space V over the field C of complex numbers.
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(a) Let cr be chosen, |cr| = 1, so that cr(ξ,ϕr) = |(ξ,ϕr)|. Show
that

R∑
r=1

|(ξ,ϕr)| =
(
ξ,

R∑
r=1

crϕr

)
.

(b) Explain why the right hand side above is

≤ ∥ξ∥
∥∥∥ R∑
r=1

crϕr

∥∥∥.
(c) Show that ∥∥∥ R∑

r=1

crϕr

∥∥∥2 =
∑

1≤r,s≤R

crcs(ϕr,ϕs).

(d) Conclude that

R∑
r=1

|ξ,ϕr)| ≤
( ∑

1≤r,s≤R

|(ϕr,ϕs)|
)1/2

∥ξ∥.

4. (Selberg, unpublished; cf Bombieri 1971) Let ξ,ϕ1,ϕ2, . . . ,ϕR be ele-

ments of an inner product space V .

(a) Explain why

0 ≤
∥∥∥ξ − R∑

r=1

crϕr

∥∥∥2
= ∥ξ∥2 − 2Re

R∑
r=1

cr(ξ,ϕr) +
∑

1≤r,s≤R

crcs(ϕr,ϕs).

(b) Deduce that

2Re

R∑
r=1

cr(ξ,ϕr) ≤ ∥ξ∥2 +
R∑
r=1

|cr|2
R∑
s=1

|(ϕr,ϕs)|.

(c) Take

cr = (ξ,ϕr)
( R∑
s=1

|(ϕr,ϕs)|
)−1

and thus conclude that

R∑
r=1

|(ξ,ϕr)|2
( R∑
s=1

|(ϕr,ϕs)|
)−1

≤ ∥ξ∥2.
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(d) Use the above to derive Theorem
T:MatNormEst
G.13.

5. Let ϕ1,ϕ2, . . . ,ϕR and ψ1,ψ2, . . . ,ψS be any members of an inner

product space V . Show that

R∑
r=1

S∑
s=1

|(ϕr,ψs)|2 ≤
( R∑
r1=1

R∑
r2=1

|(ϕr1 ,ϕr2)|
2
)1/2

×
( S∑
s1=1

S∑
s2=1

|(ψs1 ,ψs2)|
2
)1/2

.

G.4 Hilbert’s inequality
S:HilbIneq

In classical analysis, the term ‘Hilbert’s inequality’ refers to one or the

other of the bilinear form inequalities

∞∑
m=1

∞∑
n=1

xnym
m+ n− 1

≤ π
( ∞∑
n=1

|xn|2
)1/2( ∞∑

m=1

|ym|2
)1/2

, (G.12) E:HilbIneq1

∑
1≤m,n<∞
m ̸=n

xnym
m− n

≤ π
( ∞∑
n=1

|xn|2
)1/2( ∞∑

m=1

|ym|2
)1/2

. (G.13) E:HilbIneq2

These inequalities are easily proved (for the case of finite sums see Ex-

ercise
S:SqrMat
G.2.1.

Exer:Pf1HilbIneq0
18). The constant π is best possible in both of the above,

but equality is attained only when xn = 0 for all n or ym = 0 for all m.

For our purposes, Hilbert’s Inequality is a bound for a bilinear form of

the shape ∑
1≤m,n≤N
m ̸=n

xnym
λm − λn

where the λn are distinct real numbers. Of course the bound we obtain

for such a bilinear form depends on the extent to which the λn are

well-spaced.

T:HilbertIneq1 Theorem G.14 Let λ1, λ2, . . . , λN be distinct real numbers, and let

δ > 0 have the property that |λm − λn| ≥ δ whenever m ̸= n. Then∣∣∣∣ ∑
1≤m,n≤N
m ̸=n

xnym
λm − λn

∣∣∣∣ ≤ π

δ

( N∑
n=1

|xn|2
)1/2( N∑

m=1

|ym|2
)1/2

(G.14) E:HilbertIneq1

for arbitrary real or complex numbers xn and ym.
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On taking ym = xm we see in particular that∣∣∣∣ ∑
1≤m,n≤N
m̸=n

xnxm
λm − λn

∣∣∣∣ ≤ π

δ

N∑
n=1

|xn|2 (G.15) E:HilbertIneq1a

for arbitrary real or complex xn.

Proof By Cauchy’s inequality the left hand side above has absolute

value not exceeding

( N∑
m=1

|ym|2
)1/2( N∑

m=1

∣∣∣ ∑
1≤n≤N
n̸=m

xn
λm − λn

∣∣∣2)1/2.
Thus it suffices to show that

N∑
m=1

∣∣∣ ∑
1≤n≤N
n ̸=m

xn
λm − λn

∣∣∣2 ≤ π2

δ2

N∑
n=1

|xn|2. (G.16) E:HilbTarget1

Indeed, by Theorem
T:BilinDuality
G.1, this inequality is equivalent to (

E:HilbertIneq1
G.14). Let

A = [amn] be the matrix with elements

amn =


1

λm − λn
if m ̸= n,

0 if m = n.

We note that A∗ = −A. Such a matrix is said to be skew-hermitian.

Since A isnormal, by Corollary
Co:NormNormal
G.11 we know that ρ(A) = ∥A∥, so

in proving (
E:HilbTarget1
G.16) we may assume that x is an eigenvector of A. Now

−iA is hermitian, so an eigenvalue λ of −iA is real, and −iAx = λx

is equivalent to Ax = iλx. That is, any eigenvalue of A is of the form

iλ where λ is real. Thus as we continue, we assume that there is a real

number λ such that ∑
1≤n≤N
n̸=m

xn
λm − λn

= iλxm (G.17) E:eigenval

for all m. In passing we note that since A is normal, it follows by Corol-

lary
Co:NormNormal
G.11 that the special case (

E:HilbertIneq1a
G.15) of (

E:HilbertIneq1
G.14) is equivalent to (

E:HilbertIneq1
G.14).

We square out the left hand side of (
E:HilbTarget1
G.16) and take the sum over m
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inside to see that this expression is

=

N∑
r=1

xr

N∑
s=1

xs
∑

1≤m≤N
m̸=r
m ̸=s

1

(λm − λr)(λm − λs)
.

The terms with r = s contribute

N∑
n=1

|xn|2
∑

1≤m≤N
m̸=n

1

(λm − λn)2
. (G.18) E:HilbDiagTerms

The terms with r ̸= s contribute∑
1≤r,s≤N
r ̸=s

xrxs
∑

1≤m≤N
m̸=r
m ̸=s

1

(λm − λr)(λm − λs)
. (G.19) E:HilbNonDiag1

Since r ̸= s, we may write

1

(λm − λr)(λm − λs)
=

1

λr − λs

( 1

λm − λr
− 1

λm − λs

)
.

On inserting this in (
E:HilbNonDiag1
G.19), we find that the expression is∑

1≤r,s≤N
r ̸=s

xrxs
λr − λs

( ∑
1≤m≤N
m̸=r
m ̸=s

1

λm − λr
−

∑
1≤m≤N
m ̸=r
m̸=s

1

λm − λs

)
.

In the first inner sum the summand is finite if we were to allowm to take

the value s, so we drop the constraint m ̸= s. Similarly, in the second

inner sum we drop the constraint m ̸= r. After accounting for the effect

of these alterations, we find that the expression above is

= 2
∑

1≤r,s≤N
r ̸=s

xrxs
(λr − λs)2

+
∑

1≤r,s≤N
r ̸=s

xrxs
λr − λs

∑
1≤m≤M
m̸=r

1

λm − λr

−
∑

1≤r,s≤N
r ̸=s

xrxs
λr − λs

∑
1≤m≤M
m ̸=s

1

λm − λs

= 2T1 + T2 − T3, (G.20) E:HilbNonDiag2

say.
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Since |xrxs| ≤ 1
2 |xr|

2 + 1
2 |xs|

2, it follows that

|T1| ≤
N∑
r=1

|xr|2
∑

1≤s≤N
s ̸=r

1

(λr − λs)2
. (G.21) E:T1Est

We note that

T2 =

N∑
r=1

xr

( ∑
1≤s≤N
s̸=r

xs
λr − λs

)( ∑
1≤m≤N
m ̸=r

1

λm − λr

)
.

On taking complex conjugates of both sides of (
E:eigenval
G.17), and then setting

m = r, we find that the first inner sum above is = −iλxr since λ is real.

Thus

T2 = −iλ
N∑
r=1

|xr|2
∑

1≤m≤N
m ̸=r

1

λm − λr
.

Similarly,

T3 =

N∑
s=1

xs

( ∑
1≤r≤N
r ̸=s

1

λr − λs

)( ∑
1≤m≤N
m̸=s

1

λm − λs

)
.

By multiplying both sides of (
E:eigenval
G.17) by −1, and taking m = s, we find

that the first inner sum above is = −iλxs. Thus

T3 = −i
N∑
s=1

|xs|2
∑

1≤m≤N
m ̸=s

1

λm − λs
.

Hence T2 = T3, so the contributions of these terms in (
E:HilbNonDiag2
G.20) cancel.

Thus the expression (
E:HilbNonDiag1
G.19) is precisely T1. On combining (

E:HilbDiagTerms
G.18) with

(
E:T1Est
G.21) we deduce that the left hand side of (

E:HilbTarget1
G.16) does not exceed

3

N∑
n=1

|xn|2
∑

1≤m≤N
m ̸=n

1

(λm − λn)2
.

We may assume that the λn are in increasing order, so that |λm−λn| ≥
δ|m− n|. Hence the inner sum above does not exceed

1

δ2

∑
1≤m≤N
m̸=n

1

(m− n)2
≤ 2ζ(2)

δ2
=

π2

3δ2
.
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Thus we have (
E:HilbTarget1
G.16), and the proof is complete.

We now use Theorem
T:HilbertIneq1
G.14 to derive a trigonometric variant, which is

useful when we work modulo 1.

T:HilbertIneq2 Theorem G.15 Let α1, α2, . . . , αR be distinct modulo 1, and let δ > 0

have the property that ∥αr − αs∥ ≥ δ whenever r ̸= s. Then∣∣∣∣ ∑
1≤r,s≤R
r ̸=s

urvs
sinπ(αr − αs)

∣∣∣∣ ≤ 1

δ

( R∑
r=1

|ur|2
)1/2( R∑

s=1

|vs|2
)1/2

(G.22) E:TrigHilbIneq

for arbitrary real or complex ur and vs.

On setting vs = us we see in particular that∣∣∣∣ ∑
1≤r,s≤R
r ̸=s

urus
sinπ(αr − αs)

∣∣∣∣ ≤ 1

δ

R∑
r=1

|ur|2 (G.23) E:TrigHilbIneqa

for arbitrary real or complex ur.

Proof We recall that the Weierstrass product formula for the sine func-

tion asserts that

sinπz = πz

∞∏
k=1

(
1− z

k

)(
1 +

z

k

)
.

On taking logarithmic derivatives, it follows that

π cotπz =
1

z
+

∞∑
k=1

( 1

z − k
+

1

z + k

)
.

Now

1

sinπz
=

1

2
cot

πz

2
− 1

2
cot

π(z + 1)

2
,

so

π

sinπz
=

1

z
+

∞∑
k=1

(−1)k
( 1

z − k
+

1

z + k

)
= lim
K→∞

K∑
k=−K

(−1)k

z − k
. (G.24) E:cscPartFrac

We apply Theorem
T:HilbertIneq1
G.14 with doubly-indexed variables xnr, yms and
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λnr. Thus∣∣∣∣ ∑
r,s,m,n

(n,r)̸=(m,s)

xnryms
λnr − λms

∣∣∣∣ ≤ π

δ

(∑
n,r

|xnr|2
)1/2(∑

m,s

|yms|2
)1/2

.

We now take xnr = (−1)nur, yms = (−1)mvs, and λnr = n + αr for

1 ≤ m,n ≤ K. Thus∣∣∣∣ ∑
(n,r)̸=(m,s)

(−1)n−murvs
n−m+ αr − αs

∣∣∣∣ ≤ Kπ

δ

( R∑
r=1

|ur|2
)1/2( R∑

s=1

|vs|2
)1/2

.

As ∑
1≤m,n≤K
m ̸=n

(−1)n−m

n−m
= 0,

we may replace the condition (n, r) ̸= (m, s) by the simpler condition

r ̸= s. We put k = m− n and divide by K to see that

∣∣∣∑
r ̸=s

urvs

K∑
k=−K

(−1)k(1− |k|/K)

αr − αs − k

∣∣∣ ≤ π

δ

( R∑
r=1

|ur|2
)1/2( R∑

s=1

|vs|2
)1/2

.

From (
E:cscPartFrac
G.24) we see that the left hand side above tends to

π
∣∣∣∑
r ̸=s

urvs
sinπ(λr − λs)

∣∣∣
as K → ∞, so the proof is complete.

Suppose that

λ1 < λ2 < · · · < λN , (G.25) E:orderedlambdas

and let

δn = min
m

m̸=n

|λm − λn|. (G.26) E:Defdelta_n

Thus in Theorem
T:HilbertIneq1
G.14 we may take δ = minn δn. When some of the λn

are more widely spaced from their neighbors than others, it is advant-

ageous to work with the δn rather than with δ, as it is possible to derive

a weighted form the Hilbert inequality:

T:WghtdHilb1 Theorem G.16 Let λ1, λ2, . . . , λN be distinct real numbers, and let
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the numbers δn be defined as in (
E:Defdelta_n
G.26). Then∣∣∣∣ ∑

1≤m,n≤N
m̸=n

xmyn
λm − λn

∣∣∣∣ ≤ 3

2
π

( N∑
n=1

|xn|2

δn

)1/2( N∑
m=1

|ym|2

δm

)1/2
(G.27) E:WghtdHilb1

for arbitrary real or complex numbers xn and ym.

This includes Theorem
T:HilbertIneq1
G.14 apart from the factor 3/2. It is unknown

whether the above is true with the constant π. On taking ym = xm we

see in particular that∣∣∣∣ ∑
1≤m,n≤N
m ̸=n

xnxm
λm − λn

∣∣∣∣ ≤ 3

2
π

N∑
n=1

|xn|2

δn
(G.28) E:WghtdHilb1a

for arbitrary real or complex numbers xn.

To prepare for the proof of Theorem
T:WghtdHilb1
G.16 we establish some useful

inequalities.

L:WghtedLambdaSumIneqs1 Lemma G.17 Let the λn and δn be as in (
E:orderedlambdas
G.25) and (

E:Defdelta_n
G.26). Suppose

that f is defined on (0,∞), that f is positive, decreasing, convex upwards,

and that
∫∞
δ
f(x) dx <∞ for δ > 0. Then∑

n>r

δnf(λn − λr) ≤ (λr+1 − λr)f(λr+1 − λr) +

∫ ∞

λr+1−λr

f(x) dx (G.29) E:deltafsum1

for r < N , and∑
n<r

δnf(λr − λn) ≤ (λr − λr−1)f(λr − λr−1) +

∫ ∞

λr−λr−1

f(x) dx (G.30) E:deltafsum2

for r > 1.

Proof The contribution of n = r + 1 in (
E:deltafsum1
G.29) is

δr+1f(λr+1 − λr) ≤ (λr+1 − λr)f(λr+1 − λr)

since δr+1 ≤ λr+1 − λr and f is positive. For n > r + 1 we set Mn =

[λn − 1
2δn, λn + 1

2δn], and observe that

δnf(λn − λr) ≤
∫
Mn

f(x− λr) dx

by the convexity of f . The intervals Mn are disjoint, and lie in the

interval [λr+1,∞), so∑
n>r+1

δnf(λn − λr) ≤
∫ ∞

λr+1

f(x− λr) dx
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since f is nonnegative. Thus we have (
E:deltafsum1
G.29), and (

E:deltafsum2
G.30) is proved sim-

ilarly.

Co:Inverse2,4Ineqs Corollary G.18 Let the λn and δn be as in (
E:orderedlambdas
G.25) and (

E:Defdelta_n
G.26). Then

N∑
n=1
n ̸=r

δn
(λn − λr)2

≤ 4

δr
(G.31) E:Inverse2Ineq

and
N∑
n=1
n ̸=r

δn
(λn − λr)4

≤ 8

3δ3r
(G.32) E:Inverse4Ineq

for 1 ≤ r ≤ N .

Proof By taking f(x) = 1/x2 in (
E:deltafsum1
G.29) we find that∑

r<n≤N

δn
(λn − λr)2

≤ 2

λr+1 − λr
≤ 2

δr
,

and the corresponding sum over n < r is bounded similarly using (
E:deltafsum2
G.30).

This gives (
E:Inverse2Ineq
G.31), and (

E:Inverse4Ineq
G.32) is proved similarly by taking f(x) = 1/x4.

L:SplitInverse2Ineq Lemma G.19 Let the λn and δn be as in (
E:orderedlambdas
G.25) and (

E:Defdelta_n
G.26). If 1 ≤

r, s ≤ N and r ̸= s, then∑
1≤n≤N
n ̸=r
n ̸=s

δn
(λn − λr)2(λn − λs)2

≤ 4

(λr − λs)2

( 1

δr
+

1

δs

)
. (G.33) E:SplitInverse2Ineq

Proof Let Let f(x) = (x − λr)
−2(x − λs)

−2. We first show that f is

concave upwards. By taking logarithmic derivatives we see that

f ′

f
(x) =

−2

x− λr
+

−2

x− λs
.

By differentiating both sides of this we find that(f ′
f

)′
(x) =

2

(x− λr)2
+

2

(x− λs)2
.

Here the left hand side is (f ′′(x)f(x)− f ′(x)2)/f(x)2, so by multiplying

both sides of the above by f(x)2 and then adding f ′(x)2 we deduce that

f ′′(x)f(x) = f ′(x)2 + f(x)2
( 2

(x− λr)2
+

2

(x− λs)2

)
> 0.
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Since f(x) > 0, it follows that f ′′(x) > 0.

Let Mn = [λn−δn/2, λn+δn/2]. Since f is convex upwards, it follows

that

δnf(λn) ≤
∫
Mn

f(x) dx,

and on summing this over n we find that∑
1≤n≤N
n ̸=r
n̸=s

δnf(λn) ≤
∑

1≤n≤N
n ̸=r
n ̸=s

∫
Mn

f(x) dx. (G.34) E:1stub4sum

Now

λn +
1

2
δn = λn+1 − (λn+1 − λn) +

1

2
δn ≤ λn+1 −

1

2
(λn+1 − λn)

≤ λn+1 −
1

2
δn+1,

so the intervals Mn are pairwise disjoint. Let R = R \
(
Mr ∪Ms

)
. Since

f(x) > 0 for all x, it follows that the right hand side of (
E:1stub4sum
G.34) is

≤
∫
R

f(x) dx. (G.35) E:2ndub4sum

We note that

1

(x− λr)(x− λs)
=

1

λr − λs

( 1

x− λr
− 1

x− λs

)
.

On squaring both sides of this, and then expanding the right hand side,

we deduce that

f(x) =
1

(λr − λs)2(x− λr)2
− 2

(λr − λs)2(x− λr)(x− λs)

+
1

(λr − λs)2(x− λs)2

= f1(x) + f2(x) + f3(x),

say.

Since f1(x) ≥ 0 for all x, it follows that∫
R

f1(x) dx ≤
∫
Mc

r

f1(x) dx =
2

(λr − λs)2

∫ ∞

δr/2

x−2 dx

=
4

δr(λr − λs)2
, (G.36) E:Intf1Est
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and similarly ∫
R

f3(x) dx ≤ 4

δs(λr − λs)2
. (G.37) E:Intf3Est

It remains to treat
∫
R
f2(x) dx. We observe that

f2(x) =
−2

(λr − λs)3

( 1

x− λr
− 1

x− λs

)
=

−2

(λr − λs)3(x− λr)
+

2

(λr − λs)3(x− λs)

= f21(x) + f22(x),

say. Let I(X) = [−X,X]. Then∫
R

f2(x) dx = lim
X→∞

∫
RI(X)

f2(x) dx

= lim
X→∞

∫
RI(X)

f21(x) dx+ lim
X→∞

∫
RI(X)

f22(x) dx. (G.38) E:Intf2Decomp

Suppose that X is large. Then∫
RI(X)

f21(x) dx =

∫
Mc

rI(X)

f21(x) dx−
∫
Ms

f21(x) dx <

∫
MrI(X)

f21(x) dx

since f21(x) > 0 for x ∈ Ms. The remaining integral above is −2/(λr −
λs)

3 times ∫ X

λr+
1
2 δr

dx

x− λr
+

∫ λr− 1
2 δr

−X

dx

x− λr
= log

X − λr
X + λr

,

which tends to 0 as X → ∞. Thus the first limit in (
E:Intf2Decomp
G.38) is negative.

As for the second limit, we note that∫
RI(X)

f22(x) dx =

∫
Mc

sI(X)

f22(x) dx−
∫
Mr

f22(x) dx <

∫
Mc

sI(X)

f22(x) dx

since f22(x) > 0 for x ∈ Mr. The remaining integral above is 2/(λr−λs)3
times ∫ X

λs+
1
2 δs

dx

x− λs
+

∫ λs− 1
2 δs

−X

dx

x− λs
= log

X − λs
X + λs

,

which tends to 0 as X → ∞. Thus the second limit in (
E:Intf2Decomp
G.38) is also

negative, so ∫
R

f2(x) dx < 0.
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The stated result now follows by combining this with (
E:Intf1Est
G.36)and (

E:Intf3Est
G.37)

in (
E:2ndub4sum
G.35).

Proof of Theorem
T:WghtdHilb1
G.16 Put un = xn/

√
δn and vm = ym/

√
δm. Thus

we have to show that∣∣∣∣ ∑
1≤m,n≤N
m ̸=n

√
δmδn

λm − λn
unvm

∣∣∣∣ ≤ 3

2
π
( N∑
n=1

|un|2
)1/2( N∑

m=1

|vm|2
)1/2

for all un and vm. By Cauchy’s inequality, the left hand side above is

≤
( N∑
m=1

|vm|2
)1/2( N∑

m=1

∣∣∣∣ N∑
n=1
n̸=m

√
δmδn

λm − λn
un

∣∣∣∣2)1/2.
Thus it suffices to show that

N∑
m=1

∣∣∣∣ N∑
n=1
n ̸=m

√
δmδn

λm − λn
un

∣∣∣∣2 ≤ 9

4
π2

N∑
n=1

|un|2 (G.39) E:WHTar1

for all un. Let A = [amn] be the N ×N matrix with coefficients

amn =


√
δmδn

λm − λn
if m ̸= n,

0 if m = n.

Thus A∗ = −A, so that A is skew-hermitian, and hence normal. Thus

by Corollary
Co:NormNormal
G.11 we know that ρ(A) = ∥A∥. Thus we may assume that

u is an eigenvector of A. Since −iA is hermitian, any eigenvalue λ of

−iA is real, so that if u is an associated eigenvector, then −iAu = λu.

On multiplying both sides of this by i, we deduce that Au = iλu. Thus

the eigenvalues of A are of the form iλ where λ is real. As we continue,

we assume that u is such an eigenvector, so that

N∑
n=1
n ̸=m

√
δmδn

λm − λn
un = iλum (G.40) E:WghtdEig

for all m. We may further assume that u is a unit vector, which is to

say that

N∑
n=1

|un|2 = 1. (G.41) E:Normu=1
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We expand the left hand side of (
E:WHTar1
G.39) and take the sum over m

inside, to see that the expression is

=

N∑
r=1

√
δrur

N∑
s=1

√
δsus

∑
1≤m≤N
m ̸=r
m̸=s

δm
(λm − λr)(λm − λs)

.

The terms with r = s contribute

N∑
r=1

δr|ur|2
N∑
m=1
m̸=r

δm
(λm − λr)2

. (G.42) E:WHDT

The terms with r ̸= s contribute∑
1≤r,s≤N
r ̸=s

√
δrδsurus

∑
1≤m≤N
m ̸=r
m ̸=s

δm
(λm − λr)(λm − λs)

. (G.43) E:WHNDT

Since r ̸= s in the above, we may write

δm
(λm − λr)(λm − λs)

=
1

λr − λs

( δm
λm − λr

− δm
λm − λs

)
.

On inserting this in (
E:WHNDT
G.43), we find that the expression is

=
∑

1≤r,s≤N
r ̸=s

√
δrδs

λr − λs
urus

( ∑
1≤m≤N
m ̸=r
m ̸=s

δm
λm − λr

−
∑

1≤m≤N
m̸=r
m ̸=s

δm
λm − λs

)
.

In the first sum over m there is no need to exclude m = s, and in the

second sum over m there is no need to exclude m = r. On inserting these

terms we see that the above is

=
∑

1≤r,s≤N
r ̸=s

√
δrδs(δr + δs)

(λr − λs)2
urus

+
∑

1≤r,s≤N
r ̸=s

√
δrδs

λr − λs
urus

N∑
m=1
m̸=r

δm
λm − λr

−
∑

1≤r,s≤N
r ̸=s

√
δrδs

λr − λs
urus

N∑
m=1
m̸=s

δm
λm − λs

= T1 + T2 − T3, (G.44) E:WHNTDecomp
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say. By taking m = r in (
E:WghtdEig
G.40) and then taking complex conjugates we

find that

N∑
s=1
s̸=r

√
δrδs

λr − λs
us = −iλur

since λ is real. Thus

T2 = −iλ
N∑
r=1

|ur|2
N∑
m=1
m ̸=r

δm
λm − λr

.

By taking m = s in (
E:WghtdEig
G.40) and then multiplying by −1 we find that

N∑
r=1
r ̸=s

√
δrδs

λr − λs
ur = −iλus.

Thus

T3 = −iλ
N∑
s=1

|us|2
N∑
m=1
m̸=s

δm
λm − λs

.

On comparing these formulæ we deduce that T2 = T3, so that these

terms cancel in (
E:WghtdEig
G.40), so we now estimate T1.

Clearly

|T1| ≤
∑

1≤r,s≤N
r ̸=s

√
δrδs(δr + δs)

(λr − λs)2
|urus| = U,

say. We note that

U = 2

N∑
r=1

|ur|
N∑
s=1
s ̸=r

√
δrδsδs

(λr − λs)2
|us|.

Thus by Cauchy’s inequality,

(U/2)2 ≤
( N∑
r=1

|ur|2
)( N∑

r=1

δr

∣∣∣∣ N∑
s=1
s̸=r

δ
3/2
s |us|

(λr − λs)2

∣∣∣∣2).
Here the first factor on the right hand side is 1 in view of (

E:Normu=1
G.41). In the

second factor we expand the modulus-squared and take the sum over r
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inside. Thus the right hand side above is

=
∑

1≤s,t≤N

δ3/2s δ
3/2
t |usut|

∑
1≤r≤N
r ̸=s
r ̸=t

δr
(λr − λs)2(λr − λt)2

.

By distinguishing those terms for which s = t from those for which s ̸= t,

we see that the above is

=

N∑
s=1

δ3s |us|2
N∑
r=1
r ̸=s

δr
(δr − δs)4

+
∑

1≤s,t≤N
s ̸=t

δ3/2s δ
3/2
t |usut|

∑
1≤r≤N
r ̸=s
r ̸=t

δr
(λr − λs)2(λr − λt)2

.

In the first term we use (
E:Inverse4Ineq
G.32) to bound the sum over r. By (

E:Normu=1
G.41)

it follows that this term is ≤ 8/3. In the second term we use (
E:SplitInverse2Ineq
G.33)

to estimate the sum over r. The resulting bound is precisely 4U . Since

(U/2)2 ≤ 8/3 + 4U , it follows that

|T1| ≤ U ≤ 8 + 4
√
14/3 < 16.641.

This is our upper bound for the expression (
E:WHNDT
G.43). By (

E:Inverse2Ineq
G.31) and (

E:Normu=1
G.41)

we see that the expression (
E:WHDT
G.42) is ≤ 4. On summing these estimates

we see that the left hand side of (
E:WHTar1
G.39) is ≤ 20.641. The right hand side

is 9π2/4 ≥ 22.206, so (
E:WHTar1
G.39) holds, and the proof is complete.

In the same way that we derived Theorem
T:HilbertIneq2
G.15 from Theorem

T:HilbertIneq1
G.14,

we can derive a weighted inequality for use modulo 1 from the weighted

Hilbert inequality (Theorem
T:WghtdHilb1
G.16.

T:WghtdHilb2 Theorem G.20 Let α1, α2, . . . , αR be distinct modulo 1, and put

δr = min
1≤s≤R
s̸=r

∥αr − αs∥.

Then∣∣∣∣ ∑
1≤r,s≤R
r ̸=s

urvs
sinπ(αr − αs)

∣∣∣∣ ≤ 3

2

( R∑
r=1

|ur|2

δr

)1/2( R∑
s=1

|vs|2

δs

)1/2
(G.45) E:WghtdHilb2

for arbitrary real or complex ur and vs.
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Proof As in the proof of Theorem
T:HilbertIneq2
G.15, we employ a doubly-indexed

family of λ’s, namely λnr = n + r for 1 ≤ n ≤ K and 1 ≤ r ≤ R.

Thus |λnr − λms| ≥ δr whenever (m, s) ̸= (n, r). We continue as in the

proof of Theorem
T:HilbertIneq2
G.15, but with an appeal to Theorem

T:WghtdHilb1
G.16 in place

of Theorem
T:HilbertIneq1
G.14.

S:HilbIneq

G.4.1 Exercise

1. Write cosπα = (eiπα + e−iπα)/2, and apply Theorem
T:HilbertIneq2
G.15 twice to

show that∣∣∣∣ ∑
1≤r,s≤R
r ̸=s

urvs cotπ(αr − αs)

∣∣∣∣ ≤ 1

δ

( R∑
r=1

|ur|2
)1/2( R∑

s=1

|vs|2
)1/2

for arbitrary real or complex ur and vs.

G.5 Notes
S:NotesBilinForms

For more material on bilinear forms and matrix inequalities, see Hardy,

Littlewood & Pólya (1952, pp. 196–259),
M-M64
Marcus &Minc (1964),

RB70
Bellman

(1970), and
B-B65
Beckenbach & Bellman (1965). For properties of integral

matrices see
MN72
Newman (1972). ,.

Section G.1. Theorem
T:BilinDuality
G.1 is due to

H-T10
Hellinger & Toeplitz (1910),who

also dealt with the convergence issues that arise when accepting infinite-

dimensional matrices. The case q = p′ of Exercise G.1.1.
Exer:GenDual
8 is due to F.

FR13
Riesz (1913), and the general case is due to his younger brother M.

MR27
Riesz

(1927).

Section G.2. Theorem
T:SchurTriThm
G.9, is Satz I of

IS09
Schur (1909); it is one of the

foundational results of linear algebra. The bound of Exercise
Exer:Toeplitz
17(f) can

be sharpened, slightly, by replacing the supremum of |f | by its essen-

tial supremum which is defined to be the supremum of the set of those

numbers V for which {x : |f(x)| ≥ V } has positive measure. With this

refinement, the bound is best possible, since the argument of Exercise
Exer:Hilbbp
19 can be extended with s(x) replaced by an arbitrary measurable func-

tion.
IS21
Schur (1921) gave a simple proof that |G(q)| = √

q when q is odd,

determined detE, E2, E4 (as in Exercises
Exer:Schur
22,

Exer:Carlitz
23), and then deduced the
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multiplicities ma, and hence the values of G(q) when q is odd. His argu-

ment is reproduced in
EL58
(Landau, 1958, pp. 207–212), except that Schur

took for granted that the eigenvalues of A2 are the squares of those of

A. (This is an easy consequence of his triangularization theorem
T:SchurTriThm
G.9.)

PM80
Morton (1980) has constructed a set of q linearly independent eigen-

vectors of the Schur matrix.
FB69
Balatoni (1969) has derived both upper

and lower bounds for the largest and smallest eigenvalues of the matrix

whose determinant is the Smith determinant.

Section G.3. The original Bessel inequality was published by the phys-

icist/astronomer/mathematician F. W. Bessel in 1828.
RPB41
Boas (1941) and

RB44
Bellman (1944) proposed generalisations of Bessel’s inequality, in which

the given vectors are close to orthonormal. Rényi (1949a–1959) de-

veloped a number of principles along these lines, for purposes of improv-

ing the large sieve of Linnik.
HH58
Heilbronn (1958) gave a further bound,

which turns out to be a little weaker than the estimate of Halá in Exer-

cise
Exer:GH
3. From the first two exercises at the end of this section we see that

such extensions of Bessel’s inequality are equivalent to consideration of

bilinear forms, although sometimes (e.g. in §E.3.3) we still find it con-

venient to think in terms of Bessel’s inequality. Discussion of the large

sieve continued to be framed in terms of Bessel’s inequality, even after

the seminal works of Roth and Bombieri in 1965.
PE71, PDTAE73
Elliott (1971, 1973)

and
KRM72aa,KRM72ab,KRM73a
Matthews (1972a, 1872b, 1973) were among the first to address the

large sieve in terms of bilinear forms.

Section G.4. In lectures, Hilbert proved the inequalities (
E:HilbIneq1
G.12), (

E:HilbIneq2
G.13),

but the latter with the constant 2π. His proof is reproduced in Hardy,

Littlewood & Pólya (1952, pp. 235–236). The inequalities were first

proved with the optimal constant π by
IS11
Schur (1911); for his proof see

ibid (p. 213). For an extended discussion of the original Hilbert inequal-

ities see §8.12, Chapter IX, and Appendix III of Hardy, Littlewood &

Pólya (1952).

Atle Selberg wrote out for the authors Theorems
T:HilbertIneq1
G.14,

T:WghtdHilb1
G.16, and their

proofs. He left us to deal with the problem of proving Theorems
T:HilbertIneq2
G.15

and
T:WghtdHilb2
G.20. We achieved this by inserting trigonometric functions in all

of his formulas, although, as the reader will see, it has now been found

that these latter theorems are more easily derived directly from Selberg’s

original theorems, by exploiting the partial fraction expansion (
E:cscPartFrac
G.24) of

the cosecant function.
EP84
Preissmann (1984) showed that the constant 3

2π

in (
E:WghtdHilb1
G.27) can be replaced by 4

3π. In conversations, Selberg reported

that he had shown that the inequality holds with the constant 3.2, but

it seems that no trace remains of the method he used to achieve this.
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AS91b
(Selberg, 1991, pp. 220–225) later derived Theorem

T:HilbertIneq1
G.14 by a different

method, but our proof above of Theorem
T:HilbertIneq2
G.15 follows Selberg’s original

unpublished argument. Let C0 denote the best constant that could take

the place of 3
2π in (

E:WghtdHilb1
G.27). By following Selberg’s method as found in

this section, one encounters the problem of establishing an inequality of

the sort
N∑
r=1

|ur|
N∑
s=1
s̸=r

√
δrδs(δr + δs)

(λr − λs)2
|us| ≤ C1

N∑
r=1

|ur|2. (G.46) E:CritBF

This form is hermitian and positive, so we would expect that it might

be easy to estimate. From this approach we find that

C0 ≤
√
π2

3
+ C1.

If we could establish (
E:CritBF
G.46) with C1 = 2

3π
2, then we would have C0 = π.

However,
WY23
Yangjit (2023) recently showed that the best constant C1 in

(
E:CritBF
G.46) is ≥ 0.70094π2. If Selberg reached 3.2 by estimating C1, then

his bound was very close to optimal, and that approach would never

give C0 ≤ 3.19. For more on this topic see
XJL05
Li (2005) and

P-L13
Preissmann &

Lévêque (2013).
M-Vaa98
Montgomery & Vaaler (1998) introduced a still more general weighted

form of Hilbert’s inequality: Let the λn be as before, and suppose that

βn ≥ 0 for all n. Then∣∣∣∣∣
N∑
m=1

N∑
n=1

m̸=n

zmzn
βm + βn + i(γm − γn)

∣∣∣∣∣ ≤ 84

N∑
n=1

|zn|2

δn
. (G.47) E:MVaaGenHilbIneq

.
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Appendix H

Linear Programming

C:LinProg

H.1 Fundamental theory
S:Fund

The following simple and intuitively obvious result is fundamental.

T:1 Theorem H.1 Let C be a closed convex set in Rm, and suppose that

b /∈ C. Then there is a hyperplane H = {u ∈ Rm : n · u = c} that

separates b from C in the sense that b·n < 0 and n·u ≥ 0 for all u ∈ C.

Proof Let u0 be a point of C whose distance from b is minimal. It is

clear that this minimal distance is attained by some point u0 of C, even

if C is unbounded and therefore not compact, since we may restrict our

attention to a sufficiently large compact subset of C. Set n = u0−b and
put c = u0·n. Then

b·n = (u0 − n)·n = c− |n|2 < c

since n ̸= 0.

Suppose on the other hand that u ∈ C. The points (1 − t)u0 + tu,

0 ≤ t ≤ 1, constitute the line segment joining u0 to u. Since C is convex,

these points are also members of C. Consider the distance of such a point

from b. We note that

|(1−t)u0+tu−b|2 = |u+t(u−u0)|2 = |n|2+2t(u−u0)·n+ |u−u0|2t2.

If it were the case (u−u0)·n < 0, then the above would be smaller than

|n|2 if we took t sufficiently small and positive. Then we would have a

point of C that is closer to b than u0. Since u0 was chosen to minimize

this distance, we conclude that (u − u0)·n ≥ 0, which is to say that

u·n ≥ c.

Cor:2 Corollary H.2 A closed convex set in Rm is the intersection of its

supporting translated half-spaces.

467
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Suppose that a and b are vectors in Rm. We say that a ≥ b if ai ≥ bi
for all respective coordinates.

T:3 Theorem H.3 (Farkas’ Lemma 1902) Suppose that b ∈ Rm and that

A is an m× n real matrix. Then exactly one of the following is true:

(i ) There is an x ∈ Rn such that Ax = b and x ≥ 0;

(ii )There is a y ∈ Rm such that b·y < 0 and ATy ≥ 0.

Proof That the alternatives are mutually exclusive is clear, for if both

(i) and (ii) held, then we would have

0 > yTb = yT(Ax) = (yTA)x =
(
ATy

)T
x ≥ 0.

Let C = {Ax ∈ Rm : x ≥ 0} be the closed convex cone generated by

the columns of A. By Theorem
T:1
H.1, either b ∈ C, in which case we are

in case (i), or else there is a vector n ∈ Rm and a real number c such

that n·b < c but n·u ≥ c for all u ∈ C. Since 0 ∈ C it follows that c ≤ 0.

On the other hand, if there were an u = Ax ∈ C such that n·u < 0,

then such numbers would be unbounded below, since u can be replaced

by αu with α ≥ 0 arbitrarily large. Thus c = 0. We take y = n, and

observe that yTAx ≥ 0 for all x ≥ 0 if and only if yTA ≥ 0. Thus the

proof is complete.

T:4 Theorem H.4 Suppose that b ∈ Rm and that A is an m× n matrix.

Then exactly one of the following is true:

(i) There is an x ∈ Rn such that Ax ≤ b and x ≥ 0;

(ii) There is a y ∈ Rm such that b·y < 0, ATy ≥ 0, and y ≥ 0.

Proof That the alternatives are mutually exclusive is clear, for if both

(i) and (ii) held, then we would have

0 > yTb ≥ yT(Ax) = (yTA)x ≥ 0.

We apply Theorem
T:3
H.3 with n replaced by m+n, A replaced by [A | I],

and x replaced by
[
x
w

]
where w ∈ Rm. In case (i) of Theorem

T:3
H.3 we

have

[
A | I

] x
w

 = b

where x ≥ 0 and w ≥ 0. That is, Ax+w = b, which is case (i) above.

Alternatively, in case (i i) of Theorem
T:3
H.3 there is a y ∈ Rm such that
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b·y < 0 and yT[A | I] ≥ 0. That is, yTA ≥ 0 and y ≥ 0. Thus (i i) holds

and the proof is complete.

We are now in a position to prove the Fundamental Duality Theorem

of linear programming.

T:5 Theorem H.5 Let A be an m×n matrix with real entries, and suppose

that b ∈ Rm and c ∈ Rn are given. Put X = {x ∈ Rn : x ≥ 0, Ax ≤ b},
and Y = {y ∈ Rm : y ≥ 0, ATy ≥ c}. If X and Y are both non-empty,

then

max
x∈X

c·x = min
y∈Y

b·y . (H.1) E:1

If X is non-empty, then supx∈X b·x = +∞ if and only if Y = ∅. Simil-

arly, if Y is non-empty, then infy∈Y c·y = −∞ if and only if X = ∅.

It is possible that both X and Y are empty.

Proof Let L denote the left hand side of (
E:1
H.1) if X is non-empty, and

let R denote the right hand side of (
E:1
H.1) if Y is non-empty. Since X

is connected and c·x is a continuous function of x, it follows that the

values c·x, for x ∈ X, form an interval on the real line, IL, say. Similarly,

the values b·y, for y ∈ Y, form an interval IR. Suppose that x ∈ X and

y ∈ Y. Since c ≤ ATy and x ≥ 0, it follows that

c·x = cTx ≤
(
yTA

)
x = yT

(
Ax
)
.

On the other hand, y ≥ 0 and Ax ≤ b, so the above is

≤ yTb = b·y.

Thus the interval IL lies entirely to the left of the interval IR. What is

further asserted in (
E:1
H.1) is that there is no gap between these intervals.

From the above it is clear that if X and Y are both non-empty, then the

interval IL is bounded above and the interval IR is bounded below. It

remains also to show that if X ̸= ∅ and Y = ∅, then IL extends to +∞,

and similarly that if X = ∅ and Y ̸= ∅, then the interval IR extends to

−∞.

Suppose that X is non-empty and that µ is a number chosen so large

that µ > L. Then there does not exist an x ≥ 0 such that A

−cT

x ≤

 b
−µ

 .
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We apply Theorem
T:4
H.4 to this situation, and see that case (i) is excluded.

Thus there is a
[
z
q ] ∈ Rm+1 such that

[bT | − µ]

 z
q

 < 0,
[
AT | − c

]  z
q

 ≥ 0, z ≥ 0, q ≥ 0.

That is, b · z < µq and ATz ≥ qc. We see that q > 0, for if q = 0,

then we would have b·z < 0, ATz ≥ 0, and z ≥ 0, which is case (i i)

of Theorem
T:4
H.4. But then case (i) would be excluded, which is to say

that X would be empty, contrary to assumption. Thus q > 0 and we set

y = 1
qz. Then y ∈ Y and b·y < µ. Thus we learn that if it is possible to

choose a number µ larger than all members of IR, then Y is non-empty,

and also that µ > R. Thus if X is non-empty, then L = +∞ if and only

if Y is empty. As we observed at the outset, if X and Y are non-empty,

then L ≤ R. What we have now shown is that there is no number µ such

that L < µ < R. Thus L = R.

The proof is now complete except for the very final assertion. For this

we can argue similarly, or we can exchange m and n, replace b by −c,
replace c by −b, and replace A by −AT. Then X and Y are exchanged,

L is replaced by −R, and R is replaced by −L. Through this reversal

we see that the final assertion follows from the one immediately before

it, so the proof is complete.

S:Fund

H.1.1 Exercises

1. Let C be a closed convex set in Rm, suppose that b /∈ C, and let u0

be a member of C that is closest to b, as in the proof of Theorem
T:1
H.1.

Show that u0 is unique.

2. Let C be a convex set in Rm, and suppose that b /∈ C. Show that there

is a hyperplane H = {u ∈ Rm : n·u = c} that separates b from C in

the sense that n·b ≤ 0 but n·u ≥ 0 for all u ∈ C.

3. Derive Theorem
T:3
H.3 from Theorem

T:4
H.4 by applying Theorem

T:4
H.4

with m replaced by 2m, and with A, b, y replaced respectively by A

−A

 ,
 b
−b

 ,
 y1

−y2

 .
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H.2 The application to sieves
S:App

Let A be a sequence of nonnegative numbers a(k), let P be a finite set

of primes, set P =
∏
p∈P p, and for δ|P set

Sδ =
∑
k

(k,P )=δ

a(k),

so that

Xd =
∑
k

a(kd) =
∑
δ

d|δ|P

Sδ

for d|P . Let n = 2ω(P ). Thus n is the number of δ|P , and the Sδ play

the role of the xj in Theorem
T:5
H.5. The Xd are linear forms in the Sδ,

which must obey bounds of the sort

|Xd − ρ(d)X| ≤ Rd (H.2) E:SieveHyp

for d|P . Here ρ(d) is a multiplicative function defined on the divisors

of P with 0 ≤ ρ(p) ≤ 1 for all p|P . This gives rise to m = 2n linear

inequalities

Xd ≤ ρ(d)X +Rd,

−Xd ≤ −ρ(d)X +Rd

for d|P . Let A be the m× n partitioned matrix

A =

A+
dδ

A−
dδ


where

A+
dδ =

{
1 if d|δ,
0 otherwise,

A−
dδ =

{
−1 if d|δ,
0 otherwise

Let S be a column vector whose n coordinates are the numbers Sδ, and

let b be a column vector whose m = 2n coordinates are partitioned so

that the first n coordinates are the numbers b+d = ρ(d)X +Rd, followed

by n further coordinates b−d = −ρ(d)X + Rd. Thus the vectors S are

subject to the condition S ≥ 0 and AS ≤ b. Let X denote the set of

these admissible vectors S. Let c be a vector in Rn whose coordinates
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are indexed by the δ|P with

cδ =

{
1 if δ = 1,

0 if δ > 1.

For an upper bound sieve, we would want to derive an upper bound

for the size of c · S. To construct the dual extremal problem we let

λ ∈ Rm have nonnegative coordinates, partitioned into two halves, so

that λ = [λ+d |λ−d ]. Note that in this situation, λ+d is not an upper bound

sifting function, nor is λ−d a lower bound sifting function. Rather, they

are building blocks which will be used to form an upper bound sifting

function. In addition to λ ≥ 0, the λ are required to satisfy λA ≥ c.

That is, ∑
d
d|δ

λ+d −
∑
d
d|δ

λ−d ≥ cδ =

{
1 if δ = 1,

0 if δ > 1.

Let Y denote the set of those λ that meet these requirements. For any

λ ∈ Y, the quantity b·λ is an upper bound for c·S for all S ∈ X. That

is,

S1 ≤ [b+d | b−d ] · [λ
+
d |λ−d ] = X

∑
d|P

(
λ+d − λ−d

)
ρ(d) +

∑
d|P

(
λ+d + λ−d

)
Rd.

Suppose that λd is given, and that λ+d and λ−d take nonnegative values so

that λ+d −λ−d = λd. If λd ≥ 0, then the quantity λ+d +λ−d is minimized by

taking λ+d = λd and λ−d = 0. Similarly, if λd ≤ 0, the quantity λ+d + λ−d
is minimized by taking λ+d = 0 and λ−d = −λd. Thus

S1 ≤ X
∑
d|P

λdρ(d) +
∑
d|P

|λd|Rd (H.3) E:sieveUB

where ∑
d|δ

λd ≥

{
1 if δ = 1,

0 if δ > 1.

Moreover, by Theorem
T:5
H.5 we know that the minimum of the bound

(
E:sieveUB
H.3) over λ ∈ Y is equal to the maximum of S1 as S takes all possible

values in X, provided that both X and Y are nonempty. For Y this is

easy: Just take λ1 = 1 and λd = 0 for d > 1. To exhibit a point in X, we

note that if

Sδ = ρ(δ)
∏
p|P/δ

(1− ρ(p))X
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for all δ|P , then Xd = ρ(d)X for all d|P . Hence in particular, any upper

bound that can be derived from the hypotheses (
E:SieveHyp
H.2) must be at least

as large as

X
∏
p|P

(1− ρ(p)),

and any lower bound cannot exceed this value.

To obtain a corresponding result for lower bound sieves, we let A, b,

and X be defined as above, but we now set c ∈ Rn to be c = (cδ) with

cδ =

{
−1 if δ = 1,

0 if δ > 1 δ|P.

That is, c is the negative of its former value. This results in a change in

the definition of Y. We still take Y to be the subset of R2n consisting of

partitioned vectors λ = [λ+d , λ
−
d ] such that ATλ ≥ c, but this condition

now reads ∑
d
d|δ

λ+d −
∑
d
d|δ

λ−d ≥

{
−1 if δ = 1,

0 if δ > 1 δ|P

for δ|P . Put λd = λ−d − λ+d . Then∑
d
d|δ

λd ≤

{
1 if δ = 1,

0 if δ > 1, δ|P.

Hence

−S1 ≤ [b+d | b−d ] · [λ
+
d |λ−d ] = X

∑
d|P

(
λ+d − λ−d

)
ρ(d) +

∑
d|P

(
λ+d + λ−d

)
Rd

= −X
∑
d|P

λdρ(d) +
∑
d|P

(
λ+d + λ−d

)
Rd.

To minimize the value of λ+d +λ−d , if λd ≥ 0, set λ−d = λd, λ
+
d = 0, and if

λd < 0 set λ+d = −λd and λ−d = 0. On rearranging the inequality above,

we find that

X
∑
d|P

λdρ(d)−
∑
d|P

|λd|Rd ≤ S1,

and that the maximum of the left hand side over all λ ∈ Y is equal to the

minimum of the right hand side over all S ∈ X. Note that X is nonempty

because it is unchanged from our upper bound discussion, and that Y

is nonempty because 0 ∈ Y. Indeed, it sometimes happens that the best
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lower bound for S1 is 0, and in that case λ = 0 is optimal. (For example,

this happens when A = {2, 3, 4}, P = {2, 3}.)

It may seem that our considerations are not very useful because the

number of variables grows exponentially as a function of n. However,

in most practical situations, the Xd are well-approximated only for d of

limited size, which is to say for d ≤ z for some parameter z. We then

set Rd = ∞ for d > z, which has the effect of forcing the support of λ

to lie in [1, z].

S:App

H.2.1 Exercise

1. (USA Mathematical Olympiad 2011 Problem 6) Let A be a set of

225 integers, let A1, . . . ,A11 be subsets of A such that cardAi = 45 for

1 ≤ i ≤ 11, and also such that cardAi ∩Aj = 9 for 1 ≤ i < j ≤ 11. Let

D = A1 ∪A2 ∪ · · · ∪A11, and set R = A \D. The object of this Exercise

is to show that cardD ≥ 165, and to show that this is best possible.

(a) Note that the first part of the object is equivalent to showing that

cardR ≤ 60. This resembles an upper bound sieve problem, in which

the Ai correspond to multiples of a prime pi which are deleted, and

the numbers in R remain. For a ∈ mathscrA define a weight

w(a) = 1 + λ1
∑

1≤i≤11
a∈Ai

1 + λ2
∑

1≤i<j≤11
a∈Ai∩Aj

1

where λ1 and λ2 are yet to be chosen.

(b) Note that if w(a) ≥ 0 for all a ∈ A and w(a) ≥ 1 for all a ∈ R, then

cardR ≤
∑
a∈A

w(a).

(c) Show that ∑
a∈A

w(a) = 225 + 495(λ1 + λ2).

(d) For a ∈ A, let m = m(a) denote the number of i, 1 ≤ i ≤ 11, for

which a ∈ Ai. Show that

w(a) = 1 +

(
m

1

)
λ1 +

(
m

2

)
λ2 = f(m),

say.



H.3 Notes 475

(e) Choose λ1 and λ2 so that f(3) = f ′(3) = 0. With the λj chosen this

way, show that λ1 + λ2 = −1/3, and that f(m) = (m− 3)2/9, with

the result that f(0) = 1, f(m) ≥ 0 for all m, and f(m) = 0 only

when m = 3.

(f) Conclude that cardR ≤ 60, which is to say that cardD ≥ 165.

(g) To achieve equality in the above argument, the Ai must be chosen

so that m(a) = 3 for all a ∈ D. Note that
(
11
3

)
= 165. Choose 165

distinct integers, and for each triple (i, j, k) with 1 ≤ i < j < k ≤ 11

place one of these integers in Ai ∩ Aj ∩ Ak. The Ai are to have no

other members. Show that cardD = 165, that cardAi = 45 for all

i, and that cardAi ∩Aj = 9 for all pairs i < j.

H.3 Notes
S:NotesLinProg

Section H.1. Theorem
T:1
H.1 is true also in many other spaces, but it is

important that the space in question be locally convex.

The history of linear programming can be traced back to
JBJF26
Fourier

(1826), who determined whether a polyhedron defined by linear inequal-

ities is empty by projecting it to a space of dimension one less; thus he

eliminated one variable at a time. This process is now known as Fourier–

Motzkin elimination. See
D&E73
Dantzig & Eaves (1973) and

HPW86
Williams (1986)

for accounts of this. The next major development was the discovery

of
JF02
Farkas, J. (1902), but this had little impact until much later.

dlVP11
de la

Vallée Poussin (1911) devised an iterative procedure for solving a min-

imax problem, but this also seems not to have attracted attention. Retro-

spectively,
RWF06
Farebrother (2006) argues that with a few small adjustments,

de la Vallée Poussin’s procedure could have been converted to provide a

linear programming algorithm. Economists made progress in the 1930’s

and 40’s, and George Dantzig invented the Simplex Method in the sum-

mer of 1947, but it was on October 3, 1947, when Dantzig described

his work to von Neumann at the Institute for Advanced Study, that von

Neumann immediately conjectured the duality principle. von Neumann’s

contention was that Dantzig’s problem was essentially equivalent to a

problem in the theory of games that had already been discussed in
vN&M44
von

Neumann & Morgenstern (1944). Dantzig was assigned the job of writing

up rigorous proofs, a task he completed by January 5, 1948. However,

he did not publish his paper, because he considered it to be the work

of von Neumann. In 1948, Gale, Kuhn and Tucker started their work

on nonlinear programming, and soon discovered duality, independently
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of von Neumann. See
GKT51
Gale, Kuhn & Tucker (1951). Further seminal pa-

pers from this era are found in the conference proceedings edited by
TCK51
Koopmans (1951). For details as to how and by whom such terms as

‘Primal’, ‘Simplex Method’, ‘Linear Programming’ were invented, see
GBD82
Dantzig (1982) and

RD84
Dorfman (1984).

In most applications, the Simplex Method seems to run in a little more

than linear time, but some artificial situations have been constructed in

which it runs much slower.
NZS70
Shor (1970) proposed a different algorithm

for linear programming, of a type called ‘ellipsoidal’,
LK79
Khachiyan (1979)

modified it, and thus was able to prove that the linear programming

problem runs in polynomial time. However, these algorithms are not so

fast in practice. On the other hand,
NKK84
Karmarkar (1984), at Bell Labs,

proposed a method that deals simultaneously with issues of projection

and scaling, and is fast in practice. For more details, with instructive

code fragments, see
CC&R20
Chakraborty, Chandru & Rao (2020).

Section H.2. Chebyshev advanced our understanding of the distribu-

tion of prime numbers by employing truncated versions of the Möbius

function. The first person to modify the Möbius function to form a sifting

function as we think of them today was a young French mathematician,

Jean Merlin, who was killed in WWI. Thus we have from him only one

brief announcement,
JM11
Merlin (1911), communicated by Poincaré, and one

posthumous paper
JM15a
Merlin (1915), prepared by Hadamard. Viggo Brun

was stimulated by these items, and developed an effective sieve method.

Buchstab devised a method by which sieve estimates could be improved,

but without any indication that sifting functions had the capability of

delivering optimal results. In his Stony Brook lectures,
AS71
Selberg (1971)

argued that sifting functions can deliver optimal bounds because they

represent the supporting planes of a certain convex body. We have ex-

pressed the situation in terms of linear programming, in order to make

it more amenable to numerical explorations.

The published account of the Olympiad Problem includes three solu-

tions, none of which treat the problem as one of linear programming. The

number 225 was cunningly chosen so that 45 = 225/5 and 9 = 225/52,

but this has no bearing on the solution. If 225 is replaced by any number

N > 165, then cardD = 165 and cardR = N−165. We understand that

this problem was solved by exactly 2 contestants.
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