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Notation

We continue to use notation defined in Volume I, mostly without repeating
mention of them here. Some symbols are used in more than one way. The
intended interpretation should be clear from the context in which it arises.

Symbol Meaning

𝐴∗ The adjoint of the matrix 𝐴. See page 398.
𝐵(𝑧) Beurling’s function. See page 338.
𝐶 (T) The set of continuous functions with period 1. See §E.1.
𝑐𝑞 (𝑛) Ramanujan’s sum. See Theorem 4.1.
𝐷 (𝑁, 𝛼) = 𝑍 (𝑁, 𝛼) − 𝑁𝛼. Discrepancy. See page 373.
𝐷★(𝑁) Discrepancy. See page 373.
𝐷 (𝑁) Discrepancy. See page 377.
deg 𝑃 The degree of the polynomial 𝑃.
𝑒(𝑥) = 𝑒2𝜋𝑖𝑥 ; the complex exponential with period 1. See page 335.
𝐸𝜎 Entire functions of exponential type 𝜎; see page 338.
𝐸0 (𝜒) = 1 if 𝜒 = 𝜒0 , = 0 otherwise. See page 19.
�̂� (𝑡) The Fourier transform of 𝑓 . See page 335.
𝑛2 (𝑝) The least positive quadratic nonresidue of 𝑝. See page 161.
𝑃𝑘 An almost prime; i.e. a product of at most 𝑘 primes. See page 182.
𝑠(𝑥) The sawtooth function. See page 378.
𝑠(𝑛) sum of the binary digits of 𝑛. See page 86.
𝑆± (𝑥) Selberg’s functions. See page 341.
si(𝑥) The sine integral. See page 354.
sgn(𝑥) = 𝑥/|𝑥 | for 𝑥 ≠ 0; sgn(0) = 0. The sign or signum function.{
𝑛
𝑘

}
Stirling number of the second kind. See page 142.
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xii Notation

Symbol Meaning

𝑤(𝑢) The Buchstab function, used to approximate Φ(𝑥, 𝑦). See §7.2.
𝑍 (𝑁, 𝛼) The number of 𝑛, 1 ≤ 𝑛 ≤ 𝑁 , such that {𝑢𝑛} ≤ 𝛼; see page 369.
𝛿 Dirac delta measure. See page 371.
Δ(𝑥) is the error term in the Dirichlet Divisor Problem. See page 45.
Δ(𝑛) Hooley’s function; see (21.121).
Δ𝑁 (𝑥) is the Fejér kernel; see (E.2).
𝜆 Lebesgue measure, see page 371.
𝜈(𝐴) numerical radius of the square matrix A. See page 403.
𝜌(𝐴) spectral radius of the square matrix 𝐴. See page 403.
𝜌(𝑦) = lim sup𝑥→∞ 𝜋(𝑥 + 𝑦) − 𝜋(𝑥). See page 133.
𝜌(𝑁) = max𝑀

∑𝑀+𝑁
𝑛=𝑀+1

𝑝 |𝑛 =⇒ 𝑝>𝑁

1. See page 133.

𝜌(𝑢) The Dickman function, used to estimate 𝜓(𝑥, 𝑦). See §7.1.
𝜎𝑁 (𝑥) A Cesàro partial sum of a Fourier series; see page 335.
Φ(𝑥, 𝑦) The number of 𝑛 ≤ 𝑥 composed entirely of primes 𝑝 ≥ 𝑦. See §7.2.∑★
𝜒 A sum over primitive characters modulo 𝑞. See page 174.

𝜓(𝑥, 𝑦) The number of 𝑛 ≤ 𝑥 composed entirely of primes 𝑝 ≤ 𝑦. See §7.1.
X𝑛𝑖=1 𝑆𝑖 A Cartesean product of sets. See page 382.
⌊𝑥⌋ The floor of 𝑥, which is the unique integer 𝑛 such that 𝑛 ≤ 𝑥 < 𝑛 + 1;

formerly denoted by [𝑥].
⌈𝑥⌉ The ceiling of 𝑥, which is the unique integer 𝑛 such that 𝑛 − 1 < 𝑥 ≤ 𝑛.
�̂� (𝑛) is a Fourier coefficient of 𝑓 ; see page 335.
�̂� (𝑡) is the Fourier transform of 𝑓 ; see page 337.
∥𝒙∥ Norm of the vector 𝒙. See page 397.
∥𝛼∥ = min𝑛∈Z |𝛼 − 𝑛|. See page 5.
∥𝐴∥ The operator norm of the matrix 𝐴. See page 397.



Preface

We reiterate that our object is to introduce the interested student to the tech-
niques, results, and terminology of multiplicative number theory. Whilst it is
not intended that our discussion will always reach the research frontier, it is
hoped that the material here will prepare the student for tackling the more ad-
vanced research literature. As far as possible the topics of this volume are either
self-contained or build on material in the first volume. We continue to assume
that the reader has some acquaintance with the fundamentals of elementary
number theory, abstract algebra, measure theory, complex analysis, and clas-
sical harmonic analysis. More specialized or advanced background material in
analysis is provided in the appendices. It should be noted that as we build on
the earlier volume and develop the more advanced material there is often also
increased complexity of detail and this requires greater stamina in the reader.
The average chapter length in this volume is about 50 pages, compared with 30
or so for volume 1.

The relationship of exercises to the material developed in a given section
varies widely. Some exercises are designed to illustrate the theory directly
whilst others are intended to give some idea of the ways in which the theory
can be extended, or developed, or paralleled in other areas. The reader is
cautioned that papers cited in exercises do not necessarily contain a solution.

The years since our first volume appeared have witnessed many develop-
ments, especially in sieves and gaps between primes, and very recently on large
values of Dirichlet polynomials and zero density estimates. As happened with
the first volume, we again have too much material for one volume, so we are
emphasising sieves in this volume, and postpone such topics as Vinogradov’s
method of exponential sums, the wider zero free region for the zeta function,
mean and large values of Dirichlet polynomials, zero density theorems, Lin-
nik’s theorem, probabilistic number theory, and pair correlation of zeta zeros
for the next volume.
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xiv Preface

While it is to be expected that we will be building on the first volume, there are
three topics that might have appeared minor but will take on a greater rôle as we
continue: (1) The Ramanujan sum, as discussed in §4.1 will turn up repeatedly.
(2) The function 𝜓(𝑥, 𝑦), which counts the integers 𝑛 ≤ 𝑥 all of whose prime
factors are ≤ 𝑦 was discussed in §7.1, where we found that it is asymptotic
to 𝜌(𝑢)𝑥 with 𝑢 = (log 𝑥)/log 𝑢. Here 𝜌(𝑢) is the Dickman function. (3) The
quantity Φ(𝑥, 𝑦) is defined to be the number of integers 𝑛 ≤ 𝑥 all of whose
prime factors are ≥ 𝑦. In §7.2 we found that Φ(𝑥, 𝑦) ∼ (𝑤(𝑢)𝑥− 𝑦)/log 𝑦 when
𝑢 is bounded. Here 𝑤(𝑢) is the Buchstab function. The Dickman and Buchstab
functions are determined by differential-delay equations, which imparts striking
behaviour:

𝑢𝜌′ (𝑢) = −𝜌(𝑢 − 1),
(𝑢𝑤(𝑢))′ = 𝑤(𝑢 − 1).

Many people have assisted us in this work — including P. T. Bateman,
E. Bombieri, T. Chan, J. B. Conrey, H. G. Diamond, T. Estermann, J. B.
Friedlander, S. W. Graham, S. M. Gonek, A. Granville, D. R. Heath-Brown,
H. Iwaniec, H. Maier, G. G. Martin, D. W. Masser, A. M. Odlyzko, G. Peng,
C. Pomerance, H.–E. Richert, K. Soundararajan, and U. M. A. Vorhauer. In
particular, our doctoral students, and their students also, have been most helpful
in detecting errors of all types. We are grateful to them all. We would be
most happy to hear from any reader who detects a misprint, or might suggest
improvements.

Finally we thank our loved ones and friends for their long term support, and
David Tranah at Cambridge for his encouragement and patient endurance.



16
Exponential Sums I: Van der Corput’s Method

We are interested in non-trivial bounds for sums of the form
𝑁∑︁
𝑛=1

𝑒( 𝑓 (𝑛))

where 𝑓 (𝑥) is a smooth real-valued function. In this chapter we develop methods
whereby one may show that such a sum is indeed 𝑜(𝑁). The quality of the results
depend on the finer properties of 𝑓 . In some simple cases the estimates are best
possible, but in most situations the bounds we achieve fall far short of what we
suppose to be the truth. We begin with the simpler continuous analogue. This
provides motivation, and the results we obtain are also useful in dealing with
the discrete case.

16.1 Exponential integrals

We seek bounds for integrals of the form
∫ 𝑏
𝑎
𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) 𝑑𝑡 in terms of the

behaviour of 𝑟 (𝑡) and 𝜃 (𝑡). We begin by generalizing the obvious inequality��� ∫ 𝑏

𝑎

𝑒𝑖𝛼𝑡 𝑑𝑡

��� ≤ min
(
𝑏 − 𝑎, 2

|𝛼 |

)
. (16.1)

Theorem 16.1 Let 𝑟 (𝑡) and 𝜃 (𝑡) be real-valued functions on [𝑎, 𝑏] for
which 𝑟 (𝑡) is continuous on [𝑎, 𝑏], 𝜃 (𝑡) is differentiable on [𝑎, 𝑏] (where if
necessary we take the right and left hand derivatives at 𝑎 and 𝑏 respect-
ively), 𝜃′ (𝑡) is continuous on [𝑎, 𝑏], and 𝜃′ (𝑡) ≠ 0. Suppose that 𝜆 satisfies
Var[𝑎,𝑏]𝑟 (𝑡)/𝜃′ (𝑡) ≤ 2𝜆 and |𝑟 (𝑡)/𝜃′ (𝑡) | ≤ 𝜆 when 𝑎 ≤ 𝑡 ≤ 𝑏. Then��� ∫ 𝑏

𝑎

𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) 𝑑𝑡
��� ≤ 4𝜆.

1



2 Exponential Sums I: Van der Corput’s Method

In many interesting cases 𝑟 (𝑡)/𝜃′ (𝑡) is monotonic and then the bound on
𝑟/𝜃′ implies the bound on the variation.

Proof Let 𝜌(𝑡) = 𝑟 (𝑡)/𝜃′ (𝑡). We integrate by parts, using the Riemann–
Stieltjes integral as developed in Appendix A. Thus∫ 𝑏

𝑎

𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) 𝑑𝑡 = −𝑖
∫ 𝑏

𝑎

𝜌(𝑡)𝑑𝑒𝑖 𝜃 (𝑡 )

=

[
− 𝑖𝜌(𝑡)𝑒𝑖 𝜃 (𝑡 )

���𝑏
𝑎
+ 𝑖

∫ 𝑏

𝑎

𝑒𝑖 𝜃 (𝑡 ) 𝑑𝜌(𝑡).
(16.2)

Hence ��� ∫ 𝑏

𝑎

𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) 𝑑𝑡
��� ≤ |𝜌(𝑎) | + |𝜌(𝑏) | +

∫ 𝑏

𝑎

|𝑑𝜌(𝑡) | ≤ 4𝜆.

□

It is instructive to view the above argument geometrically. When 𝑎 ≤ 𝑡 ≤ 𝑏,
let 𝑍 (𝑡) =

∫ 𝑡
𝑎
𝑟 (𝑢)𝑒𝑖 𝜃 (𝑢) 𝑑𝑢. These points describe a curve in the complex plane,

with tangent vector 𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) . Thus 𝑍 (𝑡) is moving with speed |𝑟 (𝑡) |, and the
argument of the tangent vector is changing at a rate 𝜃′ (𝑡). Hence the curve has
curvature 𝜅 = |𝜃′ (𝑡)/𝑟 (𝑡) |. Consequently the radius of curvature at time 𝑡 is
|𝜌(𝑡) |, and 𝐶 (𝑡) = 𝑍 (𝑡) + 𝑖𝜌(𝑡)𝑒𝑖 𝜃 (𝑡 ) is the centre of the osculating circle. One
may reach 𝑍 (𝑏) from the origin by following the path 𝑍 (𝑡). Alternatively, to
reach 𝑍 (𝑏) one may first move along the line segment from 0 to 𝐶 (𝑎), then
follow the path𝐶 (𝑡) to𝐶 (𝑏), and finally pass along the line segment from𝐶 (𝑏)
to 𝑍 (𝑏). These two alternatives are expressed in the identity (16.2). When 𝜌(𝑡)
is differentiable we find that𝐶′ (𝑡) = 𝑖𝜌′ (𝑡)𝑒𝑖 𝜃 (𝑡 ) . Thus the tangent vector𝐶′ (𝑡)
to the curve 𝐶 (𝑡) is at all times perpendicular to the tangent vector 𝑍 ′ (𝑡) to
the curve 𝑍 (𝑡), and 𝐶 (𝑡) moves with a speed equal to the rate of change of the
radius of curvature. Suppose for simplicity that 𝜌(𝑡) is positive and decreasing.
Then the curve 𝑍 (𝑡) spirals inward, in the sense that the osculating circles are
nested. To see this, observe that if 𝑎 ≤ 𝑡1 ≤ 𝑡2 ≤ 𝑏, then��𝐶 (𝑡1) − 𝐶 (𝑡2)�� = ���𝑖 ∫ 𝑡2

𝑡1

𝑒𝑖 𝜃 (𝑡 ) 𝑑𝜌(𝑡)
��� ≤ ∫ 𝑡2

𝑡1

|𝑑𝜌(𝑡) | = 𝜌(𝑡1) − 𝜌(𝑡2).

In particular, the circle with centre 𝐶 (𝑎) and radius 𝜌(𝑎) passes through the
point 𝑍 (𝑎) = 0, whilst 𝑍 (𝑏) falls within the circle. Hence 𝑍 (𝑏) | ≤ 2𝜌(𝑎) in
this case.

In many cases we do not need the full generality of Theorem 16.1, and the
following special case suffices.

Corollary 16.2 Let 𝑟 (𝑡) and 𝜃 (𝑡) be real-valued functions on [𝑎, 𝑏] for which



16.1 Exponential integrals 3

𝑟 (𝑡) is continuous on [𝑎, 𝑏], 𝜃 (𝑡) is differentiable on [𝑎, 𝑏] (where if necessary
we take the right and left hand derivatives at 𝑎 and 𝑏 respectively), 𝜃′ (𝑡) is
continuous on [𝑎, 𝑏], and 𝜃′ (𝑡) ≠ 0. Put 𝜌(𝑡) = 𝑟 (𝑡)/𝜃 (𝑡). If 𝜌 is monotonic
and 𝜆 is a number such that −𝜆 ≤ 𝜌(𝑡) ≤ 𝜆 for 𝑎 ≤ 𝑡 ≤ 𝑏, then��� ∫ 𝑏

𝑎

𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) 𝑑𝑡
��� ≤ 4𝜆.

If 𝜃′ (𝑡) vanishes at some point of the interval [𝑎, 𝑏], then Theorem 16.1 does
not apply, but we can still obtain a bound when 𝜃′′ (𝑡) exists and is not too small.

Theorem 16.3 Suppose that 𝑟 (𝑡) and 𝜃 (𝑡) are real valued and continuous on
[𝑎, 𝑏], that 0 < 𝑟 (𝑡) ≤ 𝑀 , that 𝜃 (𝑡) is twice differentiable on [𝑎, 𝑏] (where if
necessary we take the right and left hand derivatives at 𝑎 and 𝑏 respectively),
that 𝜃′ (𝑡)/𝑟 (𝑡) is monotonic and that 0 < 𝜇 ≤ 𝜃′′ (𝑡) when 𝑎 ≤ 𝑡 ≤ 𝑏. Then��� ∫ 𝑏

𝑎

𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) 𝑑𝑡
��� ≤ 8𝑀

√
𝜇
.

The above often suffices in applications. If necessary, a more precise ap-
proximation can be derived, say via the more elaborate Theorem 16.19 below.
However, generally the above bound is of the correct order of magnitude. For
example, in the case 𝑟 (𝑡) ≡ 1 and 𝜃 (𝑡) = 𝑐𝑡2 with 𝑐 > 0 we have 𝜃′′ (𝑡) = 2𝑐
and ∫ ∞

−∞
𝑒𝑖𝑐𝑡

2
𝑑𝑡 = 𝑒(1/8)

√︁
𝜋/𝑐. (16.3)

(A proof of this is outlined in Exercise 9.3.5.) If we were to apply Theorem 16.3
to the integral above, we would find that it is ≪ 1/

√
𝑐, which is to say we would

obtain a bound of the correct order of magnitude. In Figure 16.1 we depict the
curve 𝑍 (𝑡) =

∫ 𝑡
−∞ 𝑒

𝑖𝑢2
𝑑𝑢, which spirals tightly except near the inflection point

at 𝑡 = 0.

Proof Let 𝛿 > 0 be a parameter at our disposal. Since 𝜃′′ (𝑡) > 0, we know
that 𝜃′ (𝑡) is increasing, and hence if there are 𝑡 for which |𝜃′ (𝑡) | ≤ 𝛿𝜇, then
such 𝑡 comprise an interval, say 𝐼0. If 𝐼0 is a proper subinterval of [𝑎, 𝑏], then
the complement of 𝐼0 consists of one or two intervals, say 𝐼±1. The length of 𝐼0
is at most 2𝛿, since 𝜃′′ (𝑡) ≥ 𝜇. Hence��� ∫

𝐼0

𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) 𝑑𝑡
��� ≤ 2𝑀𝛿.

For 𝑡 ∈ 𝐼±1 we have |𝜃′ (𝑡) | ≥ 𝛿𝜇. Thus, by Theorem 16.1 with 𝜆 = 𝑀𝜇−1𝛿−1,
we deduce that ��� ∫

𝐼±1

𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) 𝑑𝑡
��� ≤ 4𝑀

𝛿𝜇
.



4 Exponential Sums I: Van der Corput’s Method

Hence altogether ��� ∫ 𝑏

𝑎

𝑟 (𝑡)𝑒𝑖 𝜃 (𝑡 ) 𝑑𝑡
��� ≤ 2𝑀𝛿 + 8𝑀

𝛿𝜇
,

and the desired bound follows on taking 𝛿 = 2𝜇−1/2. □

K K K K

K

K

K

K

Figure 16.1 Graph of 𝑧 (𝑡 ) =
∫ 𝑡

0 𝑒
𝑖𝑢2
𝑑𝑢 for −7 ≤ 𝑡 ≤ 7.

16.1.1 Exercises

1. Suppose that 𝑘 ≥ 2, that 𝑓 : [𝑎, 𝑏] → R is 𝑘 times differentiable on [𝑎, 𝑏]
and that there is a positive number 𝜆𝑘 such that for each 𝑥 in (𝑎, 𝑏) we have
𝑓 (𝑘 ) (𝑥) ≥ 𝜆𝑘 . Show that��� ∫ 𝑏

𝑎

𝑒( 𝑓 (𝑥)) 𝑑𝑥
��� ≤ 𝑘2𝑘𝜆−1/𝑘

𝑘
.
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2. Suppose that 𝛼1, 𝛼2, . . . 𝛼𝑘 are real and let

𝐼 (𝑡;𝜶) =
∫ 𝑡

0
𝑒(𝛼1𝑢 + 𝛼2𝑢

2 + · · · 𝛼𝑘𝑢𝑘) 𝑑𝑢.

Show that for any positive number 𝑡,

𝐼 (𝑡;𝜶) ≪ 𝑡

(1 + |𝛼1 |𝑡 + |𝛼2 |𝑡2 + · · · + |𝛼𝑘 |𝑡𝑘)1/𝑘 .

3. (Talmage, 2022) Suppose that 𝑘 ≥ 2 and 𝜃1, . . . , 𝜃𝑘 , 𝛽 and 𝛾 are real add proper
autocitenumbers with 𝜃𝑘𝛾 ≠ 0, (𝑘 + 1)/(𝑘 + 2) ≤ 𝛽 ≤ 1, and write 𝜌 = 𝛽 + 𝑖𝛾.

Suppose further that 𝑋 is a real number with 𝑋 ≥ 1, and put

𝐼 (𝑋; 𝜽 , 𝜌) =
∫ 𝑋

0
𝑒(𝜃1𝑡 + · · · + 𝜃𝑘 𝑡𝑘)𝑡𝜌−1𝑑𝑡.

Show that

𝐼 (𝑋; 𝜽 , 𝜌) ≪ 𝑋𝛽

(1 + 𝑋 |𝜃1 | + · · · + 𝑋 𝑘 |𝜃𝑘 | + |𝛾 |)1/(𝑘+1) .

16.2 Elementary estimates

We now derive discrete analogues of the estimates of the preceding section.
Corresponding to the estimate (16.1) we have the following

Lemma 16.4 Let ∥𝛼∥ denote the distance from the real number 𝛼 to the
nearest integer, ∥𝛼∥ = min𝑛∈Z |𝛼 − 𝑛|. Then���� 𝑁∑︁

𝑛=1
𝑒(𝑛𝛼)

���� ≤ min
(
𝑁,

1
2∥𝛼∥

)
. (16.4)

Proof The above sum has 𝑁 summands, each of them unimodular, so by the
triangle inequality we see that 𝑁 is an upper bound for the modulus of the sum.
Now suppose that 𝛼 is not an integer. Then 𝑒(𝛼) ≠ 1, so by the formula for the
sum of a geometric progression we see that the left hand side above is

=

���� 𝑒((𝑁 + 1)𝛼) − 𝑒(𝛼)
𝑒(𝛼) − 1

���� ≤ 2
|𝑒(𝛼) − 1| =

1
| sin 𝜋𝛼 | ≤

1
2∥𝛼∥ .

□

As an analogue of Theorem 16.1 we have
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Theorem 16.5 (Kusmin–Landau) Let 𝛼1, 𝛼2, . . . , 𝛼𝑁 be real numbers and
for 1 ≤ 𝑛 < 𝑁 put 𝛿𝑛 = 𝛼𝑛+1 − 𝛼𝑛. Suppose that Δ is a positive real number
and that Δ ≤ 𝛿1 ≤ 𝛿2 ≤ . . . ≤ 𝛿𝑁−1 ≤ 1 − Δ < 1. Then��� 𝑁∑︁

𝑛=1
𝑒(𝛼𝑛)

��� ≤ cot
𝜋Δ

2
.

Proof Let 𝑧𝑛 = 𝑒(𝛼𝑛), 𝑤𝑛 = 𝑧𝑛+1/𝑧𝑛 = 𝑒(𝛿𝑛) and 𝜌𝑛 = 1/(1 − 𝑤𝑛). Then

𝑁∑︁
𝑛=1

𝑒(𝛼𝑛) =

𝑁−1∑︁
𝑛=1

𝜌𝑛 (𝑧𝑛 − 𝑧𝑛+1) + 𝑧𝑁 .

By partial summation the right hand side above is

= 𝜌1𝑧1 +
𝑁−1∑︁
𝑛=2

(𝜌𝑛 − 𝜌𝑛−1)𝑧𝑛 + (1 − 𝜌𝑁−1)𝑧𝑁 , (16.5)

so by the triangle inequality��� 𝑁∑︁
𝑛=1

𝑒(𝛼𝑛)
��� ≤ |𝜌1 | +

𝑁−1∑︁
𝑛=2

|𝜌𝑛 − 𝜌𝑛−1 | + |1 − 𝜌𝑁−1 |.

If 𝜌 = 1/(1 − 𝑤) and 𝑤 = 𝑒(𝛿) with 0 < 𝛿 < 1, then 𝜌 = (1 + 𝑖 cot 𝜋𝛿)/2 and
|𝜌 | = |1 − 𝜌 | = 1/(2 sin 𝜋𝛿). Hence the above is

≤ 1
2 sin 𝜋𝛿1

+ 1
2

𝑁−1∑︁
𝑛=2

(
cot 𝜋𝛿𝑛−1 − cot 𝜋𝛿𝑛

)
+ 1

2 sin 𝜋𝛿𝑁−1

=
1
2

( 1
sin 𝜋𝛿1

+ 1
tan 𝜋𝛿1

− 1
tan 𝜋𝛿𝑁−1

+ 1
sin 𝜋𝛿𝑁−1

)
≤ 1

sin 𝜋Δ
+ 1

tan 𝜋Δ

= cot
𝜋Δ

2
,

and the proof is complete. □

The above argument can be interpreted geometrically as follows. Let 𝑠𝑛
denote the 𝑛-th partial sum of the sum on the left of (16.5), and for 1 < 𝑛 < 𝑁 ,
put 𝑐𝑛 = 𝑠𝑛 + 𝑧𝑛+1𝜌𝑛. Then 𝑐𝑛 = 𝑠𝑛−1 + 𝑧𝑛𝜌𝑛 = 𝑠𝑛+1 − 𝑧𝑛+1 (1 − 𝜌𝑛). Thus 𝑐𝑛
is the centre of the circle that passes through the three points 𝑠𝑛−1, 𝑠𝑛, 𝑠𝑛+1,
and the radius of this circle is |𝜌𝑛 |. Hence 𝜌𝑛 corresponds to the function 𝜌(𝑡)
introduced in the proof of Theorem 16.1. One may construct a polygonal path
from 0 to 𝑠𝑁 whose vertices are the partial sums 𝑠𝑛. Alternatively, we may
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construct such a path that goes from 0 to 𝑐1, then to 𝑐2, and so on, and finally
from 𝑐𝑁−1 to 𝑠𝑁 . This suggests writing 𝑠𝑁 as a telescoping sum

𝑠𝑁 = 𝑐1 +
𝑁−1∑︁
𝑛=2

(𝑐𝑛 − 𝑐𝑛−1) + (𝑠𝑁 − 𝑐𝑁−1).

Since 𝑐𝑛 − 𝑐𝑛−1 = 𝑧𝑛 (𝜌𝑛 − 𝜌𝑛−1), this is precisely the identity (16.5).
In most applications, the 𝛼𝑛 are values of a function with continuous deriv-

atives, as follows.

Corollary 16.6 Let 𝑓 (𝑥) be a real valued function continuous on [𝑎, 𝑏], with
a continuous derivative on (𝑎, 𝑏), and such that 𝑓 ′ (𝑥) is increasing. Suppose
further that 𝑀1 is a positive real number such that ∥ 𝑓 ′ (𝑥)∥ ≥ 𝑀1 for all
𝑥 ∈ (𝑎, 𝑏). Then ��� ∑︁

𝑎≤𝑛≤𝑏
𝑒( 𝑓 (𝑛))

��� ≤ 2
𝜋𝑀1

.

Proof If there were an integer 𝑘 such that for some 𝑥 and 𝑦 in (𝑎, 𝑏) with
𝑥 ≠ 𝑦 we had 𝑓 ′ (𝑥) ≤ 𝑘 ≤ 𝑓 ′ (𝑦) it would follow from the intermediate value
theorem that there is a 𝑧 ∈ (𝑎, 𝑏) such that 𝑓 ′ (𝑧) = 𝑘 and ∥ 𝑓 ′ (𝑧)∥ = 0. Hence
we may suppose that there is an integer 𝑘 such that for every 𝑥 ∈ (𝑎, 𝑏) we have
𝑘 < 𝑓 ′ (𝑥) < 𝑘 + 1 and so 𝑘 +𝑀1 ≤ 𝑓 ′ (𝑥) ≤ 𝑘 + 1 −𝑀1. If we replace 𝑓 (𝑥) by
𝑓 (𝑥) − 𝑘𝑥, then as 𝑘𝑛 ∈ Z the sum is unchanged and 𝑀1 ≤ 𝑓 ′ (𝑥) ≤ 1 − 𝑀1,
which allows us to apply Theorem 16.5 with 𝛼𝑛 = 𝑓 (𝑛) and Δ = 𝑀1. By the
mean value theorem for derivatives we know that if [𝑛, 𝑛 + 1] ⊆ [𝑎, 𝑏], then
there is a 𝜉𝑛 ∈ (𝑛, 𝑛 + 1) such that 𝛿𝑛 = 𝑓 (𝑛 + 1) − 𝑓 (𝑛) = 𝑓 ′ (𝜉𝑛). Thus
the hypotheses of Theorem 16.5 are satisfied and it remains only to note that
cot 𝑢 < 1/𝑢 when 0 < 𝑢 ≤ 𝜋/2. □

The bounds provided in Theorem 16.5 and Corollary 16.6 are quite sharp
(see Exercise 16.2.1). The partial sums spiral tightly in intervals in which which ex-

ercises in
16.2.1?∥ 𝑓 ′ (𝑥)∥ is large, but the terms tend to pull in one direction when 𝑓 ′ (𝑥) is near

an integer. For example, consider 𝑓 (𝑥) = 𝑥2/1600 with 𝑎 = 0, 𝑏 = 800. Then
𝑓 ′ (𝑎) = 0 and 𝑓 ′ (𝑏) = 1, but 𝑓 ′ (𝑥) is increasing and ∥ 𝑓 ′ (𝑥)∥ ≥ 1/50 when
16 ≤ 𝑥 ≤ 784, so that ��� 784∑︁

𝑛=16
𝑒

( 𝑛2

1600

)��� ≤ 100
𝜋

< 31.831.

By combining this with the trivial bound for the contribution of the first 15 and
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(a) (b)

Figure 16.2 (a)
∑800
𝑛=1 𝑒

(
𝑛2/1600

)
; (b)

∑300
𝑛=1 𝑒

(
(𝑛/3)3/2) = 25.56 + 25.81𝑖.

last 16 terms we find that ��� 800∑︁
𝑛=1

𝑒

( 𝑛2

1600

)��� < 62.831.

The exact value of this sum is 20 + 20𝑖, as we see from Corollary 9.16.
In general when 𝑓 ′ (𝑏) − 𝑓 ′ (𝑎) is large but 𝑓 ′′ (𝑥) is small we may obtain a

useful bound by treating separately the subintervals in which ∥ 𝑓 ′ (𝑥)∥ is small
or large.

Theorem 16.7 Let 𝑁 be a positive integer with 𝑎 ≤ 𝑏 ≤ 𝑎 + 𝑁 and suppose
that 𝑓 is twice differentiable on [𝑎, 𝑏] and that 0 < 𝑀2 ≤ 𝑓 ′′ (𝑥) ≤ 𝐴𝑀2 when
𝑎 ≤ 𝑥 ≤ 𝑏. Then ∑︁

𝑎≤𝑛≤𝑏
𝑒( 𝑓 (𝑛)) ≪𝐴 𝑀

1/2
2 𝑁 + 𝑀−1/2

2 .

If instead we have −𝐴𝑀2 ≤ 𝑓 ′′ (𝑥) ≤ −𝑀2, then the same bound applies,
as we see by taking complex conjugates. This remark also applies later to the
corresponding derivatives in Theorems 16.11, 16.12 and 16.20 and Corollary
16.21.

If 𝑀2 ≥ 1, then the bound given above is trivial, as it must be, since 𝑓 (𝑥) may
be increasing so rapidly that all the numbers 𝑓 (𝑛) are integers (consider the case
𝑓 (𝑥) = 𝑥(𝑥 + 1)/2). If 𝑀2 ≤ 𝑁−2, then again the bound is trivial, because 𝑓 (𝑥)
may be essentially constant throughout the interval in question (here consider
𝑓 (𝑥) = (𝑥/(2𝑁))2 on the interval [𝑎, 𝑏] = [0, 𝑁]). If 𝑁−2 ≤ 𝑀2 ≤ 𝑁−1, then
the bound provided is likely to be of the correct order of magnitude, unless
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Theorem 16.5 is applicable. If 𝑁−1 ≤ 𝑀2 ≤ 1, then it may be possible to
obtain a sharper estimate by using Theorem 16.11. We could estimate how the
implicit constant depends on 𝐴, but in practice one should cut the interval into
subintervals so that 𝐴 is bounded in each application. For example, suppose
that we wish to estimate

𝑁∑︁
𝑛=1

𝑒
(
(𝑛/3)3/2) . (16.6)

We take 𝑓 (𝑥) = (𝑥/3)3/2, and note that we may take 𝑀2 ≍ 𝑎1/2 and 𝐴 ≪ 1
when 𝑎 ≤ 𝑥 ≤ 𝑏 ≤ 2𝑎. Then Theorem 16.5 gives the estimate∑︁

𝑎≤𝑛≤𝑏
𝑒
(
(𝑛/3)3/2) ≪ 𝑎3/4.

On summing over dyadic blocks, we deduce that the sum in (16.6) is ≪ 𝑁3/4,
which is best possible (see Exercise 16.3.3). In Figure 16.2(b) one may note which exercise
that the partial sums resemble a number of copies of the curve in Figure 16.1,
one for each solution of 𝑓 ′ (𝑥) ∈ Z. If 𝑓 ′ (𝑥𝜈) = 𝜈 ∈ Z, then we obtain a copy
of the curve of Figure 16.1, scaled by a factor ≍ 𝑓 ′′ (𝑥𝜈)−1/2, and rotated by
2𝜋( 𝑓 (𝑥𝜈) − 𝜈𝑥𝜈). In the case under consideration we find that 𝑥𝜈 = 12𝜈2, and
hence 𝑓 (𝑥𝜈) − 𝜈𝑥𝜈 = −4𝜈3 ∈ Z, so that these contributions all pull in the
same direction. More typically in general the 𝑓 (𝑥𝜈) are not integers and one
is led to consider a new exponential sum of the form

∑
𝜈 𝑒( 𝑓 (𝑥𝜈) − 𝜈𝑥𝜈). The

transformation from the original sum to this new sum is achieved by means of
an analytic technique that we develop in the next section.

Proof of Theorem 16.7 We have already noted that the bound is trivial when
𝑀2 ≫ 1. Thus we suppose that 𝑀2 ≤ 1/4. Since 𝑓 ′ (𝑏) − 𝑓 ′ (𝑎) = (𝑏 −
𝑎) 𝑓 ′′ (𝜉) ≤ 𝐴𝑀2 (𝑏−𝑎) and 𝑓 ′ is increasing, we see that the interval 𝑓 ′ ( [𝑎, 𝑏])
contains ≪ 𝐴𝑀2 (𝑏 − 𝑎) + 1 integers. Let 𝜆 be a positive parameter at our
disposal. Then the set of 𝑥 ∈ [𝑎, 𝑏] such that ∥ 𝑓 ′ (𝑥)∥ ≥ 𝜆 can be partitioned
into at most ≪ 𝐴𝑀2 (𝑏 − 𝑎) + 1 intervals, and likewise so can the set 𝑥 ∈ [𝑎, 𝑏]
such that ∥ 𝑓 ′ (𝑥)∥ < 𝜆 and in the latter case each interval is of length at most
≪ 𝜆𝑀−1

2 . By Corollary 16.6 the contribution to the sum from the terms with
𝑛 in a subinterval of the first kind is ≪ 𝜆−1, and trivially the contribution from
such 𝑛 in a subinterval of the second kind is ≪ 𝜆𝑀−1

2 + 1. Hence the sum in
question is

≪𝐴 (𝑀2𝑁 + 1)
(
𝜆−1 + 𝜆𝑀−1

2 + 1
)
,

and the choice 𝜆 = 𝑀
1/2
2 gives the stated bound. □

As a further application of Theorem 16.7, we consider the trigonometric
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polynomial

𝑃(𝛼) =
𝑁∑︁
𝑛=1

𝑒(𝑛 log 𝑛 + 𝑛𝛼). (16.7)

Take 𝑓 (𝑥) = 𝑥 log 𝑥 + 𝛼𝑥. Then we find that 𝑓 ′′ (𝑥) = 1/𝑥, and Theorem 16.7
gives the estimate ∑︁

𝑎≤𝑛≤𝑏
𝑒(𝑛 log 𝑛 + 𝑛𝛼) ≪ 𝑎1/2

when 𝑎 ≤ 𝑏 ≤ 2𝑎. On summing over dyadic blocks we deduce that

𝑃(𝛼) ≪ 𝑁1/2 (16.8)

This is best possible, at least for some 𝛼, since by Parseval’s identity we have∫ 1

0
|𝑃(𝛼) |2 𝑑𝛼 = 𝑁.

Thus 𝑃(𝛼) is an example of a trigonometric polynomial with unimodular
coefficients and such that ∥𝑃∥2 ≍ ∥𝑃∥∞.

We have noted that Corllary 16.6 is useless when 𝑓 ′ (𝑥) is large, but that
Theorem 16.7 provides a substitute when 𝑓 ′′ (𝑥) is small. If 𝑓 ′′ (𝑥) is large, then
Theorem 16.7 is useless, but we may still obtain non-trivial estimates if 𝑓 ′′′ (𝑥)
(or some higher derivative) is small. To derive bounds that depend on higher
derivatives we introduce an important new idea.
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Lemma 16.8 (van der Corput) Let 𝑧1, 𝑧2, . . . , 𝑧𝑁 be arbitrary complex num-
bers. Then for any integer 𝐻 with 1 ≤ 𝐻 ≤ 𝑁 we have

𝐻2
��� 𝑁∑︁
𝑛=1

𝑧𝑛

���2 ≤ 𝐻 (𝑁 + 𝐻 − 1)
𝑁∑︁
𝑛=1

|𝑧𝑛 |2

+ 2(𝑁 + 𝐻 − 1)
𝐻−1∑︁
ℎ=1

(𝐻 − ℎ)
��� 𝑁−ℎ∑︁
𝑛=1

𝑧𝑛+ℎ𝑧𝑛

���.
Proof To simplify the ranges of summation, we suppose that 𝑧𝑛 = 0 when
𝑛 < 1 or 𝑛 > 𝑁 . Then

𝐻

𝑁∑︁
𝑛=1

𝑧𝑛 =
∑︁

0≤𝑟<𝐻

∑︁
0<𝑛<𝑁+𝐻

𝑧𝑛−𝑟 =
∑︁

0<𝑛<𝑁+𝐻

∑︁
0≤𝑟<𝐻

𝑧𝑛−𝑟 .

Hence by Cauchy’s inequality we see that

𝐻2
��� 𝑁∑︁
𝑛=1

𝑧𝑛

���2 ≤ (𝑁 + 𝐻 − 1)
∑︁

0<𝑛<𝑁+𝐻

��� ∑︁
0≤𝑟<𝐻

𝑧𝑛−𝑟

���2. (16.9)

On multiplying out the square on the right, and inverting the order of summation,
we see that this is

= (𝑁 + 𝐻 − 1)
∑︁

0≤𝑟<𝐻
0≤𝑠<𝐻

∑︁
𝑛

𝑧𝑛−𝑟 𝑧𝑛−𝑠 .

The inner sum depends only on 𝑟 − 𝑠, and a given value ℎ of 𝑟 − 𝑠 occurs for
𝐻 − |ℎ| different pairs 𝑟, 𝑠. Thus the above is

𝐻 (𝑁 + 𝐻 − 1)
𝑁∑︁
𝑛=1

|𝑧𝑛 |2 + 2(𝑁 + 𝐻 − 1) Re
𝐻−1∑︁
ℎ=1

(𝐻 − ℎ)
∑︁
𝑛

𝑧𝑛+ℎ𝑧𝑛, (16.10)

and the desired result now follows. □

In applications, it is likely that some cancellation has been discarded when
Cauchy’s inequality is applied. That is, there may be some loss in the inequality
(16.9). Similarly, in passing from (16.10) to the final result by means of the
triangle inequality, some further cancellation may have been lost.

The van der Corput Lemma has an immediate application to Weyl’s Criterion
concerning the distribution of a sequence 𝑢𝑛 modulo 1, as discussed in §F.1: § rather than

Section?We take 𝑧𝑛 = 𝑒(𝑘𝑢𝑛) in the above, and thus find that
𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛) ≪ 𝑁𝐻−1/2 + 𝑁1/2
( 1
𝐻

𝐻∑︁
ℎ=1

��� 𝑁−ℎ∑︁
𝑛=1

𝑒(𝑘 (𝑢𝑛+ℎ − 𝑢𝑛))
���)1/2

. (16.11)

Suppose that the sequence 𝑢𝑛+ℎ − 𝑢𝑛 is uniformly distributed, for each fixed



12 Exponential Sums I: Van der Corput’s Method

positive ℎ. Then by Weyl’s Criterion (Theorem F.1) the inner sum over 𝑛 on
the right hand side above is 𝑜(𝑁). Hence the entire term containing this sum is
𝑜(𝑁). Since 𝐻 may be taken to be arbitrarily large, it follows that

𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛) = 𝑜(𝑁)

as 𝑁 → ∞, for any fixed nonzero integer 𝑘 . Thus by a second application of
Weyl’s Criterion we have

Theorem 16.9 (van der Corput) Let {𝑢𝑛} be a sequence of real numbers
with the property that, for each positive integer ℎ, the sequence {𝑢𝑛+ℎ − 𝑢𝑛} is
uniformly distributed. Then the sequence {𝑢𝑛} is uniformly distributed.

From the example 𝑢𝑛 = 𝑛𝜃 with 𝜃 irrational we see that the converse of the
above theorem is false.

Corollary 16.10 (Weyl) Let 𝑃(𝑥) = ∑
𝑐 𝑗𝑥

𝑗 be a polynomial with real coef-
ficients. If there is a 𝑗 > 0 for which the coefficient 𝑐 𝑗 is irrational, then the
sequence {𝑃(𝑛)} is uniformly distributed modulo 1.

The constant term 𝑐0 may be rational or irrational, since it only causes the
sequence to be translated. The converse is obvious, for if the coefficients 𝑐 𝑗
were to be rational for all 𝑗 > 0, then the sequence {𝑃(𝑛)} would be periodic
and then the numbers 𝑃(𝑛) would not even be dense in T.

Proof We first prove the assertion by induction under the stronger hypothesis
that the leading coefficient is irrational. If deg 𝑃 = 1, then the result follows
by Theorem F.2. If deg 𝑃 = 𝑑 > 1 and the leading coefficient 𝑐𝑑 is irrational,
then for any positive integer ℎ the polynomial 𝑃(𝑥 + ℎ) − 𝑃(𝑥) has an irrational
leading coefficient ℎ𝑑𝑐𝑑 . Hence the numbers 𝑃(𝑛 + ℎ) − 𝑃(𝑛) are uniformly
distributed by the inductive hypothesis. This establishes the result when the
leading coefficient is irrational.

Now suppose that 𝑃(𝑥) has an irrational coefficient (other than the constant
term), which may or may not be the leading coefficient. Write 𝑃(𝑥) = 𝑃𝑖 (𝑥) +
𝑃𝑟 (𝑥)/𝑞 where all the non-zero coefficients of 𝑃𝑖 are irrational and all the
coefficients of 𝑃𝑟 are integers. Then 𝑃𝑖 (𝑥) has positive degree. Moreover, for
any integer 𝑎 the polynomial 𝑃𝑖 (𝑞𝑥 + 𝑎) has positive degree and an irrational
leading coefficient. Hence the sequence 𝑃𝑖 (𝑞𝑛 + 𝑎) s uniformly distributed.
On the other hand, the sequence 𝑃𝑟 (𝑞𝑛 + 𝑎)/𝑞 is constant modulo 1. Hence
the sequences 𝑃(𝑞𝑛 + 𝑎) are uniformly distributed. It follows at once from
the definition of uniform distribution that the sequence 𝑃(𝑛) is also uniformly
distributed. □
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We now use the van der Corput Lemma (Lemma 16.8) to derive bounds for
the exponential sum

∑
𝑒( 𝑓 (𝑛)) that depend on higher derivatives of 𝑓 .

Theorem 16.11 Let 𝑁 be a positive integer and suppose that 𝑎 ≤ 𝑏 ≤ 𝑎 + 𝑁
and 0 < 𝑀3 ≤ 𝑓 ′′′ (𝑥) ≤ 𝐴𝑀3 when 𝑎 ≤ 𝑥 ≤ 𝑏. Then∑︁

𝑎≤𝑛≤𝑏
𝑒( 𝑓 (𝑛)) ≪𝐴 𝑁

(
𝑀

1/6
3 + 𝑁−1/4 + 𝑁−3/4𝑀

−1/4
3

)
.

If 𝑀3 < 𝑁
−3 or 𝑀3 > 1, then the bound is trivial, for then the second factor

on the right is larger than 1. Of the three terms in parentheses on the right, we
see that the first one is largest when 𝑁−3/2 ≤ 𝑀3 ≤ 1, the second is largest
when 𝑁−2 ≤ 𝑀3 ≤ 𝑁−3/2, and the third is largest when 𝑁−3 ≤ 𝑀3 ≤ 𝑁−2.

Proof In view of the remarks above, we may suppose that 𝑁−3 ≤ 𝑀3 ≤ 1.
Suppose that 0 < ℎ ≤ 𝑏− 𝑎, and let 𝑓ℎ (𝑥) = 𝑓 (𝑥 + ℎ) − 𝑓 (𝑥) for 𝑎 ≤ 𝑥 ≤ 𝑏− ℎ.
By the van der Corput Lemmawe see that∑︁

𝑎≤𝑛≤𝑏
𝑒( 𝑓 (𝑛)) ≪ 𝑁𝐻−1/2 + 𝑁1/2

(
1
𝐻

𝐻∑︁
ℎ=1

���∑︁
𝑛

𝑒( 𝑓ℎ (𝑛))
���)1/2

. (16.12)

Since 𝑓 ′′
ℎ
(𝑥) = 𝑓 ′′ (𝑥 + ℎ) − 𝑓 ′′ (𝑥) = ℎ 𝑓 ′′′ (𝜉) ≍ ℎ𝑀3, it follows from The-

orem 16.7 that the inner sum is ≪𝐴 ℎ
1/2𝑀

1/2
3 𝑁 + ℎ−1/2𝑀

−1/2
3 . On inserting

this estimate, we see that the right hand side above is

≪𝐴 𝑁𝐻
−1/2 + 𝑀1/4

3 𝐻1/4𝑁 + 𝑀−1/4
3 𝐻−1/4𝑁1/2.

If 𝑁−3/2 ≤ 𝑀3 ≤ 1, then we take 𝐻 =
[
𝑀

−1/3
3

]
, and the first two terms are

the same size and the third is smaller. If 𝑁−2 ≤ 𝑀3 ≤ 𝑁−3/2, then we take
𝐻 =

[
𝑀−1

3 𝑁−1] , whence the second and third terms are the same size and
the first is smaller. In both these cases the chosen value of 𝐻 satisfies the
requirement that 1 ≤ 𝐻 ≤ 𝑁 . Finally, if 𝑁−3 ≤ 𝑀3 ≤ 𝑁−2, then we take
𝐻 = 𝑁 , and the third term is the largest. □

We note that if the innermost sum on the right in (16.12) is estimated trivi-
ally, then the bound obtained for the left hand side is trivial, but no worse.
Consequently, a non-trivial estimate for the inner sum on the right will yield
a non-trivial estimate for the sum on the left. Thus the Weyl–van der Corput
inequality is a very useful tool, although (as we have already noted) it may be
expected to involve some loss of quantitative precision. One may attempt to
avoid some of this loss by constructing estimates for two-dimensional exponen-
tial sums, i.e. sums of the form

∑
ℎ,𝑛 𝑒( 𝑓 (ℎ, 𝑛)). Such estimates may then be

applied to the double sum in (16.10), thereby avoiding the appeal to the triangle
inequality in the last step of the proof of the Lemma.
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If 𝑓 ′′′ (𝑥) is large, then the estimate of Theorem 16.11 is trivial, but if
𝑓 (4) (𝑥) is small, then we may still obtain a useful estimate by applying the
van der Corput Lemma and Theorem 16.11, in the same way that we derived
Theorem 16.11 from Theorem 16.7. Continuing by induction, we obtain the
following general result, of which Theorems 16.7 and 16.11 are the first two
cases.

Theorem 16.12 Let 𝑁 be a positive integer, and let 𝑟 be an integer with
𝑟 ≥ 2. Suppose that 𝑎 ≤ 𝑏 ≤ 𝑎 + 𝑁 and that 0 < 𝑀𝑟 ≤ 𝑓 (𝑟 ) (𝑥) ≤ 𝐴𝑀𝑟 when
𝑎 ≤ 𝑥 ≤ 𝑏. Put 𝑅 = 2𝑟 . Then∑︁

𝑎≤𝑛≤𝑏
𝑒( 𝑓 (𝑛)) ≪𝐴,𝑟 𝑁

(
𝑀

1/(𝑅−2)
𝑟 + 𝑁−2/𝑅 + (𝑁𝑟𝑀𝑟 )−2/𝑅 ) .

Proof Since we have already established this for 𝑟 = 2 and 𝑟 = 3, we may
suppose that 𝑟 ≥ 4, and that the estimate has been established for 𝑟 − 1. We
may also suppose that 𝑁−𝑟 ≤ 𝑀𝑟 ≤ 1, for otherwise the bound is trivial. We
apply the van der Corput Lemma as in the proof of Theorem 16.11, to obtain the
estimate (16.12). As 𝑓 (𝑟−1)

ℎ
(𝑥) = 𝑓 (𝑟−1) (𝑥+ℎ)− 𝑓 (𝑟−1) (𝑥) = ℎ 𝑓 (𝑟 ) (𝜉) ≍ ℎ𝑀𝑟 ,

we deduce from the inductive hypothesis that∑︁
𝑎≤𝑛≤𝑏−ℎ

𝑒( 𝑓ℎ (𝑛)) ≪𝐴,𝑟 𝑁
(
(ℎ𝑀𝑟 )2/(𝑅−4) + 𝑁−4/𝑅 + (𝑁𝑟−1ℎ𝑀𝑟 )−4/𝑅 ) .

Inserting this in (16.12), we find that the sum in question is

≪𝐴,𝑟 𝑁
(
𝐻−1/2 + (𝐻𝑀𝑟 )1/(𝑅−4) + 𝑁−2/𝑅 + (𝑁𝑟−1𝐻𝑀𝑟 )−2/𝑅 ) .

If𝑀𝑟 is not very small, say 𝑁−2+4/𝑅 ≤ 𝑀𝑟 ≤ 1, then we take𝐻 =
[
𝑀

−2/(𝑅−1)
𝑟

]
.

Then the first two terms are the same size, and the remaining terms are smaller.
If 𝑀𝑟 is extremely small, say 𝑁−𝑟 ≤ 𝑀𝑟 ≤ 𝑁−𝑟+1, then we take 𝐻 = 𝑁 . Then
the last term is largest. In the intermediate range 𝑁−𝑟+1 ≤ 𝑀𝑟 ≤ 𝑁−2+4/𝑅 we
have some freedom in our choice of𝐻, because it suffices to choose𝐻 so that the
first, second and fourth terms are majorized by the third term. That is, we take
𝐻 to be an integer such that 𝐻 ≫ 𝑁4/𝑅, 𝐻 ≪ 𝑀−1

𝑟 𝑁−2+8/𝑅, 𝐻 ≫ 𝑀−1
𝑟 𝑁2−𝑟 ,

and of course 1 ≤ 𝐻 ≤ 𝑁 . To complete the proof it suffices to verify that the
lower bounds for 𝐻 are indeed smaller than the upper bounds when 𝑀𝑟 is in
the interval under consideration. □

We now consider what our estimates yield when they are applied to sums of
the form

∑
𝑎≤𝑛≤𝑏 𝑛

−𝑖𝑡 . By Corollary 16.6 with 𝑓 (𝑥) = −𝑡
2𝜋 log 𝑥 we see that if

𝜏 ≤ 𝑎 ≤ 𝑏 ≤ 2𝑎, then ∑︁
𝑎≤𝑛≤𝑏

𝑛−𝑖𝑡 ≪ 𝑎

𝜏
. (16.13)
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Similarly, by Theorem 16.7 we find that if 𝜏2/3 ≤ 𝑎 ≤ 𝜏 and 𝑎 ≤ 𝑏 ≤ 2𝑎, then∑︁
𝑎≤𝑛≤𝑏

𝑛−𝑖𝑡 ≪ 𝜏1/2. (16.14)

This bound also holds for 𝜏1/2 ≤ 𝑎 ≤ 𝜏2/3, but for such smaller 𝑎 we obtain a
better bound from Theorem 16.11: If 𝜏1/3 ≤ 𝑎 ≤ 𝜏2/3 and 𝑎 ≤ 𝑏 ≤ 2𝑎, then∑︁

𝑎≤𝑛≤2𝑎
𝑛−𝑖𝑡 ≪ 𝑎1/2𝜏1/6. (16.15)

Further such estimates can be derived for smaller values of 𝑎, but they become
successively weaker. Our very first estimate, (16.13), is the correct order of
magnitude, but is flawed because we can derive a much more precise statement
about such sums, by using the following

Theorem 16.13 Suppose that 0 < 𝛿 ≤ 1/2, that 𝑓 is continuous and mono-
tonic on [𝑎, 𝑏], and that −1 + 𝛿 ≤ 𝑓 ′ (𝑥) ≤ 1 − 𝛿 for 𝑎 ≤ 𝑥 ≤ 𝑏. Then∑︁

𝑎≤𝑛≤𝑏
𝑒( 𝑓 (𝑛)) =

∫ 𝑏

𝑎

𝑒( 𝑓 (𝑥)) 𝑑𝑥 +𝑂 𝛿 (1).

This is a precursor to the more elaborate Theorem 16.18 that we shall prove
in the next section. The above may be viewed as an instance of a Riemann sum
approximation to an integral, but with an error term that is much smaller than
would normally be the case, due to the special shape of the integrand.

Proof First assume that 𝑓 ′ is increasing. By Riemann–Stieltjes integration we
see that the left hand side above is∫ 𝑏

𝑎−
𝑒( 𝑓 (𝑥)) 𝑑 ⌊𝑥⌋ =

∫ 𝑏

𝑎

𝑒( 𝑓 (𝑥)) 𝑑𝑥 −
∫ 𝑏

𝑎−
𝑒( 𝑓 (𝑥)) 𝑑{𝑥}.

Thus our only task is to bound this last integral, which is

=

∫ 𝑏

𝑎−
𝑒( 𝑓 (𝑥)) 𝑑 ({𝑥} − 1/2)

=

[
𝑒( 𝑓 (𝑥)) ({𝑥} − 1/2)

���𝑏
𝑎−

−
∫ 𝑏

𝑎

(1/2 − {𝑥}) 𝑑𝑒( 𝑓 (𝑥))

= 2𝜋𝑖
∫ 𝑏

𝑎

({𝑥} − 1/2)𝑒( 𝑓 (𝑥)) 𝑓 ′ (𝑥) 𝑑𝑥 +𝑂 (1). (16.16)

In (E.13) we define the sawtooth function 𝑠(𝑥) to be 𝑠(𝑥) = {𝑥} − 1/2 when
𝑥 ∉ Z, and 𝑠(𝑥) = 0 when 𝑥 ∈ Z (see also Lemma D.1). Thus we can switch
from {𝑥} − 1/2 to 𝑠(𝑥) in the above integral without altering its value. In
Appendix D we determined the Fourier Series of 𝑠(𝑥), showed that the Fourier
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Series is boundedly convergent to 𝑠(𝑥), and even established this in a sharp
quantitative form:

𝑠(𝑥) = −
∑︁

0< |𝑘 | ≤𝐾

𝑒(𝑘𝑥)
2𝜋𝑖𝑘

+ 𝑂

(
min

(
1,

1
𝐾 ∥𝑥∥

))
. (16.17)

We can now see why the integral above is so small: 𝑠(𝑥) is essentially a linear
combination of functions of the form 𝑒(𝑘𝑥), each one of which is turning
quite quickly, while 𝑒( 𝑓 (𝑥)) is turning comparatively slowly. Thus the product
𝑒( 𝑓 (𝑥))𝑒(𝑘𝑥) is turning at approximately the same speed as 𝑒(𝑘𝑥), and so we
can estimate the contribution of this term by appealing to Theorem 16.1. We
take 𝑟 (𝑥) = 𝑓 ′ (𝑥), 𝜃 (𝑥) = 2𝜋(𝑘𝑥 + 𝑓 (𝑥)). Thus

𝑟 (𝑥)
𝜃′ (𝑥) =

𝑓 ′ (𝑥)
2𝜋(𝑘 + 𝑓 ′ (𝑥)) . (16.18)

Now it is familiar that a function of the form 𝑎𝑢+𝑏
𝑐𝑢+𝑑 is linear if 𝑐 = 0, but if

𝑐 ≠ 0 it has a simple pole at −𝑑/𝑐, and is monotonic on both the intervals
(−∞,−𝑑/𝑐), (−𝑑/𝑐,∞). Moreover, on both these intervals the function is
increasing, constant, or decreasing, according to the sign of 𝑎𝑑 − 𝑏𝑐. In the
present case, the point −𝑑/𝑐 = −𝑘 lies outside the interval [−1 + 𝛿, 1 − 𝛿] and
𝑎𝑑 − 𝑏𝑐 = 2𝜋𝑘 , so if 𝑘 ≥ 1 the expression is increasing and lies in the interval[ −1 + 𝛿

2𝜋(𝑘 − 1 + 𝛿) ,
1 − 𝛿

2𝜋(𝑘 + 1 − 𝛿)

]
.

Thus the expression (16.18) has absolute value not exceeding
1 − 𝛿

2𝜋(𝑘 − 1 + 𝛿) ≤ 1
𝑘 − 1 + 𝛿 ≤ 1

𝑘𝛿
.

A similar argument applies when 𝑘 ≤ −1, so by Theorem 16.1 it follows that∫ 𝑏

𝑎

𝑒(𝑘𝑥 + 𝑓 (𝑥)) 𝑓 ′ (𝑥) 𝑑𝑥 ≪ 1
|𝑘 |𝛿

for all nonzero integers 𝑘 . Thus when the sawtooth function in (16.16) is
replaced by the two terms in (16.17), the first term contributes an amount
≪ 𝛿−1 ∑∞

𝑘=1 𝑘
−2 ≪ 1/𝛿. Clearly∫ 1

0
min

(
1,

1
𝐾 ∥𝑥∥

)
𝑑𝑥 ≪ log𝐾

𝐾
,

so the contribution to (16.16) of the second term in (16.17) is ≪ (𝑏 + 1 −
𝑎) (log𝐾)/𝐾 , and this can be made arbitrarily small by taking 𝐾 to be large.
Thus we have the result when 𝑓 ′ is increasing. If 𝑓 ′ is decreasing, then − 𝑓 ′
is increasing, so we have the result for − 𝑓 , and we obtain the result for 𝑓 by
taking complex conjugates. □
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By taking 𝑓 (𝑥) = −𝑡
2𝜋 log 𝑥 in the above, we see immediately that if 𝜏 ≤ 𝑥 ≤ 𝑦,

then ∑︁
𝑥<𝑛≤𝑦

𝑛−𝑖𝑡 =
𝑦1−𝑖𝑡 − 𝑥1−𝑖𝑡

1 − 𝑖𝑡 +𝑂 (1). (16.19)

This allows us to establish a further useful result.

Lemma 16.14 If 𝜎 ≥ 0, 𝑠 ≠ 1, and 𝜏 ≤ 𝑥 ≤ 𝑦, then∑︁
𝑥<𝑛≤𝑦

𝑛−𝑠 =
𝑦1−𝑠 − 𝑥1−𝑠

1 − 𝑠 +𝑂
(
𝑥−𝜎

)
. (16.20)

Proof If 𝜎 = 0, then this is just (16.19), so we assume that 𝜎 > 0. In what
follows, we consider 𝑡 to be fixed. Put

𝐴(𝑢) =
∑︁
𝑥<𝑛≤𝑢

𝑛−𝑖𝑡 , 𝐵(𝑢) = 𝑢1−𝑖𝑡 − 𝑥1−𝑖𝑡

1 − 𝑖𝑡 .

We see easily that∫ 𝑦

𝑥

𝑢−𝜎 𝑑𝐴(𝑢) =
∑︁
𝑥<𝑛≤𝑦

𝑛−𝑠 ,

∫ 𝑦

𝑥

𝑢−𝜎 𝑑𝐵(𝑢) = 𝑦1−𝑠 − 𝑥1−𝑠

1 − 𝑠 .

Put 𝑅(𝑢) = 𝐴(𝑢) −𝐵(𝑢). The difference between the two main terms in (16.20)
is ∫ 𝑦

𝑥

𝑢−𝜎 𝑑𝑅(𝑢) = 𝑅(𝑦)𝑦−𝜎 − 𝑅(𝑥)𝑥−𝜎 + 𝜎
∫ 𝑦

𝑥

𝑅(𝑢)
𝑢𝜎+1 𝑑𝑢.

By (16.19) we know that 𝑅(𝑢) ≪ 1. Hence the above is ≪ 𝑥−𝜎 , and we have
the stated result. □

On future occasions, we may dismiss an argument of the above type by saying
simply, “By integration by parts it follows that . . .”. However, it is worth noting
that the integration by parts is simpler if one first removes the main term (as
we did above) before integrating.

Theorem 16.15 Suppose that 𝜎 > 0, that 𝑠 ≠ 1, and that 𝑥 ≥ 𝜏. Then

𝜁 (𝑠) =
∑︁
𝑛≤𝑥

𝑛−𝑠 + 𝑥1−𝑠

1 − 𝑠 +𝑂
(
𝑥−𝜎

)
. (16.21)

It follows in particular, that if 𝜎 > 0, 𝑠 ≠ 1, and 𝜏 ≤ 𝑥 ≤ 𝐶𝜏, then

𝜁 (𝑠) =
∑︁
𝑛≤𝑥

𝑛−𝑠 + 𝑂
(
𝜏−𝜎

)
. (16.22)
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Proof We quote Theorem 1.12, which asserts that

𝜁 (𝑠) =
∑︁
𝑛≤𝑦

𝑛−𝑠 + 𝑦1−𝑠

𝑠 − 1
+ {𝑦}
𝑦𝑠

− 𝑠
∫ ∞

𝑦

{𝑢}𝑢−𝑠−1 𝑑𝑢. (16.23)

We briefly outline the proof of this: We suppose first that 𝜎 > 1, write

𝜁 (𝑠) =
∑︁
𝑛≤𝑦

𝑛−𝑠 +
∫ ∞

𝑦

𝑢−𝑠 𝑑 ⌊𝑢⌋,

add and subtract 𝑦1−𝑠/(𝑠−1) =
∫ ∞
𝑦
𝑢−𝑠 𝑑𝑢, and integrate the resulting integral

by parts. Then we observe that the resulting integral is analytic for 𝜎 > 0. This
gives (16.23).

The integral in (16.23) is≪ |𝑠 |/𝑦𝜎 . We choose 𝑦 to be so large that |𝑠 |/𝑦−𝜎 ≤
𝑥−𝜎 . Then we subtract (16.20) from both sides to obtain the result. □

We know (recall Corollary 1.17) that 𝜁 (1 + 𝑖𝑡) ≪ log 𝜏 for |𝑡 | ≥ 1. We
also know (recall Corollary 10.5) that |𝜁 (𝑖𝑡) | ≍ |𝜁 (1 + 𝑖𝑡) |𝜏1/2 for 𝑡 ≥ 1. It
follows by convexity (recall Exercise 10.1.19(c)) that 𝜁 (𝑠) ≪ 𝜏 (1−𝜎/2 log 𝜏 for
0 ≤ 𝜎 ≤ 1, and in particular that 𝜁 (1/2 + 𝑖𝑡) ≪ 𝜏1/4 log 𝜏. We now derive a
subconvex bound for 𝜁 (1/2 + 𝑖𝑡).

Theorem 16.16 Let 𝜏 = |𝑡 | + 4. Then for any real 𝑡,

𝜁 (1/2 + 𝑖𝑡) ≪ 𝜏1/6 log 𝜏.

Proof We first show that if 1 ≤ 𝑎 ≤ 𝑏 ≤ 2𝑎 ≤ 2𝜏, then∑︁
𝑎≤𝑛≤𝑏

𝑛−𝑖𝑡 ≪ 𝑎1/2𝜏1/6. (16.24)

To do this, we consider 𝑎 in several ranges. First suppose that 𝑎 ≤ 𝜏1/3. We
argue trivially: ∑︁

𝑎≤𝑛≤𝑏
𝑛−𝑖𝑡 ≪ 𝑎 = 𝑎1/2𝑎1/2 ≤ 𝑎1/2𝜏1/6.

Secondly, if 𝜏1/3 ≤ 𝑎 ≤ 𝜏2/3, we use (16.15), which gives precisely the desired
estimate. Finally, if 𝜏2/3 ≤ 𝑎 ≤ 𝜏, then by (16.14),∑︁

𝑎≤𝑛≤𝑏
𝑛−𝑖𝑡 ≪ 𝜏1/2 = 𝜏1/3𝜏1/6 ≤ 𝑎1/2𝜏1/6.

Thus (16.24) is established. Next we show that if 𝑥 ≤ 𝜏, then∑︁
𝑛≤𝑥

𝑛−𝑖𝑡 ≪ 𝑥1/2𝜏1/6. (16.25)

To do this, we cut the interval [1, 𝑥] into dyadic blocks, and apply the bound
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(16.24) to each block. The bounds grow exponentially, so the size of the sum
of all of them is the size of the largest term, which is 𝑥1/2𝜏1/6. From (16.25) it
follows by integrating by parts that∑︁

𝑛≤𝜏
𝑛−1/2−𝑖𝑡 ≪ 𝜏1/6 log 𝜏.

The stated result now follows by combining this with (16.22). □

By cutting the interval [1, 𝑥] into dyadic blocks and appealing to (16.13)–
(16.15) we find that

∑︁
𝑛≤𝑥

𝑛−𝑖𝑡 ≪


𝑥 (𝑥 ≤ 𝜏1/3),
𝑥1/2𝜏1/6 (𝜏1/3 ≤ 𝑥 ≤ 𝜏2/3),
𝜏1/2 log 𝜏 (𝜏2/3 ≤ 𝑥 ≤ 𝜏).

(16.26)

Thus we see that ∑︁
𝑛≤𝑥

𝑛−𝑖𝑡 ≪ 𝜏1/2 log 𝜏 (16.27)

whenever 𝑥 ≤ 𝜏. This bound is reminiscent of the Pólya–Vinogradov inequality
(Theorem 9.18), which asserts that if 𝜒 is a nonprincipal character modulo 𝑞,
then

𝑀+𝑁∑︁
𝑛=𝑀+1

𝜒(𝑛) ≪ 𝑞1/2 log 𝑞.

We now establish a hybrid bound that includes both of these estimates, although
only for initial sums, not sums over arbitrary intervals. To ease the insertion of
a contribution that occurs only when a character is principal, we set

𝐸0 (𝜒) =
{

1 (𝜒 = 𝜒0 ),
0 (otherwise).

(16.28)

Theorem 16.17 Let 𝜒 be a Dirichlet character (mod 𝑞). Then∑︁
𝑛≤𝑥

𝜒(𝑛)𝑛−𝑖𝑡 = 𝐸0 (𝜒)
𝜑(𝑞)
𝑞

· 𝑥
1−𝑖𝑡

1 − 𝑖𝑡 +𝑂
(
(𝑞𝜏)1/2 log 𝑞𝜏

)
. (16.29)

Proof Suppose first that 𝑞 = 1. If 𝑥 ≤ 𝜏, then it suffices to appeal to (16.27).
If 𝑥 > 𝜏, then we treat the range from 1 to 𝜏 using (16.27), and the range from
𝜏 to 𝑥 by appealing to (16.19).
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We use the case 𝑞 = 1 to treat principal characters to moduli 𝑞 > 1.∑︁
𝑛≤𝑥

(𝑛,𝑞)=1

𝑛−𝑖𝑡 =
∑︁
𝑛≤𝑥

𝑛−𝑖𝑡
∑︁

𝑑 | (𝑛,𝑞)
𝜇(𝑑) =

∑︁
𝑑 |𝑞

𝜇(𝑑)
∑︁
𝑛≤𝑥
𝑑 |𝑛

𝑛−𝑖𝑡

=
∑︁
𝑑 |𝑞

𝜇(𝑑)𝑑−𝑖𝑡
∑︁
𝑚≤𝑥/𝑑

𝑚−𝑖𝑡

=
∑︁
𝑑 |𝑞

𝜇(𝑑)𝑑−𝑖𝑡
(
(𝑥/𝑑)1−𝑖𝑡

1 − 𝑖𝑡 +𝑂
(
𝜏1/2 log 𝜏

) )
=

(∑︁
𝑑 |𝑞

𝜇(𝑑)
𝑑

) 𝑥1−𝑖𝑡

1 − 𝑖𝑡 +𝑂
(
𝑑 (𝑞)𝜏1/2 log 𝜏

)
.

Here the sum over 𝑑 is 𝜑(𝑞)/𝑞, and 𝑑 (𝑞) ≤ 2𝑞1/2, so we have the result for 𝜒0
modulo 𝑞.

Now suppose that 𝜒 is a primitive character modulo 𝑞, 𝑞 > 1. From Corol-
lary 9.8 we know that

𝜒(𝑛) = 1
𝜏(𝜒)

𝑞∑︁
𝑎=1

𝜒(𝑎)𝑒(𝑎𝑛/𝑞)

for all 𝑛. Here 𝜏(𝜒) = ∑𝑞

𝑎=1 𝜒(𝑎)𝑒(𝑎/𝑞) is the Gauss sum of 𝜒, which is not to
be confused with our standard notation 𝜏 = |𝑡 | + 4 which we also employ here,
and we know by Theorem 9.7 that |𝜏(𝜒) | = 𝑞1/2. Thus∑︁

𝑛≤𝑥
𝜒(𝑛)𝑛−𝑖𝑡 = 1

𝜏(𝜒)

𝑞−1∑︁
𝑎=1

𝜒(𝑎)
∑︁
𝑛≤𝑥

𝑒(𝑎𝑛/𝑞)𝑛−𝑖𝑡 . (16.30)

We show below that if 𝑞 ∤ 𝑎, then∑︁
𝑛≤𝑥

𝑒(𝑎𝑛/𝑞)𝑛−𝑖𝑡 ≪ 𝜏1/2
( 1
∥𝑎/𝑞∥ + log 𝑞𝜏

)
. (16.31)

This bound suffices, for then the right hand side of (16.30) is

≪ 𝑞−1/2𝜏1/2
𝑞−1∑︁
𝑎=1

( 1
∥𝑎/𝑞∥ + log 𝑞𝜏

)
≪ (𝑞𝜏)1/2

(
log 𝑞𝜏 +

∑︁
1≤𝑎≤𝑞/2

1
𝑎

)
≪ (𝑞𝜏)1/2 log 𝑞𝜏.

To prove (16.31) put 𝑓 (𝑢) = 𝑎𝑢/𝑞−𝑡 (log 𝑢)/(2𝜋). Then 𝑓 ′ (𝑢) = 𝑎/𝑞−𝑡/(2𝜋𝑢).
Let 𝑢0 be determined by the equation

|𝑡 |
2𝜋𝑢0

=
1
2

𝑎
𝑞

.
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If 𝑢0 ≤ 𝑥, then by Corollary 16.6 we see that∑︁
𝑢0≤𝑛≤𝑥

𝑒(𝑎𝑛/𝑞)𝑛−𝑖𝑡 ≪ 1
∥𝑎/𝑞∥ .

To treat the sum over 𝑛 in the interval 1 ≤ 𝑛 ≤ min(𝑥, 𝑢0), we divide this interval
into dyadic blocks. Since ∥𝑎/𝑎∥ ≥ 1/𝑞, we know that 𝑢0 ≪ 𝑞𝜏, and hence
the number of dyadic blocks is ≪ log 𝑞𝜏. We note that 𝑓 ′′ (𝑢) = 𝑡/(2𝜋𝑢2). By
Theorem 16.7 it follows that∑︁

𝑈≤𝑛≤2𝑈
𝑒(𝑎𝑛/𝑞)𝑛−𝑖𝑡 ≪ |𝑡 |1/2 +𝑈 |𝑡 |−1/2.

When this is summed over the dyadic blocks, the total is

≪ |𝑡 |1/2 log 𝑞𝜏 + 𝑢0 |𝑡 |−1/2 ≪ |𝑡 |1/2 log 𝑞𝜏 + |𝑡 |1/2

∥𝑎/𝑞∥ .

On combining these last two estimates we see that we have established (16.31),
so the desired result is proved for primitive nonprincipal characters.

Finally, suppose that 𝜒 is a nonprincipal character (mod 𝑞) that is induced
by a primitive character 𝜒★ modulo 𝑑, for some 𝑑 |𝑞. Put 𝑟 = 𝑞/𝑑. Then
𝜒(𝑛) = 𝜒★(𝑛) if (𝑛, 𝑟) = 1, and 𝜒(𝑛) = 0 otherwise. Thus∑︁

𝑛≤𝑥
𝜒(𝑛)𝑛−𝑖𝑡 =

∑︁
𝑛≤𝑥
(𝑛,𝑟 )=

𝜒★(𝑛)𝑛−𝑖𝑡 =
∑︁
𝑛≤𝑥

𝜒★(𝑛)𝑛−𝑖𝑡
∑︁
𝑘 | (𝑛,𝑟 )

𝜇(𝑘)

=
∑︁
𝑘 |𝑟

𝜇(𝑘)
∑︁
𝑛≤𝑥
𝑘 |𝑛

𝜒★(𝑛)
𝑛𝑖𝑡

=
∑︁
𝑘 |𝑟

𝜇(𝑘)𝜒★(𝑘)
𝑘 𝑖𝑡

∑︁
𝑚≤𝑥/𝑘

𝜒★(𝑘𝑚)
𝑚𝑖𝑡

.

Here the outer sum has 𝑑 (𝑟) ≤ 2𝑟1/2 summands, and the inner sum is ≪
(𝑑𝜏)1/2 log 𝑑𝜏 by what we have already proved for primitive characters. Hence
the above is ≪ (𝑞𝜏)1/2 log 𝑞𝜏, so the proof is complete. □

16.2.1 Exercises
1. Let 𝑀 , 𝐾 be positive integers with 𝐾 ≤ (𝑀 − 1)/2 and take 𝑁 = 2𝑀;
Δ = (𝐾 + 1/2)/𝑀; 𝛼𝑛 = Δ𝑛 with 1 ≤ 𝑛 ≤ 𝑀; 𝛼𝑛 = (1 − Δ) (𝑛 −𝑀) + Δ𝑀 I’ve added

‘with’ a few
times to break
math and fix
bad break

with 𝑀 < 𝑛 ≤ 𝑁 . Further, let 𝛿𝑛 = 𝛼𝑛+1 − 𝛼𝑛 with 1 ≤ 𝑛 < 𝑁 and
𝑆 =

∑𝑁
𝑛=1 𝑒(𝛼𝑛). Show that

Δ ≤ 𝛿1 ≤ 𝛿2 ≤ · · · ≤ 𝛿𝑁−1 ≤ 1 − Δ,

that |𝑆 | = 2 cot 𝜋Δ, and that if 𝑀/𝐾 is large, then

|𝑆 | ∼ cot
𝜋Δ

2
.



22 Exponential Sums I: Van der Corput’s Method

2. Suppose that the sequence 𝑢𝑛 is weakly increasing, that 𝑢𝑛+1−𝑢𝑛 is weakly
decreasing to 0, and that lim𝑛→∞ 𝑛(𝑢𝑛+1−𝑢𝑛) = ∞. (Note that the sequence
considered in Exercise F.1.4 satisfies the first two of these hypotheses, butcheck ex no
not the third.)

(a) Show that lim𝑛→∞ 𝑢𝑛/log 𝑛 = ∞.
(b) Use the Kusmin–Landau inequality to show that 𝑢𝑛 is uniformly dis-

tributed (mod 1).
(c) (Fejér) Suppose that 𝑓 (𝑥) is a real-valued function defined on the

positive real numbers, such that 𝑓 is weakly increasing, 𝑓 ′ decreases
weakly to 0, and that 𝑥 𝑓 ′ (𝑥) → ∞ as 𝑥 → ∞. Show that the sequence
𝑓 (𝑛) is uniformly distributed (mod 1).

3. Let 𝑃(𝛼) = ∑𝑁
𝑛=1 𝑒(𝑛2/𝑁 + 𝑛𝛼).

(a) Show that 𝑃(𝛼) ≪ 𝑁1/2 uniformly in 𝛼.
(b) Show that ∫ 1

0
|𝑃(𝛼) |2 𝑑𝛼 = 𝑁.

(c) Deduce that there is an 𝛼 such that |𝑃(𝛼) | ≥ 𝑁1/2.

4. For arbitrary real 𝑐 > 0, prove that

2𝑁∑︁
𝑛=𝑁

𝑒
(
𝑐/𝑛2) ≪ 𝑐1/2𝑁−1 + 𝑐−1/2𝑁2.

5. Show that
2𝑁∑︁
𝑛=𝑁

𝑒

( 𝑛2

6𝑁

)
≪ 1,

but that ��� 2𝑁∑︁
𝑛=𝑁

𝑒

( 𝑛2

3𝑁

)��� ≍ 𝑁1/2.

6. Prove that if 𝑀3 ≤ 𝑓 ′′′ (𝑥) ≤ 𝐴𝑀3 and 𝑓 ′′ (0) = 0, then

𝑁∑︁
𝑛=1

𝑒( 𝑓 (𝑛)) ≪𝐴 𝑀
−1/3
3 + 𝑁3/2𝑀

1/2
3 .

7. Prove that if 1/𝑁 ≤ 𝑐 ≤ 2/𝑁 , then
∑𝑁
𝑛=1 𝑒

(
𝑐𝑛3) ≪ 𝑁5/6. Better still, show

that this bound can be replaced by 𝑁3/4+𝜀 .
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8. (a) By writing 𝑛 = 𝑚𝑝2 + ℎ, show that

𝑝3∑︁
𝑛=1

𝑒

( 𝑛3

𝑝3

)
=

𝑝2∑︁
ℎ=1

𝑒

( ℎ3

𝑝3

) 𝑝∑︁
𝑚=1

𝑒

(3𝑚ℎ2

𝑝

)
.

(b) Deduce that if 𝑝 ≠ 3, then the above is equal to 𝑝2.
(c) By writing 𝑛 = 3𝑚 + ℎ, show that

27∑︁
𝑛=1

𝑒

( 𝑛3

27

)
=

3∑︁
ℎ=1

𝑒

( ℎ3

27

) 9∑︁
𝑚=1

𝑒

( ℎ2𝑚

3

)
.

(d) Deduce that the above is = 9.
9. In many applications, such as in treating the sum

∑2𝑁
𝑛=𝑁 𝑛

𝑖𝑡 , we find that
𝑀𝑟+1 ≍ 𝑀𝑟/𝑁 . Show that when this is the case, the best estimate from
Theorem 16.12 is obtained by taking 𝑟 so that

𝑁−2+4/𝑅 ≪𝑟 𝑀𝑟 ≪𝑟 𝑁
−1+2/𝑅,

and that the estimate is then

≪𝑟 𝑁𝑀
1/(𝑅−2)
𝑟 .

10. Let 𝑓 (𝑥) be real valued with 𝑘 + 1 continuous derivatives, and put

𝑃(𝑥) =
𝑘∑︁
𝑟=0

𝑓 (𝑟 ) (0)
𝑟!

𝑥𝑟 .

Show that for 𝑘 ≥ 1,
𝑁∑︁
𝑛=1

𝑒( 𝑓 (𝑛)) ≪ 𝑆∗
(
1 + 𝑀𝑁 𝑘+1)

where

𝑀 = max
0≤𝑥≤𝑁

| 𝑓 (𝑘+1) (𝑥) |
(𝑘 + 1)! , 𝑆∗ = max

𝑋≤𝑁

∑︁
𝑛≤𝑋

𝑒(𝑃(𝑛)).

11. Let 𝑧1, 𝑧2, . . . , 𝑧𝑁 be 𝑁 arbitrary complex numbers, 𝐻 be an integer with
1 ≤ 𝐻 ≤ 𝑁 and define

𝑆(𝛼) =
𝑁∑︁
𝑛=1

𝑧𝑛𝑒(𝛼𝑛), 𝑇 (𝛼) =
𝑁+𝐻∑︁
𝑚=1

𝑒(𝛼𝑚), 𝐾 (𝛼) =
∑︁
ℎ=1

𝑒(𝛼ℎ).

(a) Prove that

𝐻

𝑁∑︁
𝑛=1

𝑧𝑛 =

∫ 1

0
𝑆(𝛼)𝐾 (𝛼)𝑇 (−𝛼)𝑑𝛼.
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(b) Prove that∫ 1

0
|𝑆(𝛼) |2 |𝐾 (𝛼) |2𝑑𝛼 = 𝐻

∑︁
𝑛

|𝑧𝑛 |2 + 2 Re
𝐻∑︁
ℎ=1

(𝐻 − ℎ)
∑︁
𝑛

𝑧𝑛+ℎ𝑧𝑛.

(c) Derive van der Corput’s Lemma (Lemma 16.8) from the above.

16.3 van der Corput’s method

By means of the van der Corput Lemma, Lemma 16.8 we may reduce the
problem of estimating one exponential sum to that of estimating some other
sums. We now use the Poisson summation formula to establish a second, quite
different, transformation of the initial sum.

Theorem 16.18 Let 𝑓 (𝑥) be real valued, and suppose that 𝑓 ′ (𝑥) is continuous
and increasing on the interval [𝑎, 𝑏]. Put 𝑓 ′ (𝑎) = 𝛼 and 𝑓 ′ (𝑏) = 𝛽. Then∑︁
𝑎≤𝑛≤𝑏

𝑒( 𝑓 (𝑛)) =
∑︁

𝛼−1≤𝜈≤𝛽+1

∫ 𝑏

𝑎

𝑒( 𝑓 (𝑥)−𝜈𝑥) 𝑑𝑥+𝑂
(
log(2+𝛽−𝛼)

)
. (16.32)

Proof Let 𝑁 be an integer such that |𝑁 − (𝛼+ 𝛽)/2| ≤ 1/2. If we replace 𝑓 (𝑥)
by 𝑓 (𝑥) −𝑁𝑥, then the terms in the sum on the left are unchanged, 𝑓 ′ (𝑥) is still
continuous and increasing, and the sum on the right is unchanged, although the
indexing of the terms has been translated, as 𝛼 has been replaced bt 𝛼′ = 𝛼−𝑁 ,
and 𝛽 has been replaced by 𝛽′ = 𝛽 − 𝑁 . We note that 𝛼′ + 𝛽′ = 𝛼 + 𝛽 − 2𝑁 ,
so that |𝛼′ + 𝛽′ | ≤ 1. Thus by making a change of variable of this sort, we may
suppose that |𝛼 + 𝛽 | ≤ 1.

Let 𝐹 (𝑥) = 𝑒( 𝑓 (𝑥)) for 𝑎 ≤ 𝑥 ≤ 𝑏, and put 𝐹 (𝑥) = 0 otherwise. Then
𝐹 ∈ 𝐿1 (R) and 𝐹 has bounded variation on R, so by the Poisson summation
formula (Theorem D.3),∑︁

𝑛

1
2
(𝐹 (𝑛+) + 𝐹 (𝑛−)) = lim

𝐾→∞

𝐾∑︁
𝑘=−𝐾

𝐹 (𝑘).

Since 𝐹 (𝑥) is continuous apart from possible jump discontinuities at 𝑎 or 𝑏, the
left hand side here is within 𝑂 (1) of the left hand side in (16.32). The integral
on the right in (16.32) is simply 𝐹 (𝜈), so to complete the proof it suffices to
show that ∑︁

|𝑘 | ≤𝐾
𝑘∉[𝛼−1,𝛽+1]

𝐹 (𝑘) ≪ log(2 + 𝛽 − 𝛼) (16.33)
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for all sufficiently large 𝐾 . Integrating by parts, we find that

𝐹 (𝑘) = 𝑒( 𝑓 (𝑎) − 𝑘𝑎)
2𝜋𝑖𝑘

− 𝑒( 𝑓 (𝑏) − 𝑘𝑏)
2𝜋𝑖𝑘

+ 1
𝑘

∫ 𝑏

𝑎

𝑓 ′ (𝑥)𝑒( 𝑓 (𝑥) − 𝑘𝑥) 𝑑𝑥.

If 𝑘 > 𝛽, then 𝑓 ′ (𝑥)/( 𝑓 ′ (𝑥)− 𝑘) is monotonic, so by Theorem 16.1 this integral
is ≪ 𝛽/(𝑘 − 𝛽). We note that∑︁

𝑘>𝛽+1

𝛽

𝑘 (𝑘 − 𝛽) ≍ log(2 + 𝛽).

We treat 𝑘 < 𝛼 similarly, and find that the left hand side of (16.33) is

𝑒( 𝑓 (𝑎))
2𝜋𝑖

∑︁
0< |𝑘 | ≤𝐾

𝑘∉[𝛼−1,𝛽+1]

𝑒(−𝑘𝑎)
𝑘

− 𝑒( 𝑓 (𝑏))
2𝜋𝑖

∑︁
0< |𝑘 | ≤𝐾

𝑘∉[𝛼−1,𝛽+1]

𝑒(−𝑘𝑏)
𝑘

+ 𝑂 (log(2+ 𝛽−𝛼)).

Since |𝛼+ 𝛽 | ≤ 1, we may pair each 𝑘 in these sums with −𝑘 , except for at most
one 𝑘 , whose contribution is bounded. Hence the above is

= 𝑒( 𝑓 (𝑏))
∑︁

𝛽+1<𝑘≤𝐾

sin 2𝜋𝑘𝑏
𝜋𝑘

− 𝑒( 𝑓 (𝑎))
∑︁

𝛽+1<𝑘≤𝐾

sin 2𝜋𝑘𝑎
𝜋𝑘

+ 𝑂 (log(2 + 𝛽 − 𝛼)).

That these sums are bounded can be seen from Theorem D.1, but we find the
following direct argument to be instructive. It suffices to bound the first sum,
which is an odd function of 𝑏 with period 1. Hence it suffices to bound this sum
when 0 < 𝑏 ≤ 1/2. For those 𝑘 (if there are any) for which 𝑘 ≤ 1/𝑏, we use
the inequality sin 𝑢 ≤ 𝑢 to see that the summand is ≤ 2𝑏. Since the number of
such 𝑘 is ≪ 1/𝑏, it follows that the total contribution of such terms is ≪ 1. By
taking the imaginary part of (16.4) we see that∑︁

𝑢≤𝑘≤𝑣
sin 2𝜋𝑘𝑏 ≪ 1

𝑏
.

By summation by parts it follows that if 𝑢 > 0, then∑︁
𝑢≤𝑘≤𝑣

sin 2𝜋𝑘𝑏
𝜋𝑘

≪ 1
𝑢𝑏
.

Since 𝑢 ≥ 1/𝑏 in our application, this contribution is also bounded, and the
proof is complete. □

Suppose we apply Theorem 16.18 to a function 𝑓 (𝑥) such that 𝑓 ′′ (𝑥) ≥
𝑀2 > 0. By Theorem 16.3 the integrals on the right hand side are ≪ 𝑀

−1/2
2 .

The number of terms in the sum on the right is 𝑓 ′ (𝑏) − 𝑓 ′ (𝑎) + 𝑂 (1). If we
suppose that 𝑓 ′′ (𝑥) ≤ 𝐴𝑀2, then the number of terms is ≪𝐴 (𝑏−𝑎)𝑀2+1, and
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thus the right hand side is ≪𝐴 (𝑏 − 𝑎)𝑀1/2
2 + 𝑀−1/2

2 . This provides a second
(more complicated) proof of Theorem 16.7, but now we are in a position to
determine whether there is any cancellation in the sum on the right in (16.32).
To this end we must first derive a more precise estimate for the integrals in
(16.32). Suppose that 𝑔(𝑥) is a real-valued function on [𝑎, 𝑏], that there is a
point 𝑥0 ∈ [𝑎, 𝑏] such that 𝑔′ (𝑥0) = 0, and also that

0 < 𝑀2 ≤ 𝑔′′ (𝑥) (16.34)

for 𝑥 ∈ [𝑎, 𝑏]. Let 𝑞(𝑥) be the quadratic polynomial 𝑞(𝑥) = 𝑔(𝑥0)+ 1
2𝑔

′′ (𝑥0) (𝑥−
𝑥0)2. we expect that 𝑞(𝑥) provides a good approximation to 𝑔(𝑥), at least when
𝑥 is near 𝑥0. Consider first the idealized situation in which 𝑔(𝑥) is exactly equal
to 𝑞(𝑥). By (16.3) we see that∫ ∞

−∞
𝑒(𝑞(𝑥)) 𝑑𝑥 = 𝑒(𝑔(𝑥0) + 1/8)𝑔′′ (𝑥0)−

1
2 .

As 𝑞′ (𝑥) is increasing and 𝑞′ (𝑥) ≥ 𝑀2 (𝑏 − 𝑥0) for 𝑥 ≥ 𝑏, we see from
Theorem 16.1 that ∫ ∞

𝑏

𝑒(𝑞(𝑥)) 𝑑𝑥 ≪ 𝑀−1
2 (𝑏 − 𝑥0)−1.

This estimate is weak if 𝑥0 is close to 𝑏, in which case we use Theorem 16.3
instead and obtain ∫ ∞

𝑏

𝑒(𝑞(𝑥)) 𝑑𝑥 ≪ 𝑀
− 1

2
2 .

We may treat
∫ 𝑎
−∞ 𝑒(𝑞(𝑥)) 𝑑𝑥 similarly, and thus we find that∫ 𝑏

𝑎

𝑒(𝑞(𝑥)) 𝑑𝑥 = 𝑒
(
𝑔(𝑥0) + 1/8

)
𝑔′′ (𝑥0)−

1
2 +𝑂 (𝑅1) (16.35)

where

𝑅1 = min
(
𝑀−1

2 (𝑥0 − 𝑎)−1, 𝑀
− 1

2
2

)
+ min

(
𝑀−1

2 (𝑏 − 𝑥0)−1, 𝑀
− 1

2
2

)
.

(16.36)

In the general case 𝑔(𝑥) is not a quadratic polynomial, but if the higher de-
rivatives of 𝑔 are not too large, then the expression above provides a good
approximation to the integral in question.

Theorem 16.19 Let 𝑔(𝑥) be a thrice continuously differentiable real-valued
function on [𝑎, 𝑏]. Suppose that there is an 𝑥0 ∈ [𝑎, 𝑏] such that 𝑔′ (𝑥0) = 0,
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and that (16.34) holds throughout this interval. If |𝑔′′′ (𝑥) | ≤ 𝑀3 for 𝑥 ∈ [𝑎, 𝑏],
then∫ 𝑏

𝑎

𝑒(𝑔(𝑥)) 𝑑𝑥 = 𝑒
(
𝑔(𝑥0) + 1/8

)
𝑔′′ (𝑥0)−1/2 +𝑂 (𝑅1) +𝑂 (𝑅2) (16.37)

where 𝑅1 is given by (16.36) and

𝑅2 = 𝑀−1
2 𝑀

1/3
3 . (16.38)

If additionally 𝑔 (4) (𝑥) exists, is continuous and |𝑔 (4) (𝑥) | ≤ 𝑀4 for 𝑥 ∈ [𝑎, 𝑏],
then we may take

𝑅2 = (𝑏 − 𝑎)𝑀−2
2 𝑀4 + (𝑏 − 𝑎)𝑀−3

2 𝑀2
3 . (16.39)

If instead of (16.34) we have

𝑔′′ (𝑥) ≤ −𝑀2 < 0, (16.40)

then we apply the theorem to −𝑔(𝑥) and take complex conjugates in (16.37).
This gives a similar result, but the main term in (16.37) must be replaced by

𝑒
(
𝑔(𝑥0) − 1/8

)
|𝑔′′ (𝑥0) |−1/2. (16.41)

Proof By (16.34) and Theorem 16.3 we know that the integral in (16.37) is
≪ 𝑀

−1/2
2 . Thus if 𝑎 ≤ 𝑥0 < 𝑎 + 𝑀−1/2

2 or 𝑏 − 𝑀−1/2
2 < 𝑥0 ≤ 𝑏, then there is

nothing further to be done, in view of the error term 𝑅1. Thus in continuing,
we may assume that

𝑎 + 𝑀−1/2
2 ≤ 𝑥0 ≤ 𝑏 − 𝑀−1/2

2 . (16.42)

We multiply both sides of (16.37) by 𝑒(−𝑔(𝑥0)) to reduce to the case 𝑔(𝑥0) = 0.
Similarly, we may translate the coordinates so that 𝑥0 = 0. We take 𝑞(𝑥), as
above, to be the Taylor approximation of order 2. Then 𝑔(𝑥) = 𝑞(𝑥) + 𝑟 (𝑥)
where the remainder term 𝑟 (𝑥) may be written explicitly as

𝑟 (𝑥) = 1
2
𝑥3

∫ 1

0
(1 − 𝑢)2𝑔 (3) (𝑥𝑢) 𝑑𝑢. (16.43)

Similarly, 𝑞′ (𝑥) is the Taylor approximation of order 1 to 𝑔′ (𝑥), so the remainder
term 𝑟 ′ (𝑥) can be written as

𝑟 ′ (𝑥) = 𝑥2
∫ 1

0
(1 − 𝑢)𝑔 (3) (𝑥𝑢) 𝑑𝑢. (16.44)

In view of (16.34), it suffices to show that∫ 𝑏

𝑎

𝑒(𝑞(𝑥)) (𝑒(𝑟 (𝑥)) − 1) 𝑑𝑥 ≪ 𝑅1 + 𝑅2. (16.45)
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Let 𝛿 be a parameter at our disposal, and let 𝐼 = [𝑐, 𝑑] denote the portion of
the interval [𝑎, 𝑏] for which |𝑥 | ≤ 𝛿, and let 𝐽 = [𝑎, 𝑏] \ 𝐼. The set 𝐽 may be
empty, but if it is not, then it consists of one or two intervals. By (16.34) we
see that |𝑔′ (𝑥) | ≥ 𝛿𝑀2 for all 𝑥 ∈ 𝐽. Hence by Theorem 16.1 we find that∫

𝐽

𝑒(𝑔(𝑥)) 𝑑𝑥 ≪ 𝛿−1𝑀−1
2 .

Since 𝑞′′ (𝑥) = 𝑔′′ (0) ≥ 𝑀2, a similar argument applies to 𝑞(𝑥), and so∫
𝐽

𝑒(𝑞(𝑥)) (𝑒(𝑟 (𝑥)) − 1) 𝑑𝑥 ≪ 𝛿−1𝑀−1
2 . (16.46)

We now consider the integral (16.45), restricted to the interval 𝐼. Since
𝑒(𝑞(𝑥))/(2𝜋𝑖𝑔′′ (0)) is an antiderivative of 𝑥𝑒(𝑞(𝑥)), we integrate by parts
to see that the integral is

=

[
𝑒(𝑞(𝑥))

(
𝑒(𝑟 (𝑥)) − 1

)
2𝜋𝑖𝑔′′ (0)𝑥

�����𝑑
𝑐

− 1
𝑔′′ (0)

∫
𝐼

𝑒(𝑞(𝑥))
(
𝑒(𝑟 (𝑥))𝑟 ′ (𝑥)

𝑥
− 𝑒(𝑟 (𝑥)) − 1

2𝜋𝑖𝑥2

)
𝑑𝑥.

(16.47)

Since 𝑑 = min(𝑏, 𝛿), it follows that 1/𝑑 ≤ 1/𝑏 + 1/𝛿. Thus the upper endpoint
contributes an amount

≪ 𝑏−1𝑀−1
2 + 𝛿−1𝑀−1

2 ≪ 𝑅1 + 𝛿−1𝑀−1
2 .

The lower endpoint is treated similarly. By (16.43) we see that 𝑟 (𝑥) ≪ |𝑥 |3𝑀3,
and by (16.44) we find that 𝑟 ′ (𝑥) ≪ 𝑥2𝑀3. Using the inequality |𝑒(𝑢) − 1| ≤
2𝜋 |𝑢 |, we deduce that the integrand is ≪ |𝑥 |𝑀3, and hence the second term
in (16.47) is ≪ 𝛿2𝑀−1

2 𝑀3. On comparing this with (16.46), we discover that
the choice 𝛿 = 𝑀−1/3

3 is optimal. This gives (16.45) with 𝑅2 given by (16.38).
Our choice of 𝛿 is plausible, since (16.43) allows us to show that 𝑟 (𝑥) is small
precisely when 𝑥 ∈ 𝐼.

It remains to derive (16.37) with the refined error term (16.39). We integrate
by parts as above, but take 𝐼 = [𝑎, 𝑏]. Since 𝑑 = 𝑏, the upper endpoint
now contributes an amount ≪ 𝑏−1𝑀−1

2 ≪ 𝑅1. The lower endpoint is treated
similarly. Write the integral in (16.47) as 𝑇1 + 𝑇2 where 𝑇1 arises from the first
term in brackets, and 𝑇2 from the second. Let ℎ(𝑥) = 𝑟 ′ (𝑥)𝑥−2 and 𝑗 (𝑥) =
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𝑔′ (𝑥)𝑥−1. Then

𝑇1 =

∫ 𝑏

𝑎

ℎ(𝑥)
𝑗 (𝑥) 𝑒(𝑔(𝑥))𝑔

′ (𝑥) 𝑑𝑥

=

[ ℎ(𝑥)𝑒(𝑔(𝑥))
𝑗 (𝑥)2𝜋𝑖

���𝑏
𝑎
−

∫ 𝑏

𝑎

𝑑

𝑑𝑥

( ℎ(𝑥)
𝑗 (𝑥)

) 𝑒(𝑔(𝑥))
2𝜋𝑖

𝑑𝑥.

Since ℎ(𝑥) is the integral in (16.44), we see that ℎ(𝑥) ≪ 𝑀3. By differen-
tiating this integral with respect to 𝑥, we find also that ℎ′ (𝑥) ≪ 𝑀4. Sim-
ilarly 𝑗 (𝑥) =

∫ 1
0 𝑔′′ (𝑥𝑢) 𝑑𝑢 ≥ 𝑀2 by (16.34), and 𝑗 ′ (𝑥) =

∫ 1
0 𝑢𝑔′′′ (𝑥𝑢) 𝑑𝑢

≪ 𝑀3. Hence

𝑑

𝑑𝑥

( ℎ(𝑥)
𝑗 (𝑥)

)
=
ℎ′ (𝑥)
𝑗 (𝑥) − ℎ(𝑥) 𝑗 ′ (𝑥)

𝑗 (𝑥)2 ≪ 𝑀4
𝑀2

+
𝑀2

3

𝑀2
2
,

so that

𝑇1 ≪ 𝑀−1
2 𝑀3 + 𝑀−1

2 𝑀4 (𝑏 − 𝑎) + 𝑀−2
2 𝑀2

3 (𝑏 − 𝑎).

To bound the integral 𝑇2 we follow the method used to derive the estimate
(16.38). We let 𝐼 and 𝐽 be defined as before. Put 𝑘 (𝑥) = 𝑟 (𝑥)𝑥−3. By (16.43)
we see that 𝑘 (𝑥) ≪ 𝑀3, and that 𝑘 ′ (𝑥) ≪ 𝑀4. Set 𝑚(𝑥) = (𝑒(𝑥) − 1)/𝑥. Then
𝑚(𝑥) ≪ 1 and 𝑚′ (𝑥) ≪ 1. The contribution of the interval 𝐼 to 𝑇2 is∫ 𝑑

𝑐

𝑒(𝑞(𝑥))𝑥𝑚(𝑟 (𝑥))𝑘 (𝑥) 𝑑𝑥

=

[ 𝑒(𝑞(𝑥))
2𝜋𝑖𝑔′′ (0)𝑚(𝑟 (𝑥))𝑘 (𝑥)

���𝑑
𝑐

−
∫ 𝑑

𝑐

𝑒(𝑞(𝑥))
2𝜋𝑖𝑔′′ (0) (𝑚

′ (𝑟 (𝑥))𝑟 ′ (𝑥)𝑘 (𝑥) + 𝑚(𝑟 (𝑥))𝑘 ′ (𝑥)) 𝑑𝑥

≪ 𝑀−1
2 𝑀3 + 𝑀−1

2 𝑀2
3 (𝑑 − 𝑐)

3 + 𝑀−1
2 𝑀4 (𝑑 − 𝑐).

In the second factor we use the inequality 𝑑 − 𝑐 ≤ 𝛿, but in the third factor we
use instead 𝑑 − 𝑐 ≤ 𝑏 − 𝑎. Thus we find that∫

𝐼

𝑒(𝑞(𝑥))
( 𝑒(𝑟 (𝑥)) − 1

2𝜋𝑖𝑥2

)
𝑑𝑥 ≪ 𝑀−1

2 𝑀3 + 𝑀−1
2 𝑀2

3 𝛿
3 + 𝑀−1

2 𝑀4 (𝑏 − 𝑎).

As for the set 𝐽, we consider separately the integrals
∫
𝐽
𝑒(𝑔(𝑥))𝑥−2 𝑑𝑥 and∫

𝐽
𝑒(𝑞(𝑥))𝑥−2 𝑑𝑥. Applying Theorem 16.1 to the first of these integrals, we are

lead to consider the function 𝑔′ (𝑥)𝑥2. This quantity has absolute value ≥ 𝑀2𝛿
3,

and the expression is monotonic since its derivative is 𝑔′′ (𝑥)𝑥2 + 2𝑔′ (𝑥)𝑥 > 0.
Thus by Theorem 16.1,

∫
𝐽
𝑒(𝑔(𝑥))𝑥−2 𝑑𝑥 ≪ 𝑀−1

2 𝛿−3. Similarly, as 𝑞′ (𝑥)𝑥2 =
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𝑔′′ (0)𝑥3 is monotonic,
∫
𝐽
𝑒(𝑞(𝑥))𝑥−2 𝑑𝑥 ≪ 𝑀2𝛿

−3. On combining these es-
timates, we conclude that

𝑇2 ≪ 𝑀−1
2 𝑀3 + 𝑀−1

2 𝑀2
3 𝛿

3 + 𝑀−1
2 𝑀4 (𝑏 − 𝑎) + 𝑀−1

2 𝛿−3.

To optimise this estimate we again take 𝛿 = 𝑀
−1/3
3 . We combine this with our

estimate for 𝑇1 to see that the integral in (16.47) is

≪ 𝑅1 + 𝑀−1
2 (𝑇1 + 𝑇2)

≪ 𝑅1 + 𝑀−2
2 𝑀3 + 𝑀−2

2 𝑀4 (𝑏 − 𝑎) + 𝑀−3
2 𝑀2

3 (𝑏 − 𝑎).

Put 𝑈 = 𝑀−1
2 (𝑏 − 𝑎)−1. The second term above is the geometric mean of 𝑈

and the fourth term. By (16.42) we deduce that 𝑈 ≪ 𝑅1, so the second term
is majorised by the maximum of the first and fourth terms, and therefore may
be omitted. Thus we have (16.37) with the error term (16.39), and the proof is
complete. □

Theorem 16.20 Let N be a positive integer and 𝑎 ≤ 𝑏 ≤ 𝑎 + 𝑁 , suppose that
𝑓 is thrice continuously differentiable on [𝑎, 𝑏] and that

0 < 𝑀2 ≤ 𝑓 ′′ (𝑥) ≤ 𝐴𝑀2, | 𝑓 ′′′ (𝑥) | ≤ 𝑀3.

Let 𝛼 = 𝑓 ′ (𝑎), 𝛽 = 𝑓 ′ (𝑏) and for each integer 𝜈 in [𝛼, 𝛽] let 𝑥𝜈 be defined by
𝑓 ′ (𝑥𝜈) = 𝜈. Then∑︁

𝑎≤𝑛≤𝑏
𝑒( 𝑓 (𝑛)) =

∑︁
𝛼≤𝜈≤𝛽

𝑒
(
𝑓 (𝑥𝜈) − 𝜈𝑥𝜈 + 1/8

)√︁
𝑓 ′′ (𝑥𝜈)

+𝑂𝐴(𝐸1 + 𝐸2) (16.48)

where

𝐸1 = log(2 + 𝑀2𝑁) + 𝑀−1/2
2

and

𝐸2 = 𝑀
1
3

3 𝑁. (16.49)

If, moreover, 𝑓 (4) (𝑥) exists, is continuous and satisfies | 𝑓 (4) (𝑥) | ≤ 𝑀4 on
[𝑎, 𝑏], then (16.49) may be replaced by

𝐸2 =
𝑀4
𝑀2

𝑁2 +
𝑀2

3

𝑀2
2
𝑁2. (16.50)

If instead

0 < 𝑀2 ≤ − 𝑓 ′′ (𝑥) ≤ 𝐴𝑀2,

then the above holds with 𝛼 = 𝑓 ′ (𝑏), 𝛽 = 𝑓 ′ (𝑎), 1/8 replaced by −1/8 and the
𝑓 ′′ (𝑥𝜈) in the sum on the right replaced by − 𝑓 ′′ (𝑥𝜈).
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Proof We may suppose that 𝑀2 ≥ 𝑁−2 for otherwise the conclusion is trivial
since the number of terms on the left is at most 𝑁 + 1 and 𝐸1 ≫ 𝑀

−1/2
2 . By

Theorem 16.18,∑︁
𝑎≤𝑛≤𝑏

𝑒( 𝑓 (𝑛)) =
∑︁

𝛼−1≤𝜈≤𝛽+1

∫ 𝑏

𝑎

𝑒( 𝑓 (𝑥) − 𝜈𝑥) 𝑑𝑥 +𝑂 (log(2 + 𝛽 − 𝛼)).

By Theorem 16.3, ∫ 𝑏

𝑎

𝑒( 𝑓 (𝑥) − 𝜈𝑥) 𝑑𝑥 ≪ 𝑀
− 1

2
2 . (16.51)

uniformly in 𝜈, and

𝛽 − 𝛼 = (𝑏 − 𝑎) 𝑓 ′′ (𝜉) ≪𝐴 𝑀2𝑁. (16.52)

Hence ∑︁
𝑎≤𝑛≤𝑏

𝑒( 𝑓 (𝑛)) =
∑︁

𝛼≤𝜈≤𝛽

∫ 𝑏

𝑎

𝑒( 𝑓 (𝑥) − 𝜈𝑥) 𝑑𝑥 +𝑂𝐴(𝐸1).

If 𝛽−𝛼 ≤ 1, then by (16.51) we are done. Thus we may suppose that 𝛽−𝛼 > 1,
and then by (16.52) the sum on the right is non-empty and the number of terms
is ∑︁

𝛼≤𝜈≤𝛽
1 ≍𝐴 𝑀2𝑁. (16.53)

By Theorem 16.19 we may replace each integral on the right by

𝑒
(
𝑓 (𝑥𝜈) − 𝜈𝑥𝜈 + 1/8

)√︁
𝑓 ′′ (𝑥𝜈)

with an error

≪𝑀−1
2 𝑀

1
3

3 + min
(
𝑀−1

2 (𝑥𝜈 − 𝑎)−1, 𝑀
−1/2
2

)
+ min

(
𝑀−1

2 (𝑏 − 𝑥𝜈)−1, 𝑀
−1/2
2

)
.

(16.54)

By (16.53) the first term contributes a total amount ≪ 𝑀
1
3

3 𝑁 = 𝐸2. To treat
the second term we observe that 𝜈 − 𝛼 = 𝑓 ′ (𝑥𝜈) − 𝑓 ′ (𝑎) = (𝑥𝜈 − 𝑎) 𝑓 ′′ (𝜉) ≤
𝐴𝑀2 (𝑥𝜈 − 𝑎) and so the second term is bounded by

min
( 𝐴

𝜈 − 𝛼 , 𝑀
−1/2
2

)
.

Thus the total contribution from the second term is

≪𝐴 𝑀
−1/2
2 +

∑︁
𝛼+1≤𝜈≤𝛽

1
𝜈 − 𝛼 ≪ 𝐸1.
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Likewise the same upper bound holds for the contribution from the third term.
The first part of the theorem now follows.

For the second part of the theorem we appeal to the concomitant part of
Theorem 16.19. Then the term 𝑀−1

2 𝑀
1/3
3 in (16.54) is replaced by

(𝑏 − 𝑎)𝑀−2
2 𝑀4 + (𝑏 − 𝑎)𝑀−3

2 𝑀2
3

and so by (16.53) the total contribution is

≪ 𝑀4
𝑀2

𝑁2 +
𝑀2

3

𝑀2
2
𝑁2.

□

Corollary 16.21 Suppose that 𝐼 is a sub-interval of [𝑁, 2𝑁], 𝑓 has four
continuous derivatives on 𝐼, and that there are positive real numbers 𝐴, 𝜆, 𝜃
such that

0 < 𝜆𝑁−𝜃−1 ≤ 𝑓 (2) (𝑥) ≤ 𝐴𝜆𝑁−𝜃−1,

| 𝑓 (3) (𝑥) | ≤ 𝐴𝜆𝑁−𝜃−2,

| 𝑓 (4) (𝑥) | ≤ 𝐴𝜆𝑁−𝜃−3

for 𝑥 ∈ 𝐼. Then the error term in (16.48) is

≪𝐴 log
(
2 + 𝜆𝑁−𝜃 ) + 𝜆−1/2𝑁 (𝜃+1)/2.

The proof is immediate on observing that the contribution from 𝐸2, given
by (16.50), is ≪ 1, which can be absorbed in the logarithmic term.

The conditions of the above Corollary are those which are very largely met
in applications.

We now have two essentially different lines of approach for dealing with a
given exponential sum. In each of these we begin by transforming the sum into
a new one. The first of these is via the Weyl–van der Corput lemma (Lemma
16.8). The second is via Theorem 16.20 (or, usually more conveniently, via
Corollary 16.21). With either of these processes the presumption is that the
transformed sum is one about which we already have information. The normal
requirement is that the function 𝑓 behaves somewhat like that considered in the
above Corollary. To this end we define the following class of functions.

Definition 16.1 Let 𝑁 , 𝜆, 𝜃, 𝜀 be positive real numbers, let 𝑟 be a positive
integer and let 𝐼 be a subinterval of [𝑁, 2𝑁]. Let

𝜙(𝑥) =
{
𝜆𝑥1−𝜃

1−𝜃 when 𝜃 ≠ 1,
𝜆 log 𝑥 otherwise.

(16.55)
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We define ℱ(𝑁, 𝐼, 𝜆, 𝜃, 𝑟, 𝜀) to be the set of functions 𝑓 that are 𝑟-times
continuously differentiable on 𝐼 and which for each 𝑠 with 1 ≤ 𝑠 ≤ 𝑟 and 𝑥 ∈ 𝐼
satisfy �� 𝑓 (𝑠) (𝑥) − 𝜙 (𝑠) (𝑥)

�� < 𝜀��𝜙 (𝑠) (𝑥)
��. (16.56)

We are now in a position to define precisely what we mean by exponent pairs.

Definition 16.2 An exponent pair is a pair (𝑘, 𝑙) of real numbers 𝑘 and 𝑙
satisfying

0 ≤ 𝑘 ≤ 1
2
≤ 𝑙 ≤ 1 (16.57)

and such that for every 𝜃 > 0 there is an integer 𝑟 = 𝑟 (𝑘, 𝑙, 𝜃) ≥ 2 and an
𝜀 = 𝜀(𝑘, 𝑙, 𝜃) satisfying 0 < 𝜀 < 1/2 for which for every 𝑁 > 0, 𝜆 > 0,
𝐼 ⊆ [𝑁, 2𝑁] and 𝑓 ∈ ℱ(𝑁, 𝐼, 𝜆, 𝜃, 𝑟, 𝜀) we have∑︁

𝑛∈𝐼
𝑒( 𝑓 (𝑛)) ≪

(
𝜆𝑁−𝜃 ) 𝑘𝑁 𝑙 + 𝜆−1𝑁 𝜃 . (16.58)

We now make a number of observations concerning exponent pairs.

1 In establishing that a particular pair is an exponent pair we may suppose that

𝜆𝑁−𝜃 ≥ 1 (16.59)

for otherwise the inequality always holds. To see this we consider two cases.
First of all if 𝜆𝑁−𝜃 < 1/2, then by the Corollary 16.6 we have at once∑︁

𝑛∈𝐼
𝑒( 𝑓 (𝑛)) ≪ 𝑁 𝜃

𝜆
≪ 1.

Secondly, if 1/2 ≤ 𝜆𝑁−𝜃 < 1, then by Theorem 16.7, we have∑︁
𝑛∈𝐼

𝑒( 𝑓 (𝑛)) ≪ 𝑁
1
2 ≪

(
𝜆𝑁−𝜃 ) 𝑘𝑁 𝑙

since 𝑙 ≥ 1/2. Henceforward we always assume that (16.59) holds.
2 By examining some special functions 𝑓 we can explain why we have

imposed the conditions (16.57) on the ordered pairs. Let 𝑀 = ⌊𝑁⌋, let
𝜆 = lcm(1, 2, . . . , 2𝑀) and let

𝑓 (𝑥) = −𝜆
𝑥
.

Thus 𝑓 (𝑥) is the function 𝜙(𝑥) defined in (16.55) with 𝜃 = 2, and 𝑓 (𝑛) ∈ Z
for 1 ≤ 𝑛 ≤ 2𝑁 so that ∑︁

𝑀+1≤𝑛≤2𝑀
𝑒( 𝑓 (𝑛)) = 𝑀 ≫ 𝑁.
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Now 𝜆 = exp(𝜓(2𝑀)), and so 𝜆 = exp
(
(2 + 𝑜(1)𝑁

)
by the Prime Number

Theorem. Since 𝜆 is exponentially large, we deduce that if the estimate

𝑁 ≪ (𝜆𝑁−2)𝑘𝑁 𝑙

is to hold, then 𝑘 ≥ 0, and if 𝑘 = 0, then 𝑙 ≥ 1. In particular, the only
exponent pair of the form (𝑘, 1) is (0, 1).

3 Suppose we have an exponent pair with 𝑙 > 1. In view of (16.59) the bound
(16.58) would then be worse than (𝑘, 1), and this in turn would be worse
than the trivial pair (0, 1). This explains why we have imposed the condition
𝑙 ≤ 1 in (16.57).

4 Consider the expression∫ 2Λ

Λ

��� 2𝑀∑︁
𝑀+1

𝑒
(
− 𝜆𝑛−1) ���2 𝑑𝜆

where 𝑀 = ⌊𝑁⌋. The numbers 1/𝑛 with 𝑀 + 1 ≤ 𝑛 ≤ 2𝑀 are spaced at
least 𝛿 = 1

2𝑀 (2𝑀+1) apart. Let 𝑆− (𝑥) be the function of Theorem E.3 with
𝛼 = Λ, 𝛽 = 2Λ and 𝛿 as above. Then the above integral is

≥
∫ ∞

−∞
𝑆− (𝜆)

��� 2𝑀∑︁
𝑀+1

𝑒
(
− 𝜆𝑛−1) ���2 𝑑𝜆

=

2𝑀∑︁
𝑚=𝑀+1

2𝑀∑︁
𝑛=𝑀+1

𝑆− (1/𝑚 − 1/𝑛)

= 𝑆− (0)𝑀 = (Λ − 2𝑀 (2𝑀 + 1))𝑀.

Thus we see that if Λ = 4𝑀 (2𝑀 + 1), then there is a 𝜆 ∈ [Λ, 2Λ] such that��� 2𝑀∑︁
𝑛=𝑀+1

𝑒( 𝑓 (𝑛))
��� ≫ 𝑁1/2

where 𝑓 (𝑥) = −𝜆/𝑥. Now 𝑓 ′ (𝑥) = 𝜆𝑥−2 and so if (𝑘, 𝑙) is an exponent pair
we would have

𝑁1/2 ≪
(
𝜆𝑁−2) 𝑘𝑁 𝑙 + 𝑁2𝜆−1 ≪ 𝑁 𝑙

since we have already seen that 𝑘 ≥ 0. Thus it is also necessary that 1
2 ≤ 𝑙

when (𝑘, 𝑙) is an exponent pair.
5 By Theorem 16.7 we see that (1/2, 1/2) is an exponent pair and we have

already seen in 4. that of necessity 1
2 ≤ 𝑙. Thus an wexponent pair (𝑘, 𝑙) with

𝑘 > 1/2 would give a bound that is inferior to that provided by (1/2, 1/2).
Thus we can happily restrict our attention to 𝑘 ≤ 1

2 , as in (16.57).
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6 Next we show that if (𝑘, 1/2) is an exponent pair, then perforce 𝑘 = 1/2. Let
𝐻 be an arbitrary positive integer and define 𝜆 to be the positive number with
𝜆2 = lcm{1, 2, . . . , 𝐻}, so that 𝜈 |𝜆2 for any positive integer with 𝜈 ≤ 𝐻.
Now let 𝑁 = 𝜆2𝐻−2 and 𝑓 (𝑥) = 2𝜆𝑥 1

2 and suppose that (𝑘, 1/2) is an
exponent pair, so that 0 ≤ 𝑘 ≤ 1/2. Then, by Definitions 16.1 and 16.2,∑︁

𝑁<𝑛≤2𝑁
𝑒( 𝑓 (𝑛)) ≪

(
𝜆𝑁−1/2) 𝑘𝑁1/2 + 𝜆−1𝑁1/2

and 𝜆𝑁− 1
2 = 𝐻 so that∑︁

𝑁<𝑛≤2𝑁
𝑒( 𝑓 (𝑛)) ≪ 𝐻𝑘𝑁1/2 + 𝐻−1 ≪ 𝐻𝑘𝑁1/2.

By the Corollary 16.21 we have∑︁
𝑎≤𝑛≤𝑏

𝑒( 𝑓 (𝑛)) =
∑︁

𝛼≤𝜈≤𝛽

𝑒
(
𝑓 (𝑥𝜈) − 𝜈𝑥𝜈 − 1/8

)√︁
− 𝑓 ′′ (𝑥𝜈)

(16.60)

+𝑂𝐴
(
log(2 + 𝐻) + 𝑁1/2𝐻−1/2) (16.61)

where 𝛼 = 𝐻/
√

2, 𝛽 = 𝐻, 𝑥𝜈 = 𝜆2𝜈−2,

− 𝑓 ′′ (𝑥𝜈) =
1
2
𝜈3𝜆−2 ≫ 𝐻𝑁−1, (16.62)

𝑓 (𝑥𝜈) − 𝜈𝑥𝜈 = 𝜆2𝜈−1 ∈ Z. (16.63)

Hence the sum on the right of (16.60) is

≫ 𝐻 (𝑁/𝐻)1/2 = 𝐻1/2𝑁1/2

and so ��� ∑︁
𝑁<𝑛≤2𝑁

𝑒( 𝑓 (𝑛))
��� ≫ 𝐻1/2𝑁1/2.

Thus of necessity

𝑙 =
1
2

=⇒ 𝑘 =
1
2
. (16.64)

7 The set of exponent pairs forms a convex set, since given any two exponent
pairs (𝑘 ′, 𝑙′), (𝑘 ′′, 𝑙′′) we have (assuming (16.59), of course)∑︁

𝑛∈𝐼
𝑒( 𝑓 (𝑛)) ≪ min

(
(𝜆𝑁−𝜃 )𝑘′𝑁 𝑙′ , (𝜆𝑁−𝜃 )𝑘′′𝑁 𝑙′′

)
and for any 𝜂 with 0 ≤ 𝜂 ≤ 1 we can replace this by

(𝜆𝑁−𝜃 )𝑘𝑁 𝑙
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with 𝑘 = 𝑘 ′𝜂 + 𝑘 ′′ (1 − 𝜂), 𝑙 = 𝑙′𝜂 + 𝑙′′ (1 − 𝜂). In particular The ordered
pairs ( 1

2 ,
1
2 ) and (0, 1) with 𝜂 = 2𝑘 shows that each of the pairs

(𝑘, 1 − 𝑘) with
(
0 ≤ 𝑘 ≤ 1

2

)
are exponent pairs. Moreover, given any pair above this line, there will
always be one on the line which gives superior bounds. Thus in practice the
main interest lies in finding suitable exponent pairs below this line.

We now show that when we apply the van der Corput Lemma, the parameters
describing the functions arising in the transformed sums are related to those of
the original function.

Lemma 16.22 Suppose that 𝑓 is in the class

ℱ(𝑁, [𝑎, 𝑏], 𝜆, 𝜃, 𝑟, 𝜀)

of functions defined in Definition 16.1, and that

1 ≤ ℎ ≤ min
(
𝑏 − 𝑎, 2𝜀𝑁

𝑟 + 𝜃

)
.

Let 𝒥 = [𝑎, 𝑏 − ℎ] and 𝑓1 (𝑥) = 𝑓 (𝑥; ℎ) = 𝑓 (𝑥) − 𝑓 (𝑥 + ℎ). Then

𝑓1 ∈ ℱ(𝑁,𝒥, 𝜆𝜃ℎ, 𝜃 + 1, 𝑟 − 1, 3𝜀).

Proof This is a simple verification. Let

𝜙1 (𝑥) = 𝜙1 (𝑥; ℎ) = 𝜙(𝑥) − 𝜙(𝑥 + ℎ), 𝜓(𝑥) = −𝜆𝜃ℎ𝑥−𝜃 .

The latter of these two functions plays the same rôle for 𝑓1 that 𝜙 does for 𝑓 .
For 1 ≤ 𝑠 ≤ 𝑟 − 1 we have

𝑓
(𝑠)

1 (𝑥) − 𝜙 (𝑠)
1 (𝑥) = −

∫ 𝑥+ℎ

𝑥

(
𝑓 (𝑠+1) (𝑦) − 𝜙 (𝑠+1) (𝑦)

)
𝑑𝑦,

and in modulus this does not exceed∫ 𝑥+ℎ

𝑥

𝜀 |𝜙 (𝑠+1) (𝑦) | 𝑑𝑦 = 𝜀 |𝜙 (𝑠)
1 (𝑥) |.

We also have ℎ𝜙′ (𝑥) = −𝜓(𝑥), so that

𝜙
(𝑠)
1 (𝑥) − 𝜓 (𝑠) (𝑥) = −

∫ 𝑥+ℎ

𝑥

(
𝜙 (𝑠+1) (𝑦) − 𝜙 (𝑠+1) (𝑥)

)
𝑑𝑦

= −
∫ 𝑥+ℎ

𝑥

( ∫ 𝑦

𝑥

𝜙 (𝑠+2) (𝑧) 𝑑𝑧
)
𝑑𝑦,



16.3 van der Corput’s method 37

and in modulus this does not exceed
1
2
ℎ2��𝜙 (𝑠+2) (𝑥)

�� = 1
2
ℎ
��𝜓 (𝑠+1) (𝑥)

�� ≤ 𝜀��𝜓 (𝑠) (𝑥)
��.

Combining inequalities we have��𝜙 (𝑠)
1 (𝑥)

�� < (1 + 𝜀)
��𝜓 (𝑠) (𝑥)

��,
and �� 𝑓 (𝑠)1 (𝑥) − 𝜓 (𝑠) (𝑥)

�� < 𝜀 (��𝜙 (𝑠)
1 (𝑥)

�� + ��𝜓 (𝑠) (𝑥)
��) < (

2𝜀 + 𝜀2) ��𝜓 (𝑠) (𝑥)
��. □

We now formulate the precise terms of “Process A”.

Theorem 16.23 (Process A) Suppose that (𝑘, 𝑙) is an exponent pair. Then so
also is

(𝑘 ′, 𝑙′) = 𝐴(𝑘, 𝑙) =
( 𝑘

2𝑘 + 2
,
𝑘 + 𝑙 + 1
2𝑘 + 2

)
.

Proof We first check that 0 ≤ 𝑘 ′ ≤ 1
2 ≤ 𝑙′ ≤ 1. We have 0 ≤ 𝑘

2𝑘+2 <
𝑘+1

2𝑘+2 = 1
2

and 1
2 ≤ 1

2 +
𝑙

2𝑘+2 = 𝑘+𝑙+1
2𝑘+2 ≤ 1

2 +
1

2𝑘+2 ≤ 1. We now show that there exist 𝑟 ′ ≥ 2,
𝜀′ with 0 < 𝜀′ < 1

2 such that if ℐ = [𝑎, 𝑏] with 𝑁 ≤ 𝑎 ≤ 𝑏 ≤ 2𝑁 , and

𝑓 ∈ ℱ(𝑁,ℐ, 𝜆, 𝜃, 𝑟 ′, 𝜀′),

then ∑︁
𝑛∈ℐ

𝑒( 𝑓 (𝑛)) ≪ (𝜆𝑁−𝜃 )𝑘′𝑁 𝑙′ .

We observe that

𝑙′ =
1
2
+ 𝑙

2𝑘 + 2
≥ 1

2
+ 1/2

2 · 1
2 + 2

=
2
3
.

As usual we may assume (16.59). Hence we may suppose that

|ℐ | > 𝑁2/3 (16.65)

for otherwise the conclusion is immediate. When 1 ≤ 𝜆𝑁−𝜃 ≤ 𝑁
1
6 we have,

by Theorem 16.7,∑︁
𝑛∈ℐ

𝑒( 𝑓 (𝑛)) ≪ (𝜆𝑁−𝜃−1)1/2𝑁 +
(
𝜆−1𝑁 𝜃+1)1/2 ≪ 𝑁2/3,

which is more than sufficient. Thus we may also suppose that

𝜆𝑁−𝜃 ≥ 𝑁
1
6 . (16.66)

Suppose that 𝑟 ≥ 1 + 𝑟 (𝑘, 𝑙), 0 < 𝜀 ≤ 1
3𝜀(𝑘, 𝑙) and that

𝑓 ∈ ℱ(𝑁, [𝑎, 𝑏], 𝜆, 𝜃, 𝑟, 𝜀).
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Let

𝑆 =
∑︁
𝑛∈ℐ

𝑒( 𝑓 (𝑛)).

By the Weyl–van der Corput Lemma (Lemma 16.8) we have

|𝑆 |2 ≪ 𝑁2𝐻−1 + 𝑁𝐻−1
∑︁

1≤ℎ≤𝐻
|𝑆1 (ℎ) |

where we take ℐ = [𝑎, 𝑏] and

𝑆1 (ℎ) =
∑︁

𝑎<𝑛≤𝑏−ℎ
𝑒( 𝑓1 (𝑛; ℎ)),

and we suppose that

1 ≤ 𝐻 ≤ min
(
𝑏 − 𝑎, 2𝜀𝑁

𝑟 + 𝜃

)
. (16.67)

Here 𝐻 is otherwise at our disposal. Let𝒥 = [𝑎, 𝑏−ℎ]. Then by Lemma 16.22,

𝑓1 ∈ ℱ(𝑁,𝒥, 𝜆𝜃ℎ, 𝜃 + 1, 𝑟 − 1, 3𝜀)

and by the choices made for 𝑟 and 𝜀 above we see that the exponent pair (𝑘, 𝑙)
applies to 𝑓1. Thus

|𝑆 |2 ≪ 𝑁2𝐻−1 + 𝑁𝐻−1
∑︁

1≤ℎ≤𝐻

( (
ℎ𝜆𝑁−𝜃−1) 𝑘𝑁 𝑙 + ℎ−1𝜆−1𝑁 𝜃+1)

≪ 𝑁2𝐻−1 + 𝑁 𝑙+1−𝑘 (𝜃+1)𝜆𝑘𝐻𝑘 + 𝑁 𝜃+2𝜆−1𝐻−1 log 𝑁. (16.68)

By (16.66) the last term is bounded by the first. The good choice for 𝐻 would
be given by

𝐻𝑘+1 = 𝑁−𝑙+1+𝑘 (𝜃+1)𝜆−𝑘 (16.69)

provided that this does not violate (16.67), and this leads to the bound

𝑆 ≪
(
𝜆𝑁−𝜃 ) 𝑘

2𝑘+2 𝑁
𝑘+𝑙+1
2𝑘+2

as required. If (16.69) violates (16.67), then we take

𝐻 = min
(
𝑏 − 𝑎, 2𝜀𝑁

𝑟 + 𝜃

)
.

In this case the first term on the left of (16.68) will dominate the second. Hence
by (16.65) we have

𝑆 ≪ 𝑁𝐻−1/2 ≪ 𝑁2/3

and the theorem follows once more. □
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We now come to “Process B”. This corresponds to applying the Poisson
summation formula as embodied in Corollary 16.21. For a suitable function 𝑓

we need to understand how the function 𝑓 (𝑥(𝑦)) − 𝑦𝑥(𝑦) behaves when 𝑥 and
𝑦 are related by

𝑓 ′ (𝑥(𝑦)) = 𝑦. (16.70)

Let

𝑔(𝑦) = 𝑦𝑥(𝑦) − 𝑓 (𝑥(𝑦)). (16.71)

The function 𝑥(𝑦) is the inverse function of 𝑓 ′, so we have

𝑥′ (𝑦) = 1/ 𝑓 ′′ (𝑥(𝑦)) (16.72)

and

𝑔′ (𝑦) = 𝑥(𝑦) + 𝑦𝑥′ (𝑦) − 𝑓 ′ (𝑥(𝑦))𝑥′ (𝑦) = 𝑥(𝑦). (16.73)

In the special case that

𝑓 (𝑥) = 𝜙(𝑥)

we have

𝑓 ′ (𝑥) = 𝜆𝑥−𝜃 , 𝑥(𝑦) = 𝜆1/𝜃 𝑦−1/𝜃 .

Let

𝜓(𝑦) =
{
𝜆1/𝜃 𝑦1−1/𝜃

1−1/𝜃 when 𝜃 ≠ 1,
𝜆 log 𝑦 when 𝜃 = 1.

(16.74)

Then in general we can expect that if 𝑓 is close to 𝜙, then 𝑔 is close to 𝜓. We
need to show that our concept of close in terms of the first 𝑟 derivatives of 𝑓
and 𝜙 carries through to 𝑔 and 𝜓. We have

𝑔′′ (𝑦) = 1
𝑓 ′′ (𝑥(𝑦)) (16.75)

and it is an easy induction on 𝑠 to show that for 3 ≤ 𝑠 ≤ 𝑟 there are coefficients
𝑐𝑠 ( 𝒕) which depend only 𝑠 and 𝒕 such that

𝑔 (𝑠) (𝑦) = 1
𝑓 ′′ (𝑔′ (𝑦))2𝑠−3

𝑠∑︁
𝑡1=2

· · ·
𝑠∑︁

𝑡𝑠−2=2
𝑡1+···+𝑡𝑠−2=3𝑠−6

𝑐𝑠 ( 𝒕) 𝑓 (𝑡1 ) (𝑔′ (𝑦)) . . . 𝑓 (𝑡𝑠−2 ) (𝑔′ (𝑦)),

(16.76)
and with an obvious convention for an empty product of sums this also holds
when 𝑠 = 2.
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Lemma 16.24 Suppose that

𝑓 ∈ ℱ(𝑁, [𝑎, 𝑏], 𝜆, 𝜃, 𝑟, 𝜀)

and let 𝛼 = 𝑓 ′ (𝑏), 𝛽 = 𝑓 ′ (𝑎), and 𝑔, 𝜓 be defined as above. Then there is a
positive number 𝐶 = 𝐶 (𝜃, 𝑟) such that

|𝑔 (𝑠) (𝑦) − 𝜓 (𝑠) (𝑦) | < 𝐶𝜀 |𝜓 (𝑠) (𝑦) |

whenever 1 ≤ 𝑠 ≤ 𝑟 and 𝑦 ∈ [𝛼, 𝛽].

Proof We have 𝛼 ≥ (1 − 𝜀)𝜆(2𝑁)−𝜃 and 𝛽 ≤ (1 + 𝜀)𝜆𝑁−𝜃 . Also, for 𝑥 ∈
[𝑁, 2𝑁] we have 𝜙′ (𝑥) ≤ 𝜆𝑁−𝜃 , and for 𝑦 ∈ [𝛼, 𝛽] we have, by (16.74),
𝜓′ (𝑦) ≤ 𝜆1/𝜃𝛼−1/𝜃 ≤ (1− 𝜀)−1/𝜃2𝑁 and 𝜓′ (𝑦) ≥ 𝜆1/𝜃 𝛽−1/𝜃 ≥ (1+ 𝜀)−1/𝜃𝑁 .

By (16.73) and the facts that 𝑥(𝑦) is the inverse function of 𝑓 ′ and 𝜓′ is the
inverse function of 𝜙′ we have

𝜙′ (𝑔′ (𝑦)) − 𝑓 ′ (𝑔′ (𝑦)) = 𝜙′ (𝑔′ (𝑦)) − 𝑦 = 𝜙′ (𝑔′ (𝑦)) − 𝜙′ (𝜓′ (𝑦)),

and by the first mean value of the differential calculus this is

= (𝑔′ (𝑦) − 𝜓′ (𝑦))𝜙′′ (𝜉)

for some 𝜉 between 𝑔′ (𝑦) and 𝜓′ (𝑦). Thus

|𝜙′′ (𝜉) | ≥ 𝜃𝜆(1 − 𝜀)1+1/𝜃 (2𝑁)−𝜃−1

and so

|𝜙′ (𝑥(𝑦)) − 𝑓 ′ (𝑥(𝑦)) | ≥ |𝑔′ (𝑦) − 𝜓′ (𝑦) |𝜃𝜆(1 − 𝜀)1+1/𝜃 (2𝑁)−𝜃−1.

Hence

|𝑔′ (𝑦) − 𝜓′ (𝑦) | ≤ 𝜃−1𝜆−1 (1 − 𝜀)−1−1/𝜃 (2𝑁) 𝜃+1𝜀𝜙′ (𝑥(𝑦))
≤ 𝜃−1 (1 − 𝜀)−1−1/𝜃2𝜃+1𝜀𝑁

≤ 𝜃−1 (1 − 𝜀)−1−1/𝜃2𝜃+1 (1 + 𝜀)1/𝜃𝜀𝜓′ (𝑦).

This settles the first derivative. To deal with higher derivatives we use (16.76)
both as stated and in the special case 𝑓 ′ = 𝜙′ (and so 𝑔′ = 𝜓′). Consider the
effect first of all on a single monomial term in the sum (16.76) of replacing 𝑓 ′

by 𝜙′. We have an expression of the general shape

𝐹 (𝑧1, . . . , 𝑧𝑘) = 𝑐𝑧−𝑚1 𝑧2 . . . 𝑧𝑘 .
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Moreover

𝐹 (𝑧1, . . . , 𝑧𝑘) − 𝐹 (𝑤1, . . . , 𝑤𝑘)

=

𝑘∑︁
𝑗=1

(
𝐹 (𝑧1, . . . , 𝑧 𝑗 , 𝑤 𝑗+1, . . . , 𝑤𝑘) − 𝐹 (𝑧1, . . . , 𝑧 𝑗−1, 𝑤 𝑗 , . . . , 𝑤𝑘)

)
and by the mean value theorem of the differential calculus, provided 𝑧1 and 𝑤1
have the same sign, the general term here is of the form

(𝑧 𝑗 − 𝑤 𝑗 )𝐹𝑗 (𝑧1, . . . , 𝑧 𝑗−1, 𝜉 𝑗 , 𝑤 𝑗+1, . . . , 𝑤𝑘)

where 𝜉 𝑗 lies between 𝑧 𝑗 and 𝑤 𝑗 . Thus in considering 𝑔 (𝑠) (𝑦) −𝜓 (𝑠) (𝑦) the dif-
ference 𝑧 𝑗 −𝑤 𝑗 becomes an expression of the form 𝑓 (𝑡 ) (𝑔′ (𝑦)) −𝜙 (𝑡 ) (𝜓′ (𝑦)) =
𝑓 (𝑡 ) (𝑔′ (𝑦)) − 𝜙 (𝑡 ) (𝑔′ (𝑦)) + 𝜙 (𝑡 ) (𝑔′ (𝑦)) − 𝜙 (𝑡 ) (𝜓′ (𝑦)). The first difference here
is bounded by 𝜀 |𝜙 (𝑡 ) (𝑔′ (𝑦)) | and to the second we may apply the mean value
theorem once more to obtain (𝑔′ (𝑦) −𝜓′ (𝑦))𝜙 (𝑡+1) (𝜉) and to this we can apply
the first derivative bound obtained above. Thus

| 𝑓 (𝑡 ) (𝑔′ (𝑦)) − 𝜙 (𝑡 ) (𝜓′ (𝑦)) | ≤ 𝜀 |𝜙 (𝑡 ) (𝑔′ (𝑦)) | + 𝐶′𝜀 |𝜓′ (𝑦) | |𝜙 (𝑡+1) (𝜉) |.

A straightforward calculation now completes the argument. □

Theorem 16.25 (Process B) Suppose that (𝑘, 𝑙) is an exponent pair. Then so
is

(𝑘 ′, 𝑙′) = 𝐵(𝑘, 𝑙) = (𝑙 − 1/2, 𝑘 + 1/2).

Proof It is immediate that if (𝑘, 𝑙) is an exponent pair, then 0 ≤ 𝑙 − 1
2 ≤ 1

2 ≤
𝑘 + 1

2 . Also, we know that (0, 1) and ( 1
2 ,

1
2 ) are exponent pairs and that there

are no others with 𝑙 = 1
2 . Hence we may suppose that 𝑙 > 1/2.

Choose 𝑟 ≥ max(3, 𝑟 (𝑘, 𝑙, 1/𝜃) and let 𝐶 = 𝐶 (𝜃, 𝑟) be as in Lemma 16.24.
Then choose 𝜀′ so small that

0 < 𝜀′ ≤ min(1, 𝐶−1)𝜀(𝑘, 𝑙, 1/𝜃).

Let 𝑓 ∈ ℱ(𝑁, 𝐼, 𝜆, 𝜃, 𝑟, 𝜀). Choose 𝑎, 𝑏 so that 𝐼 = [𝑎, 𝑏] and define 𝛼 = 𝑓 ′ (𝑏),
𝛽 = 𝑓 ′ (𝑎). Now suppose that 𝐽 = [𝑀, 𝑀 ′] ⊆ [𝛼, 𝛽] with 𝑀 ′ ≤ 2𝑀 . Then
the function 𝑔 defined by (16.71) certainly includes 𝐽 in its support, and so by
Lemma 16.24, 𝑔 ∈ ℱ(𝑀, 𝐽, 𝜆1/𝜃 , 1/𝜃, 𝑟, 𝜀′). Hence∑︁

𝑛∈𝐽
𝑒(−𝑔(𝑛)) ≪

(
𝜆1/𝜃𝑀−1/𝜃 ) 𝑘𝑀 𝑙 + 𝜆−1/𝜃𝑀1/𝜃 .

We have 𝜆𝑁−𝜃 ≪ 𝛼 ≤ 𝛽 ≪ 𝜆𝑁−𝜃 , and as usual we are assuming (16.59).
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Summing over 𝑀 = 𝛼, 2𝛼, . . . we see that for any interval 𝐾 = [𝛼, 𝛾] with
𝛼 ≤ 𝛾 ≤ 𝛽 we have ∑︁

𝑛∈𝒦
𝑒(−𝑔(𝑛)) ≪ 𝑁 𝑘 (𝜆𝑁−𝜃 )𝑙 + 𝑁−1.

Moreover, − 𝑓 ′′ (𝑥(𝑛)) ≍ 𝜆𝑁−1−𝜃 where 𝑥(𝑦) is given by (16.57), and since
𝑟 ≥ 3, 𝑓 ′′ is monotonic. Hence, by partial summation∑︁

𝑛∈[𝛼,𝛽 ]

𝑒(−𝑔(𝑛))√︁
− 𝑓 ′′ (𝑥(𝑛))

≪ 𝑁 𝑘 (𝜆𝑁−𝜃 )𝑙𝜆− 1
2 𝑁

1
2+

𝜃
2 + 𝑁−1𝜆−

1
2 𝑁

1
2+

𝜃
2

≪ (𝜆𝑁−𝜃 )𝑙− 1
2 𝑁 𝑘+

1
2 + 𝜆− 1

2 𝑁
1
2+

𝜃
2 .

Thus, by the Corollary 16.21,∑︁
𝑛∈𝐼

𝑒( 𝑓 (𝑛)) ≪ (𝜆𝑁−𝜃 )𝑙− 1
2 𝑁 𝑘+

1
2 + log(1 + 𝜆𝑁−𝜃 ) + 𝜆− 1

2 𝑁
1
2+

𝜃
2 .

By (16.59) and the fact that 𝑘 ≥ 0 the second term is easily seen to be dominated
by the first. Likewise, the third term is bounded by 𝑁1/2 which is also dominated
by the first term. This completes the proof of the theorem. □

We can now compute some exponent pairs. It is normal to start from the
trivial exponent pair (0, 1). This is equivalent to taking the trivial bound for an
exponential sum at the final stage.

PAIR OPERATION PAIR OPERATION

(0,1) ( 1
2 ,

1
2 ) 𝐵

( 1
6 ,

2
3 ) 𝐴𝐵 ( 1

6 ,
2
3 ) 𝐵𝐴𝐵

( 1
14 ,

11
14 ) 𝐴2𝐵 ( 2

7 ,
4
7 ) 𝐵𝐴2𝐵

( 1
9 ,

13
18 ) 𝐴𝐵𝐴2𝐵 ( 2

9 ,
11
18 ) 𝐵𝐴𝐵𝐴2𝐵

( 1
20 ,

33
40 ) 𝐴2𝐵𝐴2𝐵 ( 13

40 ,
11
20 ) 𝐵𝐴2𝐵𝐴2𝐵

( 1
30 ,

13
15 ) 𝐴3𝐵 ( 11

30 ,
8
15 ) 𝐵𝐴3𝐵

( 11
82 ,

57
82 ) 𝐴𝐵𝐴3𝐵 ( 8

41 ,
26
41 ) 𝐵𝐴𝐵𝐴3𝐵

( 11
186 ,

25
31 ) 𝐴2𝐵𝐴3𝐵 ( 19

62 ,
52
93 ) 𝐵𝐴2𝐵𝐴3𝐵

( 4
49 ,

75
98 ) 𝐴𝐵𝐴𝐵𝐴3𝐵 ( 13

49 ,
57
98 ) 𝐵𝐴𝐵𝐴𝐵𝐴3𝐵

( 1
62 ,

57
62 ) 𝐴4𝐵 ( 13

31 ,
16
31 ) 𝐵𝐴4𝐵

Table 16.1 Some exponent pairs.

If one takes the rational points listed above, adjoins the further point (1/2, 1),
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and takes the convex hull, then we obtain a set all of whose members are
exponent pairs. However, the entries on the second and third rows are in the
interior of this convex polygon. As we form longer words, the polygon becomes
larger, and it is to be expected that most of the pairs listed above will eventually
lie in the interior. On the other hand, a new pair constructed with a longer word
does not necessarily enlarge the polygon. For example, the operations 𝐴𝐵𝐴4𝐵

and 𝐵𝐴𝐵𝐴4𝐵 produce points that lie in the interior of the present polygon. In
many applications one needs to minimise 𝑘 + 𝑙. For that purpose, the best of
the pairs in Table 16.1 are ( 11

82 ,
57
82 ) and ( 8

41 ,
26
41 ).

Figure 16.3 Polygonal path determined by 386 exponent pairs.

We now return to the question of bounding the Riemann zeta function on the
1
2 -line.

Theorem 16.26 Let 𝜏 = |𝑡 | + 4 and let (𝑘, 𝑙) be an exponent pair. Then for
any real 𝑡,

𝜁 (1/2 + 𝑖𝑡) ≪ 𝜏 (𝑘+𝑙)/2−1/4 log 𝜏.

Proof The pattern has already been set in Theorem 16.16, where in retrospect
we see that that conclusion follows from the exponent pair ( 1

6 ,
2
3 ). Following

the proof there we see that it suffices to show that when 𝑎 ≤ 𝑏 ≤ 2𝑎 and 𝑎 ≤ 𝜏2
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we have ∑︁
𝑎≤𝑛≤𝑏

𝑛𝑖𝑡 ≪ 𝑎
1
2 𝜏𝜂

where

𝜂 = 𝜂(𝑘, 𝑙) = 𝑘

2
+ 𝑙

2
− 1

4
.

Again as in Theorem 16.16, this is immediate from Corollary 16.6 when 𝜏 <
𝑎 ≤ 𝜏2. By the exponent pairs (𝑘, 𝑙) and 𝐵(𝑘, 𝑙) = (𝑙 − 1

2 , 𝑘 +
1
2 ), we see that∑︁

𝑎≤𝑛≤𝑏
𝑛𝑖𝑡 ≪ min

( (
𝜏𝑎−1) 𝑘𝑎𝑙 , (𝜏𝑎−1) 𝑙−1/2

𝑎𝑘+1/2
)
+ 𝜏−1𝑎

≪ 𝑎1/2 min
(
𝑎𝑙−𝑘−1/2𝜏𝑘 , 𝑎𝑘−𝑙+1/2𝜏𝑙−1/2) + 1.

We replace the minimum of 𝑎𝑙−𝑘−1/2𝜏𝑘 and 𝑎𝑘−𝑙+1/2𝜏𝑙−1/2 by their geometric
mean to obtain the desired conclusion. □

The following corollary is immediate from the exponent pair ( 11
82 ,

57
82 ).

Corollary 16.27 Let 𝜏 = |𝑡 | + 4. Then for any real 𝑡,

𝜁 (1/2 + 𝑖𝑡) ≪ 𝜏27/164 log 𝜏.

Many questions in analytic number theory can be rephrased in terms of the
sawtooth function 𝑠(𝑥), which is defined in (E.13) and which we have already
used in (16.17) above.

It is natural to approximate this function by trigonometric polynomials and
thereby relate the original question to the theory of exponential sums.

Theorem 16.28 Suppose that (𝑘, 𝑙) is an exponent pair and that 𝜃 > 0.
Let 𝑟 = 𝑟 (𝑘, 𝑙, 𝜃), 𝜀 = 𝜀(𝑘, 𝑙, 𝜃), 𝑁 > 0, 𝜆 > 0, 𝐼 ⊆ [𝑁, 2𝑁], and 𝑓 ∈
ℱ(𝑁, 𝐼, 𝜆, 𝜃, 𝑟, 𝜀). Then∑︁

𝑛∈𝐼
𝑠( 𝑓 (𝑛)) ≪

(
𝜆𝑁−𝜃 ) 𝑘/(𝑘+1)

𝑁 (𝑘+𝑙)/(𝑘+1) + 𝜆−1𝑁 𝜃 .

Proof By Exercise E.2.4, for any given positive integer 𝐽 there are trigono-check ex no
metric polynomials

𝑇± (𝑥) =
𝐽∑︁

𝑗=−𝐽
𝑇± ( 𝑗)𝑒( 𝑗𝑥)

with period 1 and degree at most 𝐽 such that

𝑇− (𝑥) ≤ 𝑠(𝑥) ≤ 𝑇+ (𝑥)
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for all 𝑥, 𝑇± (0) = ±1/(2𝐽 + 2), and 𝑇± ( 𝑗) ≪ 1/| 𝑗 | for 𝑗 ≠ 0. Hence∑︁
𝑛∈𝐼

𝑠( 𝑓 (𝑛)) ≤ 𝑁

2𝐽 + 2
+

∑︁
0< | 𝑗 | ≤𝐽

𝑇+ ( 𝑗)
∑︁
𝑛∈𝐼

𝑒( 𝑗 𝑓 (𝑛))

≤ 𝑁

2𝐽 + 2
+ 𝐶

𝐽∑︁
𝑗=1

1
𝑗

���∑︁
𝑛∈𝐼

𝑒( 𝑗 𝑓 (𝑛))
���.

Similarly, ∑︁
𝑛∈𝐼

𝑠( 𝑓 (𝑛)) ≥ −𝑁
2𝐽 + 2

− 𝐶
𝐽∑︁
𝑗=1

1
𝑗

���∑︁
𝑛∈𝐼

𝑒( 𝑗 𝑓 (𝑛))
���.

Moreover, for 𝑓 ∈ ℱ(𝑁, 𝐼, 𝜆, 𝜃, 𝑟, 𝜀) we have | 𝑗 | 𝑓 ∈ ℱ(𝑁, 𝐼, | 𝑗 |𝜆, 𝜃, 𝑟, 𝜀) and
so the exponent pair (𝑘, 𝑙) applies to each of the sums∑︁

𝑛∈ℐ
𝑒( 𝑗 𝑓 (𝑛)).

Thus ∑︁
𝑛∈𝐼

𝑠( 𝑓 (𝑛)) ≪ 𝑁

𝐽 + 1
+

𝐽∑︁
𝑗=1

1
𝑗

( (
𝑗𝜆𝑁−𝜃 ) 𝑘𝑁 𝑙 + 𝑗−1𝜆−1𝑁 𝜃

)
≪ 𝑁

𝐽 + 1
+

(
𝐽𝜆𝑁−𝜃 ) 𝑘𝑁 𝑙 + 𝜆−1𝑁 𝜃 .

We take
𝐽 =

[
𝜆−𝑘/(𝑘+1)𝑁 (1+𝑘𝜃−𝑙) (𝑘+1) ] ,

and this gives the desired conclusion when 𝑘 ≠ 0. When 𝑘 = 0 we have 𝑙 = 1
and the conclusion is trivial. □

One obvious application of the above is to the Dirichlet divisor problem.

Theorem 16.29 Let Δ(𝑥) = ∑
𝑛≤𝑥 𝑑 (𝑛) − 𝑥 log 𝑥 − (2𝐶0 − 1)𝑥, and suppose

that (𝑘, 𝑙) is an exponent pair. If (𝑘, 𝑙) ≠ ( 1
2 ,

1
2 ), then

Δ(𝑥) ≪ 𝑥
𝑘+𝑙

2𝑘+2 .

Proof From the initial steps of the proof of Theorem 2.3 we see that∑︁
𝑛≤𝑥

𝑑 (𝑛) = 2
∑︁
𝑛≤

√
𝑥

𝑥

𝑛
− 2

∑︁
𝑛≤

√
𝑥

𝑠(𝑥/𝑛) −
[√
𝑥
]2 −

[√
𝑥
]
, (16.77)

where 𝑠(𝑦) is as in (E.13), and from the initial steps of the proof of (1.26) we
have ∑︁

𝑛≤𝑦

1
𝑛
= log 𝑦 + 𝐶0 −

𝑠(𝑦)
𝑦

−
∫ ∞

𝑦

𝑠(𝑢)
𝑢2 𝑑𝑢.
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We observe that
∫ 𝑢
𝑦
𝑠(𝑣) 𝑑𝑣 ≪ 1, and so by integrating the last term by parts it

follows that it is ≪ 𝑦−2. Hence∑︁
𝑛≤𝑦

1
𝑛
= log 𝑦 + 𝐶0 −

𝑠(𝑦)
𝑦

+𝑂 (1/𝑦2).

We also have

𝑥 −
[√
𝑥
]2 −

[√
𝑥
]
= 2

√
𝑥𝑠(

√
𝑥) +𝑂 (1).

On inserting these two expressions in (16.77) gives

Δ(𝑥) = −2
∑︁
𝑛
√
𝑥

𝑠(𝑥/𝑛) +𝑂 (1).

We now divide the interval of summation into subintervals of the form [𝑁, 𝑁 ′]
with 𝑁 ′ ≤ 2𝑁 and 𝑁 ≤

√
𝑥 and appeal to Theorem 16.28 with 𝜃 = 2. The

contribution from a typical such subinterval is

≪
(
𝑥𝑁−2) 𝑘/(𝑘+1)

𝑁 (𝑘+𝑙) (𝑘+1) + 𝑥−1𝑁2 ≪ 𝑥𝑘 (𝑘+1)𝑁 (𝑙−𝑘 ) (𝑘+1) + 𝑥−1𝑁2.

Since (𝑘, 𝑙) ≠ ( 1
2 ,

1
2 ) we have 𝑙 > 𝑘 . Hence on summing the contribution from

the different subintervals we obtain the bound

𝑥 (𝑘+𝑙) (2𝑘+2) + 1 ≪ 𝑥 (𝑘+𝑙) (2𝑘+2) ,

as required. □

For completeness we observe that in the case of the exponent pair ( 1
2 ,

1
2 ) the

proof gives an extra factor of log 𝑥 in the conclusion. More interestingly one
can observe that (𝑘 ′, 𝑙′) = 𝐴(𝑘, 𝑙) satisfies

𝑘 ′ =
𝑘

2𝑘 + 2
, 𝑙′ =

𝑘 + 𝑙 + 1
2𝑘 + 2

,

and so the exponent of 𝑥 in the conclusion is 𝑘 ′ + 𝑙′ − 1
2 . With the exponent

pairs obtained by the 𝐴 and 𝐵 operations there is symmetry in the line 𝑙 = 𝑘 + 1
2

between those in which the last operation is an 𝐴 and those in which the last
operation is a 𝐵. Thus, just as in Theorem 20, we are interested in exponent pairswhat is The-

orem 20 (𝑘 ′, 𝑙′) in which 𝑘 ′+ 𝑙′ is minimal. Amongst those listed above (𝑘, 𝑙) = ( 11
30 ,

8
15 )

(which gives (𝑘 ′, 𝑙′) = ( 11
82 ,

57
82 ), of course) gives the following corollary.

Corollary 16.30 Let Δ(𝑥) denote the error term in the divisor problem, as
defined in Theorem 16.29. Then

Δ(𝑥) ≪ 𝑥
27
82 .
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16.3.1 Exercises

1. Let 𝐼 (𝛼) =
∫ 1

0 𝑒(𝛼𝑥 + log log 𝑒/𝑥) 𝑑𝑥. Show that

𝐼 (𝛼) = 1
2𝜋𝑖𝛼

(
𝑒(𝛼) − 𝑒(log log𝛼)

)
+ 𝑜(1/𝛼)

as 𝛼 → ∞. Note that this is larger than 𝑓 ′′ (𝑥0)−1/2. Why?
2. Let 𝐼 (𝛼) =

∫ 1
0 𝑒

(
𝛼𝑥 + log log 1

𝑥 (1−𝑥 )

)
𝑑𝑥. Show that

|𝐼 (𝛼) | ≍ 1
𝛼
√︁

log𝛼

as 𝛼 → +∞.
3. Show that if 𝑁 is a positive integer, then

𝑁∑︁
𝑛=1

𝑒
(
(𝑛/3)3/2) = 21/43−3/2𝑁3/4 +𝑂

(
𝑁1/4) .

4. Let 𝐸 (𝑛) denote the number of words using the two letters 𝐴 and 𝐵 with
the property that the last letter is 𝐵, and the word does not contain a pair
of consecutive 𝐵’s. Among such words, let 𝐴(𝑛) be the number in which
the leftmost letter is 𝐴, and 𝐵(𝑛) the number in which the leftmost letter
is 𝐵. Thus 𝐸 (𝑛) = 𝐴(𝑛) + 𝐵(𝑛). Note that 𝐴(1) = 0, 𝐵(1) = 1, 𝐴(2) = 1,
𝐵(2) = 0. Let 𝐹𝑛 denote the 𝑛th Fibonacci number, as defined by the relations
𝐹0 = 0, 𝐹1 = 1, 𝐹𝑛+1 = 𝐹𝑛 + 𝐹𝑛−1.

(a) Show that if 𝑛 is an integer such that both 𝐴(𝑛) = 𝐹𝑛−1 and 𝐵(𝑛) = 𝐹𝑛−2,
then 𝐴(𝑛 + 1) = 𝐹𝑛 and 𝐵(𝑛 + 1) = 𝐹𝑛−1.

(b) Deduce that 𝐸 (𝑛) = 𝐹𝑛 for all positive integers 𝑛.
(c) Suppose that you start with (0, 1), and use words of length from 1 to 𝑛 to

generate new exponent pairs. Show that in total you have 𝐹𝑛+2 exponent
pairs (ignoring the fact that the pairs generated are not guaranteed to be
distinct. In fact they are not all distinct. In Table 16.1 we see that 𝐴𝐵
and 𝐵𝐴𝐵 generate the same point.)

5. (a) Let 𝜒(𝑑) =
( −4
𝑑

)
be the nonprincipal character modulo 4, and let

𝑆(𝑦) =
∑︁
𝑛≤𝑦

𝜒(𝑛).

Show that

𝑆(𝑦) = 1
2
− 𝑠

(
𝑦 − 1

4

)
+ 𝑠

(
𝑦 − 3

4

)
,
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and that ∑︁
𝑛≤𝑦

𝜒(𝑛)
𝑛

=
𝜋

4
+
𝑆(𝑦) − 1

2
𝑦

+𝑂 (1).

(b) Let

𝑟 (𝑛) = 4
∑︁
𝑑 |𝑛

𝜒(𝑑),

𝑅(𝑥) =
∑︁
𝑛≤𝑥

𝑟 (𝑛) − 𝜋𝑥,

𝑇 (𝑦; 𝑎, 𝑏) =
∑︁
𝑛≤𝑦

𝑠

( 𝑥 − 𝑎
4𝑛 + 𝑏

)
.

Show that
1
4
𝑅(𝑥) = 𝑇 (

√
𝑥; 0, 1) − 𝑇 (

√
𝑥; 0, 3)

+ 𝑇 (
√
𝑥; 3, 0) − 𝑇 (

√
𝑥; 1, 0) +𝑂 (1).

(c) Suppose that (𝑘, 𝑙) is an exponent pair other than ( 1
2 ,

1
2 ). Show that

𝑅(𝑥) ≪ 𝑥
𝑘+𝑙

2𝑘+2 ,

and in particular that
𝑅(𝑥) ≪ 𝑥

27
82 .

6. (a) Let 𝑄(𝑥, ℎ) denote the number of squarefree numbers 𝑞 with 𝑥 − ℎ <
𝑞 ≤ 𝑥. Suppose that 1 ≤ ℎ ≤ 𝑥

2 and that
√
ℎ ≤ 𝑧 ≤

√
𝑥. Show that

𝑄(𝑥, ℎ) = 6ℎ
𝜋2 +𝑂 ((𝑅 + 𝑆) log 𝑥 +

√
ℎ)

where

𝑅 = sup
𝑎≤𝑧

sup
𝑏≤2𝑎

sup
𝑥−ℎ≤𝑦≤𝑥

����� ∑︁
𝑎≤𝑛≤𝑏

𝑠

( 𝑦
𝑛2

)�����
and

𝑆 = sup
𝑎≤𝑥𝑧−2

𝑆(𝑎), 𝑆(𝑎) = sup
𝑏≤2𝑎

sup
𝑥−ℎ≤𝑦≤𝑥

����� ∑︁
𝑎≤𝑛≤𝑏

𝑠

(
𝑦1/2

𝑛1/2

)����� .
(b) Show that

𝑅 ≪ 𝑥1/3𝑧−1/3 + 𝑥𝑧−3,

and that if (𝑘, 𝑙) is an exponent pair, then

𝑆 ≪ 𝑥𝑘/(𝑘+1)𝑎 (𝑙−2𝑘 )/(𝑘+1) + 𝑥−1𝑧3.
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(c) Show that there is a positive number𝐶 such that whenever𝐶𝑥2/9 log 𝑥 ≤
ℎ ≤ 𝑥 there is a squarefree number 𝑞 with 𝑥 − ℎ < 𝑞 ≤ 𝑥.

16.4 Notes

Section 16.1. Exponential integrals have been used and studied for centuries. added autoref
The plot in Figure 16.1 is Euler’s Spiral. L. Euler (1707–1783) encountered
his spiral in 1744 while investigating a problem concerning elasticity posed by
Jakob Bernoulli. Euler noted then that the spiral converges to a single point, but
that it is difficult to name that point. In 1781 he found the limit, which is to say
that he proved (16.3). The French physicist A.-J. Fresnel (1768–1827), in the
course of his seminal investigation of the diffraction of light, in 1818 defined
the integrals

𝑆(𝑡) =
∫ 𝑡

0
sin

( 𝜋𝑢2

2

)
𝑑𝑢, 𝐶 (𝑡) =

∫ 𝑡

0
cos

( 𝜋𝑢2

2

)
𝑑𝑢.

These are now known as the Fresnel integrals. Here 𝐶 (𝑡) + 𝑖𝑆(𝑡) = 𝑧(𝑡) as
defined in the caption of Figure 16.1, but Fresnel was unaware of Euler’s prior
work. He spent considerable effort to compute values of his integrals, and later
the French physicist M. A. Cornu (1841–1902) computed detailed tables of
𝑧(𝑡), also for purposes of optics. Today such calculations are done for us, since
common software provides the error function,

erf 𝑧 =
2
√
𝜋

∫ 𝑧

0
𝑒−𝑢

2
𝑑𝑢,

even with complex arguments, and

𝑧(𝑡) =
√
𝜋

2

( 1
√

2
+ 𝑖
√

2

)
erf

(( 1
√

2
− 𝑖
√

2

)
𝑡

)
.

Euler’s spiral (also known as Cornu’s spiral), was discovered independently a
third time, in 1890, for the following reason: The point 𝑧(𝑡) moves with velocity
𝑧′ (𝑡) = 𝑒𝑖𝑡2 ; thus |𝑧′ (𝑡) | = 1, so the arc length of the curve 𝑧(𝑡) for 0 ≤ 𝑡 ≤ 𝑇 is
exactly 𝑇 . Moreover, the acceleration on the curve is 𝑧′′ (𝑡) = 2𝑖𝑡𝑒𝑖𝑡2 , which has
absolute value 2𝑡 for 𝑡 > 0. If a train were to pass from a straight line directly
onto a circular arc, its acceleration would undergo a jump discontinuity, which
is uncomfortable for passengers and hard on the equipment. So railway beds
are designed to pass from a straight line onto (a suitably scaled copy of) Euler’s
spiral. When the acceleration has reached the desired level, the course then
continues on a circular arc, and finally transitions back on a segment of such
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a spiral to a straight line. This technique is used also in the construction of
highways and roller coasters. For a detailed account of the history of Euler’s
spiral, see Levien (2008).

Exercises 2 and 3 are useful in applications of the Hardy–Littlewood method.of which sec-
tion? See Lemma 10.1 of Hua (1965), Theorem 7.3 of Vaughan (1997) and Theorem

3.1 of Talmage (2022).
Section 16.2. The methods developed here were first studied systematicallyadded autoref

in van der Corput (1921) and van der Corput (1922) with the main intent of ap-
plying them to the Dirichlet divisor problem. van der Corput does acknowledge
Weyl (1916) for approximations of the kind in Theorem 16.13 and one has to
believe that he was greatly influenced by Weyl’s paper. Landau, Hardy, Little-
wood, and their colleagues and students, beginning before WWI, had organised
written accounts of everything that was known concerning the Riemann zeta
function and the distribution of primes, and kept it up to date as advances were
made. There is an intriguing footnote on page 316 of Weyl (1916) which states
“Vgl. H. Bohr und J. E. Littlewood, The Riemann Zeta-function and the The-
ory of Prime Numbers (Cambridge Tracts in Mathematics and Mathematical
Physics; noch nicht erschienen)”! Presumably there was already an intent to
publish this material as a Cambridge Tract, but this was interrupted by WWI
and perhaps also by fast moving developments in research. The more important
researches appeared in papers such as Hardy & Littlewood (1916a) and Hardy
& Littlewood (1916b). Some of it was promised but never published. See the
announcement Littlewood (1922) which was overtaken, presumably, by devel-
opments elsewhere. A little later the Bohr–Littlewood manuscript was divided
into two and appeared as Cambridge Tracts, by Ingham (1932) and Titchmarsh
(1930). The latter was expanded into the celebrated text Titchmarsh (1951)
(second edition Titchmarsh (1986)) and was the place that the authors of this
work initially learnt the material. Many of the estimates of this section are also
used extensively in harmonic analysis. See Stein (1993).

The trigonometric polynomial (16.7) was noted by Hardy & Littlewood
(1916a), who established the estimate (16.8). Lemma 16.8 is the Fundamental
Inequality of van der Corput (1931), and Theorem 16.9 is a special case of Satz
1, ibidem. Theorem 16.17 is from Fujii, Gallagher, Montgomery (1976).

Section 16.3. The van der Corput method, including exponent pairs, origin-
ates in van der Corput (1921, 1922), and was developed further by Phillips
(1933).

Rankin (1955) optimized the choice of exponent pairs for the purpose of
estimating 𝜁 ( 1

2 + 𝑖𝑡). For further expositions of van der Corput’s method, see
Graham & Kolesnik (1991) and §3.3 of Montgomery (1994). For a discussion
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of applications of the van der Corput method to the zeta function see §5.20 of
Titchmarsh (1986).

The Exponent Pair Conjecture is the conjecture that (𝑘, 1
2 + 𝑘) is an expo-

nent pair for every 𝑘 with 0 < 𝑘 ≤ 1
2 .

There is a more recent history of small reductions which transcend the
methods described here and their two dimensional variants. These depend
on a method for treating exponential sums introduced in Bombieri & Iwaniec
(1986a) and Bombieri & Iwaniec (1986b), which was further refined by Iwaniec
& Mozzochi (1988) and Huxley & Watt (1988). Further work by Huxley cul-
minating in Huxley (2000) and Huxley (2003) has established that

𝜁 ( 1
2
+ 𝑖𝑡) ≪ 𝜏𝜙+𝜀 , 𝑅(𝑥) ≪ 𝑥 𝜃+𝜀 , Δ(𝑥) ≪ 𝑥 𝜃+𝜀

with

𝜙 =
32

205
= 0.1560975609 . . . , 𝜃 =

131
416

= 0.3149038461 . . .

The values 𝜙 = 0 and 𝜃 = 1
4 would follow from the Exponent Pair Conjecture,

and these conjectural values for 𝜙 and 𝜃 are known to be essentially best possible.
That is, there is a limitation as to how small the upper bounds can be for the
Dirichlet divisor and Gauss lattice point problems. In that regard there is also
long history beginning with Hardy (1916) and culminating in Soundararajan
(2003), which also contains an overview of previous work in the area.
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17
Estimates for Sums over Primes

17.1 Principles of the method

Let

𝑆 =
∑︁
𝑛≤𝑁

𝑓 (𝑛)Λ(𝑛).

If 𝑓 is monotonic, then we can estimate 𝑆 by using the Prime Number Theorem
and integration by parts. If 𝑓 is multiplicative, then we can gain informa-
tion concerning 𝑆 by studying the properties of the associated Dirichlet series∑
𝑓 (𝑛)𝑛−𝑠 . This has already been especially successful when 𝑓 is of the form

𝑓 (𝑛) = 𝜒(𝑛)𝑛−𝛼. We now introduce an entirely different method that is most
successful when 𝑓 is far from being multiplicative. Let 𝑃 =

∏
𝑝≤

√
𝑁
𝑝. Vino-

gradov (1937a,b) had the idea of writingmade autocite

𝑓 (1) +
∑︁

√
𝑁<𝑝≤𝑁

𝑓 (𝑝) =
∑︁

1≤𝑛≤𝑁
(𝑛,𝑃)=1

𝑓 (𝑛) =
∑︁
𝑡 |𝑃
𝑡≤𝑁

𝜇(𝑡)
∑︁
𝑟≤𝑁/𝑡

𝑓 (𝑟𝑡).

If we can demonstrate that there is considerable cancellation the inner sum
on the right, then we can obtain a non-trivial estimate for the left hand side.
However, when 𝑡 is near 𝑁 in size, one expects to have little cancellation in
the inner sum on the right, and indeed when 𝑁/2 < 𝑡 ≤ 𝑁 the sum has only
one term, and hence no cancellation at all. Thus the terms on the right must be
rearranged before satisfactory estimates can be derived. This approach, known
as Vinogradov’s method for prime number sums, is rather complicated. The
general aim is to express 𝑆 as a linear combination of sums of the following
two sorts: ∑︁

𝑡≤𝑇
𝑎(𝑡)

∑︁
𝑟≤𝑁/𝑡

𝑓 (𝑡𝑟), (17.1)

54
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and ∑︁
𝑚𝑘≤𝑁
𝑚>𝑈
𝑘>𝑉

𝑏(𝑚)𝑐(𝑘) 𝑓 (𝑚𝑘) (17.2)

where 𝑎(𝑡), 𝑏(𝑚), and 𝑐(𝑘) are certain fixed arithmetic functions (independent
of 𝑓 ), and 𝑇 , 𝑈, and 𝑉 are parameters. Such sums are said to be of Type I and
Type II, respectively. In the Type I sum we choose 𝑇 to be small compared
with 𝑁 , so that we have a hope of showing that the inner sum enjoys some
cancellation. Although 𝑏(𝑚) and 𝑐(𝑘) are fixed, we generally treat a Type II
sum as if it were a general bilinear form. In any case, it is essential that we can
avoid small values of𝑚 and small values of 𝑘 . Within this framework, Vaughan
(1977b) devised a variant known as Vaughan’s version of Vinogradov’s method made autocite;

is it 77b or
77a?(𝑉3𝑀), which we now describe.

We start by expressing Λ(𝑛) as a linear combination of several other arith-
metic functions. Put

𝐹 (𝑠) =
∑︁
𝑑≤𝑈

Λ(𝑑)𝑑−𝑠 , 𝐺 (𝑠) =
∑︁
𝑘≤𝑉

𝜇(𝑘)𝑘−𝑠 . (17.3)

Clearly

− 𝜁
′

𝜁
(𝑠) = 𝐹 (𝑠) − 𝜁 (𝑠)𝐹 (𝑠)𝐺 (𝑠) − 𝜁 ′ (𝑠)𝐺 (𝑠)

+
(
− 𝜁 ′ (𝑠) − 𝐹 (𝑠)𝜁 (𝑠))

) ( 1
𝜁 (𝑠) − 𝐺 (𝑠)

) (17.4)

for 𝜎 > 1. We write

𝜁 (𝑠) =
∞∑︁
𝑟=1

𝑟−𝑠 , −𝜁 ′ (𝑠) =
∞∑︁
𝑚=1

(log𝑚)𝑚−𝑠 ,

and calculate the coefficients of the four Dirichlet series on the right in (17.4).
Thus Vaughan’s identity asserts that

Λ(𝑛) = 𝑐1 (𝑛) + 𝑐2 (𝑛) + 𝑐3 (𝑛) + 𝑐4 (𝑛). (17.5)

Here

𝑐1 (𝑛) =
{
Λ(𝑛) if 𝑛 ≤ 𝑈,
0 if 𝑛 > 𝑈,

𝑐2 (𝑛) = −
∑︁
𝑟𝑑𝑘=𝑛
𝑑≤𝑈
𝑘≤𝑉

Λ(𝑑)𝜇(𝑘),
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and

𝑐3 (𝑛) =
∑︁
𝑚𝑘=𝑛
𝑘≤𝑉

𝜇(𝑘) log𝑚.

To calculate 𝑐4 (𝑛) we observe that in the first factor of the final product in
(17.4), the coefficient of 𝑚−𝑠 is

log𝑚 −
∑︁
𝑑 |𝑚
𝑑≤𝑈

Λ(𝑑) =
∑︁
𝑑 |𝑚
𝑑>𝑈

Λ(𝑑).

Thus

𝑐4 (𝑛) =
∑︁
𝑚𝑘=𝑛

𝑚>𝑈, 𝑘>𝑉

( ∑︁
𝑑 |𝑚
𝑑>𝑈

Λ(𝑑)
)
𝜇(𝑘).

We multiply (17.5) through by 𝑓 (𝑛) and sum to see that

𝑆 = 𝑆1 + 𝑆2 + 𝑆3 + 𝑆4 (17.6)

where

𝑆𝑖 =
∑︁
𝑛≤𝑁

𝑓 (𝑛)𝑐𝑖 (𝑛).

Thus

𝑆1 =
∑︁
𝑛≤𝑈

𝑓 (𝑛)Λ(𝑛);

this sum we generally estimate trivially. Let

𝑎(𝑡) = −
∑︁
𝑑𝑘=𝑡
𝑑≤𝑈
𝑘≤𝑉

Λ(𝑑)𝜇(𝑘).

Then 𝑐2 (𝑛) =
∑
𝑡 |𝑛 𝑎(𝑡), and hence

𝑆2 =
∑︁
𝑡≤𝑈𝑉

𝑎(𝑡)
∑︁
𝑟≤𝑁/𝑡

𝑓 (𝑡𝑟), (17.7)

which is a Type I sum. Since |𝑎(𝑡) | ≤ ∑
𝑑 |𝑡 Λ(𝑑) = log 𝑡 ≤ log𝑈𝑉 , it follows

that

𝑆2 ≪ (log𝑈𝑉)
∑︁
𝑡≤𝑈𝑉

��� ∑︁
𝑟≤𝑁/𝑡

𝑓 (𝑟𝑡)
���. (17.8)

As for 𝑆3, we find that

𝑆3 =
∑︁
𝑘≤𝑉

𝜇(𝑘)
∑︁

𝑚≤𝑁/𝑘
𝑓 (𝑘𝑚) log𝑚.
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This is not quite a Type I sum, but log𝑚 is smoothly increasing, so we write
log𝑚 =

∫ 𝑚
1 𝑑𝑤/𝑤 and invert the order of integration and summation to see

that

𝑆3 =

∫ 𝑁

1

∑︁
𝑘≤𝑉

𝜇(𝑘)
∑︁

𝑤≤𝑚≤𝑁/𝑘
𝑓 (𝑘𝑚) 𝑑𝑤

𝑤

≪ (log 𝑁)
∑︁
𝑘≤𝑉

max
𝑤≥1

��� ∑︁
𝑤≤𝑚≤𝑁/𝑘

𝑓 (𝑘𝑚)
���. (17.9)

This is still not quite a Type I sum, but is instead the maximum over a family of
Type I sums. However, in most cases our estimate for the sum over𝑚 is uniform
in 𝑤, so for practical purposes we have a Type I sum.

Let

𝑏(𝑚) =
∑︁
𝑑 |𝑚
𝑑>𝑈

Λ(𝑑).

Then

𝑐4 (𝑛) =
∑︁
𝑚𝑘=𝑛
𝑚>𝑈
𝑘>𝑉

𝑏(𝑚)𝜇(𝑘),

and so

𝑆4 =
∑︁
𝑚𝑘≤𝑁
𝑚>𝑈
𝑘>𝑉

𝑏(𝑚)𝜇(𝑘) 𝑓 (𝑚𝑘) =
∑︁

𝑈<𝑚≤𝑁/𝑉
𝑏(𝑚)

∑︁
𝑉<𝑘≤𝑁/𝑚

𝜇(𝑘) 𝑓 (𝑚𝑘).

This is a Type II sum. Suppose that Δ(𝑀) = Δ(𝑀, 𝑁, 𝑓 ) is defined so that��� ∑︁
𝑀<𝑚≤2𝑀

𝑏𝑚

∑︁
𝑘≤𝑁/𝑚

𝑐𝑘 𝑓 (𝑚𝑘)
���

≤ Δ(𝑀)
( ∑︁
𝑀<𝑚≤2𝑀

|𝑏𝑚 |2
)1/2 ( ∑︁

𝑘≤𝑁/𝑀
|𝑐𝑘 |2

)1/2 (17.10)

for arbitrary complex numbers 𝑏𝑚 and 𝑐𝑘 . By cutting the interval𝑈 ≤ 𝑚 ≤ 𝑁/𝑉
into ≪ log 𝑁 subintervals of the form 𝑀 < 𝑚 ≤ 2𝑀 , we deduce that

𝑆4 ≪ (log 𝑁) max
𝑈≤𝑀≤𝑁/𝑉

Δ(𝑀)
( ∑︁
𝑀<𝑚≤2𝑀

𝑏(𝑚)2
)1/2 ( ∑︁

𝑘≤𝑁/𝑀
|𝜇(𝑘) |2

)1/2
.

Since |𝑏(𝑚) | ≤ log𝑚, the sum over 𝑚 is ≪ 𝑀 (log 2𝑀)2. The sum over 𝑘 is
≪ 𝑁/𝑀 , so

𝑆4 ≪ 𝑁1/2 (log 𝑁)2 max
𝑈≤𝑀≤𝑁/𝑉

Δ(𝑀). (17.11)
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We interrupt our development at this point in order to assess the situation.
For purposes of discussion, in this paragraph only, we assume that | 𝑓 (𝑛) | ≤ 1
for all 𝑛. The bound 𝑆 ≪ 𝑁 is trivial, and if 𝑓 is oscillatory we hope to show that
𝑆 = 𝑜(𝑁). Trivially 𝑆1 ≪ 𝑈, so 𝑆1 poses no problem provided that𝑈 = 𝑜(𝑁).
In (17.8) the trivial bound would be that

𝑆2 ≪ (log𝑈𝑉)
∑︁
𝑡≤𝑈𝑉

𝑁

𝑡
≪ 𝑁 (log𝑈𝑉)2

Thus in order to get a bound that is 𝑜(𝑁) we only need to demonstrate a modest
amount of cancellation in the sum over 𝑟 in (17.8), and even this only on average
over 𝑡. We note, however, that there will be little or no cancellation if the inner
sum has very few terms (a single term is the worst case). For this reason it
will be necessary to choose the parameters𝑈 and 𝑉 so that𝑈𝑉 is considerably
smaller than 𝑁 . Similar remarks apply to (17.9) where the situation is even
more favorable since the range of 𝑘 in (17.9) is shorter than that of 𝑡 in (17.8).
To obtain a trivial bound for Δ(𝑀) we first observe that��� ∑︁

𝑀<𝑚≤2𝑀
𝑏𝑚

∑︁
𝑘≤𝑁/𝑚

𝑐𝑘 𝑓 (𝑚𝑘)
��� ≤ ∑︁

𝑀<𝑚≤2𝑀
|𝑏𝑚 |

∑︁
𝑘≤𝑁/𝑀

|𝑐𝑘 |.

By two applications of Cauchy’s inequality, this in turn is

≪
(
𝑀 · 𝑁/𝑀

)1/2
( ∑︁
𝑀<𝑚≤2𝑀

|𝑏𝑚 |2
)1/2 ( ∑︁

𝑘≤𝑁/𝑀
|𝑐𝑘 |2

)1/2
.

Thus the bound Δ(𝑀) ≪ 𝑁1/2 is trivial. By inserting this in (17.11) we deduce
that 𝑆4 ≪ 𝑁 (log 𝑁)2 trivially. That is, we will be able to show that 𝑆4 = 𝑜(𝑁)
if we can obtain a bound for Δ(𝑀) that is only a power of a logarithm smaller
than trivial. In summary, it seems that we have not dug ourselves into too deep
a hole, and that we can expect to show that 𝑆 = 𝑜(𝑁) whenever we can derive
estimates that are only moderately better than trivial. We note, however, that
if 𝑓 were to be unimodular and totally multiplicative, then we might obtain
nontrivial estimates for 𝑆2 and 𝑆3, but no nontrivial estimate for Δ(𝑀) can
hold because of the possibility that 𝑏𝑚 = 𝑓 (𝑚) and 𝑐𝑘 = 𝑓 (𝑘). Despite this
observation, we shall find in Chapters 20 that we can still use our present
approach when we average over several multiplicative functions 𝑓𝑖 .

In order to estimate Δ(𝑀), we first observe that by Cauchy’s inequality the
left hand side of (17.10) is

≤
( ∑︁
𝑀<𝑚≤2𝑀

|𝑏𝑚 |2
)1/2 ( ∑︁

𝑀<𝑚≤2𝑀

��� ∑︁
𝑘≤𝑁/𝑚

𝑐𝑘 𝑓 (𝑚𝑘)
���2 )1/2

.
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Here the second sum over 𝑚 is

=
∑︁

𝑗≤𝑁/𝑀
𝑐 𝑗

∑︁
𝑘≤𝑁/𝑀

𝑐𝑘

∑︁
𝑀<𝑚≤2𝑀
𝑚≤𝑁/ 𝑗
𝑚≤𝑁/𝑘

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘). (17.12)

By the arithmetic-geometric mean inequality we know that |𝑐 𝑗𝑐𝑘 | ≤ 1
2 |𝑐 𝑗 |

2 +
1
2 |𝑐𝑘 |

2. Thus the above is

≤
∑︁

𝑘≤𝑁/𝑀
|𝑐𝑘 |2

∑︁
𝑗≤𝑁/𝑀

��� ∑︁
𝑀<𝑚≤2𝑀
𝑚≤𝑁/ 𝑗
𝑚≤𝑁/𝑘

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
��� (17.13)

≤
( ∑︁
𝑘≤𝑁/𝑀

|𝑐𝑘 |2
) (

max
𝑘≤𝑁/𝑀

∑︁
𝑗≤𝑁/𝑀

��� ∑︁
𝑀<𝑚≤2𝑀
𝑚≤𝑁/ 𝑗
𝑚≤𝑁/𝑘

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
���) .

Hence

Δ(𝑀) ≤
(

max
𝑘≤𝑁/𝑀

∑︁
𝑗≤𝑁/𝑀

��� ∑︁
𝑀<𝑚≤2𝑀
𝑚≤𝑁/ 𝑗
𝑚≤𝑁/𝑘

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
���)1/2

, (17.14)

and so by (17.11) we conclude that

𝑆4 ≪ 𝑁1/2 (log 𝑁)2 max
𝑈≤𝑀≤𝑁/𝑉

max
𝑘≤𝑁/𝑀( ∑︁

𝑗≤𝑁/𝑀

��� ∑︁
𝑀<𝑚≤2𝑀
𝑚≤𝑁/ 𝑗
𝑚≤𝑁/𝑘

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
���)1/2

. (17.15)

Clearly our bound (17.8) for 𝑆2 becomes better when 𝑈𝑉 is reduced. On the
other hand, our bound above for 𝑆4 becomes better when𝑈 and𝑉 are increased.
In practice, we choose the parameters to balance these bounds.

Our strategy for bounding 𝑆4 may be inferior, for two reasons. In the first
place, we need to bound the double sum on the left hand side of (17.10) not
for arbitrary 𝑏𝑚 and 𝑐𝑘 but only in the special case that 𝑏𝑚 = 𝑏(𝑚) and
𝑐𝑘 = 𝜇(𝑘). Secondly, the double sum on the left hand side of (17.10) is a linear
function of the 𝑏𝑚, and is also linear in the 𝑐𝑘 . Such an expression is known
as a bilinear form, and in Appendix G we develop a general theory concerning
bounds for bilinear forms. Indeed, we could have passed directly from (17.10)
to (17.14) simply by appealing to Corollary G.4. Although we have taken a
more elementary route, the general theory offers some insights. From Theorem
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G.1 we see that from (17.10) to (17.12) we have thrown nothing away if the
bounds are to hold for arbitrary 𝑏𝑚 and 𝑐𝑘 . In (17.12) we again have a bilinear
form, but this time the coefficient matrix is not only square, but Hermitian as
well, and hence normal. Thus by Corollary G.11 the problem is to determine (or
estimate) the spectral radius of this matrix. In passing from (17.12) to (17.13)
we have in effect derived a bound for this spectral radius, but our bound may
be considerably larger than the truth.

In 𝑆2, which is a Type I sum, when 𝑡 is large the inner sum is over a shorter
interval, with the result that there may be less cancellation. In such a situation,
sometimes a better estimate can be obtained by writing

𝑆2 =
∑︁
𝑡≤𝑈

+
∑︁

𝑈<𝑡≤𝑈𝑉
= 𝑆

(1)
2 + 𝑆 (2)2 , (17.16)

say. Then we treat 𝑆 (1)2 in as we did 𝑆1, i.e. as a Type I sum, and estimate 𝑆 (2)2
we did 𝑆4, i.e. as a Type II sum.

17.1.1 Exercises
1. (Linnik, 1961)chnaged to an

autocite
(i) Show that |𝜁 (𝑠) − 1| < 1 if 𝜎 ≥ 2.

(ii) Show that if 𝜎 ≥ 2, then

log 𝜁 (𝑠) =
∞∑︁
𝑘=2

(−1)𝑘−1

𝑘
(𝜁 (𝑠) − 1)𝑘 .

(iii) For positive integers 𝑘 , let 𝑑′
𝑘
(𝑛) = card{(𝑛1, . . . , 𝑛𝑘) : 𝑛1𝑛2 · · · 𝑛𝑘

= 𝑛, 𝑛𝑖 > 1}. Show that

(𝜁 (𝑠) − 1)𝑘 =
∞∑︁
𝑛=2

𝑑′𝑘 (𝑛)𝑛
−𝑠

for 𝜎 > 1.
(iv) Deduce that

log 𝜁 (𝑠) =
∞∑︁
𝑛=2

( ∞∑︁
𝑘=1

(−1)𝑘−1

𝑘
𝑑′𝑘 (𝑛)

)
𝑛−𝑠

for 𝜎 > 2.
(v) Conclude that

Λ(𝑛)
log 𝑛

=

∞∑︁
𝑘=1

(−1)𝑘−1

𝑘
𝑑′𝑘 (𝑛)

for all 𝑛 > 1.
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(vi) Show that 𝑑′
𝑘
(𝑛) = 0 if 𝑛 < 2𝑘 .

(vii) Show that if 𝐾 ≥ (log 𝑛)/log 2, then

Λ(𝑛)
log 𝑛

=

𝐾∑︁
𝑘=1

(−1)𝑘−1

𝑘
𝑑′𝑘 (𝑛).

2. (a) Show that

Λ(𝑛) =
∑︁
𝑑,𝑘
𝑑𝑘 |𝑛

Λ(𝑑)𝜇(𝑘).

(b) Observe that

Λ(𝑛) =
∑︁
𝑑,𝑘
𝑑𝑘 |𝑛
𝑑≤𝑈

Λ(𝑑)𝜇(𝑘) +
∑︁
𝑑,𝑘
𝑑𝑘 |𝑛
𝑘≤𝑉

Λ(𝑑)𝜇(𝑘)

−
∑︁
𝑑,𝑘
𝑑𝑘 |𝑛
𝑑≤𝑈
𝑘≤𝑉

Λ(𝑑)𝜇(𝑘) +
∑︁
𝑑,𝑘
𝑑𝑘 |𝑛
𝑑>𝑈
𝑘>𝑉

Λ(𝑑)𝜇(𝑘)

= 𝐶1 (𝑛) + 𝐶2 (𝑛) + 𝐶3 (𝑛) + 𝐶4 (𝑛),

say.
(c) In the notation of Vaughan’s identity (17.5), show that 𝐶𝑖 (𝑛) = 𝑐𝑖 (𝑛)

for 𝑖 = 1, 2, 3, 4.

3. Suppose that Δ′ (𝑀) = Δ′ (𝑀, 𝑁,𝑉, 𝑓 ) is defined so that��� ∑︁
𝑀<𝑚≤2𝑀

𝑏𝑚

∑︁
𝑉<𝑘≤𝑁/𝑚

𝑐𝑘 𝑓 (𝑚𝑘)
���

≤ Δ′ (𝑀)
( ∑︁
𝑀<𝑚≤2𝑀

|𝑏𝑚 |2
)1/2 ( ∑︁

𝑉<𝑘≤𝑁/𝑀
|𝑐𝑘 |2

)1/2 (17.17)

for arbitrary complex numbers 𝑏𝑚 and 𝑐𝑘 .

(a) Show that

𝑆4 ≪ 𝑁1/2 (log 𝑁)2 max
𝑈≤𝑀≤𝑁/𝑉

Δ′ (𝑀). (17.18)

(b) Deduce that

Δ′ (𝑀) ≪
(

max
𝑉<𝑘≤𝑁/𝑀

∑︁
𝑉< 𝑗≤𝑁/𝑀

��� ∑︁
𝑀<𝑚≤2𝑀
𝑚≤𝑁/ 𝑗
𝑚≤𝑁/𝑘

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
���)1/2

.

(17.19)
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(c) Conclude that

𝑆4 ≪ 𝑁1/2 (log 𝑁)2 max
𝑈≤𝑀≤𝑁/𝑉

max
𝑉<𝑘≤𝑁/𝑀( ∑︁

𝑉< 𝑗≤𝑁/𝑀

��� ∑︁
𝑀≤𝑚≤2𝑀
𝑚≤𝑁/ 𝑗
𝑚≤𝑁/𝑘

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
���)1/2

. (17.20)

4. Let 𝑆2 be defined as in (17.7), and write 𝑆2 = 𝑆
(1)
2 + 𝑆 (2)2 , as in (17.16).

Show that

𝑆
(2)
2 ≪ 𝑁1/2 (log 𝑁)2 max

𝑉≤𝑀≤𝑈𝑉
Δ(𝑀). (17.21)

5. Let Δ(𝑀) denote the best constant in the bilinear form inequality (17.10).
By appealing to an appropriate result from Appendix G, or otherwise, show
also that if | 𝑓 (𝑛) | ≥ 1 for all 𝑛, then

Δ(𝑀) ≫ max(𝑀1/2, (𝑁/𝑀)1/2).

(Hence our method, as presently constituted, never gives an upper bound
better than 𝑁3/4 when 𝑓 is unimodular. Also, our bound (17.11) will be
trivial if 𝑀 is allowed to be as small as (log 𝑁)4 or as large as 𝑁/(log 𝑁)4).
Thus𝑈 and 𝑉 must be at least moderately large.)

6. (Heath-Brown, 1982)done as proper
cite

(a) Show that if 𝑠 ≠ 1 and 𝜁 (𝑠) ≠ 0, then

− 𝜁
′

𝜁
(𝑠) =

𝐾∑︁
𝑘=1

(−1)𝑘
(
𝐾

𝑘

)
𝜁 (𝑠)𝑘−1𝜁 ′ (𝑠)𝑀𝑘 − 𝜁 ′

𝜁
(𝑠)

(
1 − 𝜁 (𝑠)𝑀

)𝐾
.

The above holds for any complex 𝑀 , but as usual we take

𝑀 = 𝑀 (𝑠) =
∑︁
𝑛≤𝑌

𝜇(𝑛)𝑛−𝑠 .

We set

𝑏(𝑛) =


∑︁
𝑑 |𝑛
𝑑≤𝑌

𝜇(𝑑) (𝑛 > 𝑌 ),

0 (𝑛 ≤ 𝑌 ).

Thus
∑∞
𝑛=1 𝑏(𝑛)𝑛−𝑠 = 𝜁 (𝑠)𝑀 (𝑠) − 1 for 𝜎 > 1. Show that

Λ(𝑛) =
𝐾∑︁
𝑘=1

(−1)𝑘−1
(
𝐾

𝑘

)
𝑎𝑘 (𝑛) + 𝑠(𝑛)
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for all 𝑛, where

𝑎𝑘 (𝑛) =
∑︁

𝑟1 · · ·𝑟2𝑘=𝑛
𝑖>𝑘 =⇒ 𝑟𝑖≤𝑌

𝜇(𝑟𝑘+1) · · · 𝜇(𝑟2𝑘) log 𝑟1

and

𝑠(𝑛) = (−1)𝐾
∑︁

𝑑0 · · ·𝑑𝐾=𝑛
Λ(𝑑0)𝑏(𝑑1) · · · 𝑏(𝑑𝐾 ).

Note that 𝑠(𝑛) = 0 if 𝑛 ≤ 𝑌𝐾 , so we obtain only Type I sums in this
range.

7. (Montgomery & Vaughan, 1981) Let 𝐺 (𝑠) be defined as in (17.3). From done as proper
citethe identity

1
𝜁 (𝑠) = 2𝐺 (𝑠) − 𝐺 (𝑠)2𝜁 (𝑠) +

(
1
𝜁 (𝑠) − 𝐺 (𝑠)

)
(1 − 𝜁 (𝑠)𝐺 (𝑠)), (17.22)

or otherwise, show that

𝜇(𝑛) = 𝑎0 (𝑛) + 𝑎1 (𝑛) + 𝑎2 (𝑛)

where

𝑎0 (𝑛) =
{

2𝜇(𝑛) 𝑛 ≤ 𝑉,
0 𝑛 > 𝑉,

𝑎1 (𝑛) = −
∑︁
𝑑𝑒𝑚=𝑛
𝑑≤𝑉
𝑒≤𝑉

𝜇(𝑑)𝜇(𝑒),

𝑎2 (𝑛) = −
∑︁
𝑑𝑘=𝑛
𝑑>𝑉
𝑘>𝑉

𝜇(𝑑)
( ∑︁
𝑒 |𝑘
𝑒≤𝑉

𝜇(𝑒)
)
.

8. Show that if 1 ≤ 𝑉 ≤ 𝑁 , then

𝑁∑︁
𝑛=1

𝜇(𝑛) 𝑓 (𝑛) = 𝑇0 + 𝑇1 + 𝑇2

where

𝑇0 = 2
∑︁
𝑛≤𝑉

𝜇(𝑛) 𝑓 (𝑛),

𝑇1 = −
∑︁
𝑚≤𝑉2

𝑏𝑚

∑︁
𝑛≤𝑁/𝑚

𝑓 (𝑚𝑛)
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with

𝑏𝑚 =
∑︁
𝑑𝑒=𝑚
𝑑,𝑒≤𝑉

𝜇(𝑑)𝜇(𝑒), (17.23)

and

𝑇2 = −
∑︁

𝑉<𝑚≤𝑁/𝑉

∑︁
𝑉<𝑘≤𝑁/𝑚

𝜇(𝑚)𝑐𝑘 𝑓 (𝑚𝑘)

with

𝑐𝑘 =
∑︁
𝑑 |𝑘
𝑑≤𝑉

𝜇(𝑑). (17.24)

9. With the 𝑇𝑖 defined as above, show that

𝑇0 ≪
∑︁
𝑛≤𝑉

| 𝑓 (𝑛) |, (17.25)

𝑇1 ≪
∑︁
𝑚≤𝑉2

𝑑 (𝑚)
��� ∑︁
𝑘≤𝑁/𝑚

𝑓 (𝑚𝑘)
���, (17.26)

and
𝑇2 ≪ 𝑁1/2 (log 𝑁)5/2 max

𝑉≤𝑀≤𝑁/𝑉
max
𝑗≤𝑁/𝑀( ∑︁

𝑘≤𝑁/𝑀

��� ∑︁
𝑀<𝑚≤2𝑀
𝑚≤𝑁/𝑘
𝑚≤𝑁/ 𝑗

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
���)1/2

. (17.27)

10. Let Λ2 (𝑛) = Λ(𝑛) log 𝑛 + ∑
𝑏𝑐=𝑛 Λ(𝑏)Λ(𝑐), as in Theorem 8.3.

(a) Show that
𝜁 ′′

𝜁
(𝑠) =

( 𝜁 ′
𝜁
(𝑠)

)′
+

( 𝜁 ′
𝜁
(𝑠)

)2
.

(b) Show that
𝜁 ′′

𝜁
(𝑠) =

∞∑︁
𝑛=1

Λ2 (𝑛)𝑛−𝑠

for 𝜎 > 1.
(c) Let𝐺 (𝑠) be defined as in (17.3), and put𝐻 (𝑠) = ∑

𝑛≤𝑈 Λ2 (𝑛). Observe
that

𝜁 ′′

𝜁
(𝑠) = 𝐻 (𝑠) − 𝜁 (𝑠)𝐺 (𝑠)𝐻 (𝑠) + 𝜁 ′′ (𝑠)𝐺 (𝑠)

+
( 𝜁 ′′
𝜁
(𝑠) − 𝐻 (𝑠)

)
(1 − 𝜁 (𝑠)𝐺 (𝑠)).
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(d) Define arithmetic functions 𝑎𝑖 (𝑛) so that Λ2 (𝑛) = 𝑎1 (𝑛) + 𝑎2 (𝑛)
+ 𝑎3 (𝑛) + 𝑎4 (𝑛).

17.2 An exponential sum formed with primes

Vinogradov applied his method to the generating function
∑
𝑝≤𝑥 𝑒(𝑝𝛼), and

thus showed that the generating function is small when 𝛼 is not near a rational
number with small denominator. This ‘minor arc estimate’ enabled him to show
(as we shall in Theorem 18.1) that all sufficiently large odd numbers can be
written as a sum of three primes. We find it simpler to work with the generating
function

𝑆(𝛼) =
𝑁∑︁
𝑛=1

Λ(𝑛)𝑒(𝑛𝛼) (17.28)

because Λ(𝑛) has the decomposition (17.5), which gives rise to sums for which
(in many cases) we can derive nontrivial estimates.

Theorem 17.1 Let 𝑆(𝛼) be as above. If (𝑎, 𝑞) = 1 and |𝛼 − 𝑎/𝑞 |
≤ 1/𝑞2, then

𝑆(𝛼) ≪
(
𝑁𝑞−1/2 + 𝑁4/5 + 𝑁1/2𝑞1/2) (log 𝑁)5/2. (17.29)

Proof By (16.4) we see that∑︁
0<𝑡≤𝑇

max
𝑤≥1

��� ∑︁
𝑤≤𝑟≤𝑁/𝑡

𝑒(𝑟𝑡𝛼)
��� ≪ ∑︁

0<𝑡≤𝑇
min

(𝑁
𝑡
,

1
∥𝑡𝛼∥

)
. (17.30)

To estimate the right hand side, we write 𝑡 = ℎ𝑞 + 𝑟 and sum over 0 ≤ ℎ ≤ 𝑇/𝑞
and 1 ≤ 𝑟 ≤ 𝑞. Let 𝛿 = 𝛼 − 𝑎/𝑞. We consider first the case in which ℎ = 0 and
1 ≤ 𝑟 ≤ 𝑞/2. Since |𝛿 | ≤ 1/𝑞2, ∥𝑟𝛼∥ differs from ∥𝑟𝑎/𝑞∥ by at most 1/(2𝑞).
But ∥𝑟𝑎/𝑞∥ ≥ 1/𝑞 for these 𝑟 , and hence ∥𝑟𝛼∥ ≍ ∥𝑟𝑎/𝑞∥. Consequently∑︁

1≤𝑟≤𝑞/2

1
∥𝑟𝛼∥ ≪

∑︁
1≤𝑟≤𝑞/2

1
∥𝑟𝑎/𝑞∥ ≪

∑︁
1≤𝑟≤𝑞/2

𝑞

𝑟
≪ 𝑞 log 2𝑞.

For all other terms we have ℎ𝑞 + 𝑟 ≫ (ℎ + 1)𝑞. Thus it suffices to estimate∑︁
0≤ℎ≤𝑇/𝑞

𝑞∑︁
𝑟=1

min
( 𝑁

(ℎ + 1)𝑞 ,
1

∥ℎ𝑞𝛼 + 𝑟𝑎/𝑞 + 𝑟𝛿∥

)
. (17.31)

For any given ℎ, the 𝑞 points ℎ𝑞𝛼 + 𝑟𝑎/𝑞 + 𝑟𝛿 are uniformly within 1/𝑞 of
the equally-spaced points ℎ𝑞𝛼 + 𝑟𝑎/𝑞. Thus if ∥ℎ𝑞𝛼 + 𝑟𝑎/𝑞 + 𝑟𝛿∥ < 1/𝑞, then
∥ℎ𝑞𝛼 + 𝑟𝑎/𝑞∥ < 2/𝑞, and this holds for at most 4 values of 𝑟 . For all other
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𝑟, the numbers ∥ℎ𝑞𝛼 + 𝑟𝑎/𝑞 + 𝑟𝛿∥ are comparable to the numbers ∥𝑟/𝑞∥ for
0 < 𝑟 < 𝑞. Hence the double sum (17.31) is

≪
∑︁

0≤ℎ≤𝑇/𝑞

( 𝑁

(ℎ + 1)𝑞 + 𝑞 log 2𝑞
)
≪ 𝑁

𝑞
log 2𝑇/𝑞 + 𝑇 log 2𝑞 + 𝑞 log 2𝑞.

That is, we have shown that∑︁
0<𝑡≤𝑇

min
(𝑁
𝑡
,

1
∥𝑡𝛼∥

)
≪ (𝑁/𝑞 + 𝑇 + 𝑞) log 2𝑇𝑞. (17.32)

By (17.8) we deduce that

𝑆2 ≪ (𝑁/𝑞 +𝑈𝑉 + 𝑞) (log 2𝑞𝑈𝑉)2.

Similarly, from (17.9) we see that

𝑆3 ≪ (𝑁/𝑞 +𝑉 + 𝑞) (log 2𝑞𝑉𝑁)2.

By (17.15) and (16.4) we find that

𝑆4 ≪ 𝑁1/2 (log 𝑁)2 max
𝑈≤𝑀≤𝑁/𝑉

max
𝑘≤𝑁/𝑀

( ∑︁
𝑗≤𝑁/𝑀

min
(
𝑀,

1
∥( 𝑗 − 𝑘)𝛼∥

))1/2
.

Here the sum over 𝑗 is

≪ 𝑀 +
∑︁

0< 𝑗≤𝑁/𝑀
min

(
𝑀,

1
∥ 𝑗𝛼∥

)
≪ 𝑀 +

∑︁
0< 𝑗≤𝑁/𝑀

min
(𝑁
𝑗
,

1
∥ 𝑗𝛼∥

)
since 𝑀 ≤ 𝑁/ 𝑗 for 𝑗 ≤ 𝑁/𝑀 . Thus by a further application of (17.32) we
deduce that

𝑆4 ≪
(
𝑁𝑞−1/2 + 𝑁𝑈−1/2 + 𝑁𝑉−1/2 + 𝑁1/2𝑞1/2) (log 2𝑞𝑁)5/2.

By taking𝑈 = 𝑉 = 𝑁2/5 we deduce that

𝑆(𝛼) ≪
(
𝑁𝑞−1/2 + 𝑁4/5 + 𝑁1/2𝑞1/2) (log 2𝑞𝑁)5/2.

To complete the argument it suffices to note that we may assume that 𝑞 ≤ 𝑁 ,
since otherwise the estimate (17.29) is weaker than the trivial estimate 𝑆(𝛼) ≪
𝑁 . □

17.2.1 Exercises
1. Show that if |𝛼 − 𝑎/𝑞 | ≤ 1/𝑞2 and (𝑎, 𝑞) = 1, then∑︁

𝑛≤𝑁
𝜇(𝑛)𝑒(𝑛𝛼) ≪

(
𝑁𝑞−1/2 + 𝑁4/5+𝜀 + 𝑁1/2𝑞1/2) (log 𝑁)3. (17.33)
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2. Show that if 𝑞 is a positive integer, then for any integer 𝑐,

𝑒(𝑐/𝑞) =
∑︁
𝑑 |𝑞
𝑑 |𝑐

1
𝜙(𝑞/𝑑)

∑︁
𝜒

(mod 𝑞/𝑑)

𝜏(𝜒)𝜒(𝑐/𝑑).

3. Let

𝑀 (𝑥; 𝜒, 𝛿) =
∑︁
𝑛≤𝑥

𝜒(𝑛)𝜇(𝑛)𝑒(𝑛𝛿)

where 𝜒 is a Dirichlet character, 𝑥 is real, and 𝛿 ∈ T. Let 𝐴 and 𝐵 be given
positive real numbers. Show that if 𝛼 = 𝑎/𝑞 + 𝛿 with (𝑎, 𝑞) = 1, then∑︁
𝑛≤𝑥

𝜇(𝑛)𝑒(𝑛𝛼) =
∑︁
𝑑 |𝑞

𝜇(𝑑)
𝜙(𝑞/𝑑)

∑︁
𝜒

(mod 𝑞/𝑑)

𝜏(𝜒)𝜒(𝑎)𝑀 (𝑥/𝑑; 𝜒𝜒0(𝑑) , 𝛿)

where 𝜒0(𝑑) denotes the principal character modulo 𝑑.
4. Let 𝑀 (𝑥; 𝜒, 𝛿) be defined as in the preceding problem. Show that if 𝜒 is a

character modulo 𝑞 and 𝑞 ≤ (log 𝑥)𝐴, then

𝑀 (𝑥; 𝜒, 𝛿) ≪ (1 + 𝑥∥𝛿∥)𝑥(log 𝑥)−𝐵.

5. (Davenport, 1937a,b) Show that if |𝛼 − 𝑎/𝑞 | ≤ 1/𝑞2, (𝑎, 𝑞) = 1, and done as proper
cite𝑞 ≤ (log 𝑥)𝐴, then ∑︁

𝑛≤𝑥
𝜇(𝑛)𝑒(𝑛𝛼) ≪ 𝑥(log 𝑥)−𝐵. (17.34)

By combining this with the result of Exercise 17.2.1.1, show that the above
estimate holds uniformly in 𝛼.

6. (Bateman & Chowla, 1963) done as proper
cite

(a) Let 𝜆(𝑛) denote the Liouville lambda function, which is to say that
𝜆(𝑛) = (−1)Ω(𝑛) where Ω(𝑛) = ∑

𝑝𝑎 ∥𝑛 𝑎. Show that∑︁
𝑑2 |𝑛

𝜇
(
𝑛/𝑑2) = 𝜆(𝑛)

for all positive integers 𝑛.
(b) Deduce that∑︁

𝑛≤𝑥
𝜆(𝑛)𝑒(𝑛𝛼) =

∑︁
𝑑≤𝑥1/2

∑︁
𝑚≤𝑥/𝑑2

𝜇(𝑚)𝑒
(
𝑑2𝑚𝛼

)
for all 𝑥 ≥ 1 and all real 𝛼.
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(c) Conclude that ∑︁
𝑛≤𝑥

𝜆(𝑛)𝑒(𝑛𝛼) ≪ 𝑥(log 𝑥)−𝐵

uniformly in 𝛼.
(d) Let

𝑓 (𝛼) =
∞∑︁
𝑛=1

𝜇(𝑛)
𝑛

𝑒(𝑛𝛼), 𝑔(𝛼) =
∞∑︁
𝑛=1

𝜆(𝑛)𝑒(𝑛𝛼). (17.35)

Show that these series are uniformly convergent, and hence define a
continuous functions on T.

(e) Show that
𝑞∑︁
𝑎=1

𝑓 (𝑎/𝑞) = 0,
𝑞∑︁
𝑎=1

𝑔(𝑎/𝑞) = 0 (17.36)

for all positive integers 𝑞.
(f) By using the result of Exercise 9.2.1.1(a), or otherwise, show that if

(𝑎, 𝑞) =, then
∞∑︁
𝑛=1

(𝑛,𝑞)=1

𝜆(𝑛)
𝑛
𝑒(𝑎𝑛/𝑞) = 1

𝜑(𝑞)
∑︁
𝜒≠𝜒0

𝜒(𝑎)𝜏(𝜒)
𝐿
(
2, 𝜒2)

𝐿 (1, 𝜒) .

(g) Show that if 𝜒 is an even primitive character modulo 𝑞, 𝑞 > 1, then

𝐿 (2, 𝜒) = −𝜋2

𝑞2𝜏(𝜒)

𝑞−1∑︁
𝑎=1

𝜒(𝑎)𝑎(𝑞 − 𝑎).

(h) Show that

Re 𝑔(1/5) = 𝜋2

10 log
( 1+

√
5

2
) = 2.05098958 . . . .

(i) Suppose that 𝑝1 and 𝑝2 are distinct primes, and that (𝑎, 𝑝1𝑝2) = 1.
Show that

𝑔

( 𝑎

𝑝1𝑝2

)
= −𝑔(𝑎/𝑝2)/𝑝1 − 𝑔(𝑎/𝑝1)/𝑝2 +

∞∑︁
𝑛=1

(𝑛,𝑝1 𝑝2 )=1

𝜆(𝑛)
𝑛
𝑒

( 𝑎𝑛

𝑝1𝑝2

)
.

(j) Show that Re 𝑔(1/10) = 0.
Suppose that

𝐹 (𝑛) =
∑︁
𝑑 |𝑛

𝑓 (𝑑)
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K

K

Figure 17.1 Graph of Re 𝑔 (𝑥 ) with 𝑔 defined as in (17.35).

for all 𝑛, and let 𝑠(𝑥) denote the sawtooth function with period 1, as defined
in (E.13). By the Fourier series expansion of Lemma D.1 (see also §E.3),
we see that possibly

∞∑︁
𝑑=1

𝑓 (𝑑)
𝑑

𝑠(𝑑𝛼) = −
∞∑︁
𝑑=1

𝑓 (𝑑)
𝑑

∞∑︁
𝑚=1

sin 2𝜋𝑚𝑑𝛼
𝜋𝑚

(17.37)

= −
∞∑︁
𝑛=1

𝐹 (𝑛)
𝜋𝑛

sin 2𝜋𝑛𝛼, (17.38)

by grouping together those pairs 𝑚, 𝑑 for which 𝑚𝑑 = 𝑛. This is merely a
formal argument, since we have not justified the reorganization of terms in
passing from (17.37) to (17.38). In the next several exercises, we treat this
issue in the interesting case that 𝑓 (𝑑) = 𝜇(𝑑).

7. Let

𝑆𝐷 (𝛼) =
∑︁
𝑑≤𝐷

𝜇(𝑑)
𝑑

𝑠(𝑑𝛼). (17.39)

(a) Let 𝑁 be a parameter to be chosen later such that 𝑁 > 𝐷, and let 𝐸𝐾 (𝑥)
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be defined as in Lemma D.1. Show that

𝑆𝐷 (𝛼) =
−1
𝜋

sin 2𝜋𝛼 + 𝑇1 (𝛼) + 𝑇2 (𝛼)

where

𝑇1 =
1
𝜋

∑︁
𝐷<𝑑≤𝑁

𝜇(𝑑)
𝑑

∑︁
𝑛≤𝑁/𝑑

sin 2𝜋𝑛𝑑𝛼
𝜋𝑛

,

𝑇2 =
∑︁
𝑑≤𝐷

𝜇(𝑑)
𝑑

𝐸𝑁/𝑑 (𝛼).

(b) Show that

𝑇1 =
∑︁

𝑛≤𝑁/𝐷

1
𝑛

∑︁
𝐷<𝑑≤𝑁/𝑛

𝜇(𝑑)
𝑑

sin 2𝜋𝑛𝑑𝛼

(c) Use (17.34) to show that 𝑇1 ≪ (log𝐷)−𝐵 (log 𝑁/𝐷)2.
(d) Explain why 𝐸𝐾 (0) = 0.
(e) Show that if (𝑎, 𝑞) = 1 and 𝑞 ≤ 𝐷, then 𝑇2 (𝑎/𝑞) ≪ 𝐷𝑁−1 log 2𝑞.
(f) Take 𝑁 = 𝐷 (log𝐷)𝐴, and deduce that

𝑆𝐷 (𝛼) =
−1
𝜋

sin 2𝜋𝛼 +𝑂
(
(log𝐷)−𝐵

)
(17.40)

when 𝛼 = 𝑎/𝑞, (𝑎, 𝑞) = 1, and 𝑞 ≤ 𝐷.

8. Let 𝑆𝐷 (𝛼) be defined as in (17.39).

(a) Show that 𝑆𝐷 (𝛼) is piecewise linear with slope

𝑀 (𝐷) =
∑︁
𝑑≤𝐷

𝜇(𝑑)

and jump discontinuities at the Farey fractions of order 𝐷.
(b) Write

𝑥
∑︁
𝑛≤𝑥

(𝑛,𝑞)=1

𝜇(𝑛)
𝑛

=
∑︁
𝑛≤𝑥

(𝑛,𝑞)=1

𝜇(𝑛) ⌊𝑥/𝑛⌋ +
∑︁
𝑛≤𝑥

(𝑛,𝑞)=1

𝜇(𝑛){𝑥/𝑛}

= Σ1 + Σ2,

say. Show that Σ1 is the number of integers not exceeding 𝑥 that are
composed entirely of prime numbers that divide 𝑞. Hence deduce that
|Σ1 | ≤ 𝑥.

(c) Explain why |Σ2 | ≤ 𝑥.
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(d) Deduce that ��� ∑︁
𝑛≤𝑥

(𝑛,𝑞)=1

𝜇(𝑛)
𝑛

��� ≤ 2

uniformly in 𝑥 and 𝑞.
(e) Let 𝑎/𝑞 denote a Farey fraction of order 𝐷. Show that the jump discon-

tinuity of 𝑆𝐷 (𝛼) at 𝛼 = 𝑎/𝑞 is

−
∑︁
𝑑≤𝐷
𝑞 |𝑑

𝜇(𝑑)
𝑑

.

(f) Show that the above expression has absolute value not exceeding 2/𝑞.
(g) Let ℛ denote the set of numbers composed entirely of primes dividing

𝑞. Show that ∑︁
𝑑 |𝑛
𝑑∈ℛ

𝜇(𝑛/𝑑) =
{
𝜇(𝑛) if (𝑛, 𝑞) = 1,
0 otherwise.

(h) Deduce that ∑︁
𝑛≤𝑥

(𝑛,𝑞)=1

𝜇(𝑛)
𝑛

=
∑︁
𝑑≤𝑥
𝑑∈ℛ

1
𝑑

∑︁
𝑚≤𝑥/𝑑

𝜇(𝑚)
𝑚

.

(i) By adapting the techniques developed in §7.1, show that if 𝑞 ≤ 𝑥2, then
the number of members of ℛ not exceeding 𝑥 is ≪ 𝑥𝜀 .

(j) Deduce that if 𝑞 ≤ 𝑥, then∑︁
𝑛≤𝑥

(𝑛,𝑞)=1

𝜇(𝑛)
𝑛

≪ exp
(
− 𝑐

√︁
log 𝑥

)
.

(k) (Davenport, 1937a,b) Conclude that (17.40) holds uniformly in 𝛼. done as proper
cite

9. Let 𝑑𝛼 denote the multiplicative function defined by

𝑑𝛼 (𝑝𝑘) =
(
−𝛼
𝑘

)
(−1)𝑘

and let 𝑓 →: N → C be such that
∑
𝑛 | 𝑓 (𝑛) | < ∞.

(a) Prove that 0 ≤ 𝑑 1
2
(𝑛) ≤ 1 and 0 ≤ |𝑑− 1

2
(𝑛) | ≤ 1.

(b) Prove that ∑︁
𝑚 |𝑛

𝑑 1
2
(𝑚)𝑑− 1

2
(𝑛/𝑚) =

{
1 𝑛 = 1,
0 𝑛 > 1.
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(c) Let 𝑢, 𝑣 ∈ R, 𝑢, 𝑣 ≥ 1 and 𝑤 = min(𝑢, 𝑣). By considering the formal
identity

𝜁
1
2 = 𝐹 − 1

2
𝐹2𝐺 + 1

2
𝐺𝜁 − (𝜁 1

2 − 𝐹)
(

1
2
𝜁

1
2𝐺 + 1

2
𝐹𝐺 − 1

)
,

or otherwise, prove that∑︁
𝑛

𝑑 1
2
(𝑛) 𝑓 (𝑛) = 𝑆1 − 1

2𝑆2 + 1
2𝑆3 − 𝑆4

where
𝑆1 =

∑︁
𝑛≤𝑢

𝑑 1
2
(𝑛) 𝑓 (𝑛),

𝑆2 =
∑︁
𝑙≤𝑢

∑︁
𝑚≤𝑢

∑︁
𝑛≤𝑣

𝑑 1
2
(𝑙)𝑑 1

2
(𝑚)𝑑− 1

2
(𝑛) 𝑓 (𝑙𝑚𝑛),

𝑆3 =
∑︁
𝑚≤𝑣

∑︁
𝑛

𝑑− 1
2
(𝑚) 𝑓 (𝑚𝑛),

𝑆4 =
∑︁
𝑚>𝑢

∑︁
𝑛>𝑤

𝑑 1
2
(𝑚)𝑏(𝑛) 𝑓 (𝑚𝑛),

where 𝑏(1) = 1 and for 𝑛 > 1

𝑏(𝑛) =
∑︁
𝑚 |𝑛
𝑚≤𝑣

1
2
𝑑− 1

2
(𝑚)𝑑 1

2
(𝑛/𝑚) +

∑︁
𝑚 |𝑛
𝑚≤𝑣
𝑛/𝑚≤𝑢

1
2
𝑑− 1

2
(𝑚)𝑑 1

2
(𝑛/𝑚).

(d) Suppose that 𝛼 ∈ R and there are 𝑎 ∈ Z, 𝑞 ∈ N with (𝑎, 𝑞) = 1 such
that |𝛼 − 𝑎/𝑞 | ≤ 𝑞−2. Prove that∑︁

𝑛≤𝑥
𝑑 1

2
(𝑛)𝑒(𝛼𝑛) ≪ (𝑥𝑞− 1

2 + 𝑥 6
7 + 𝑥 1

2 𝑞
1
2 ) (log 𝑥)3.

17.3 Further applications

Before considering specific applications, we make two technical remarks.
Firstly, we sometimes obtain sharper results not by treating 1 ≤ 𝑛 ≤ 𝑁 directly,
but rather by treating 𝑁 < 𝑛 ≤ 2𝑁 , and then summing the bounds obtained to
treat 1 ≤ 𝑛 ≤ 𝑁 . The point is that the parameters chosen to treat 𝑁 < 𝑛 ≤ 2𝑁
may not succeed as well for smaller 𝑛. An example of this is seen in Exercise
17.3.1.3, where the estimate for the sum over 𝑀1 < 𝑚 ≤ 𝑀2 would not applycheck number
if the sum were over 0 < 𝑚 ≤ 𝑀 .
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Our second observation concerns our treatment of Type II sums, say

𝑆 =
∑︁

𝑀<𝑚≤4𝑀

∑︁
𝐾<𝑘≤4𝐾

𝑁<𝑚𝑘≤2𝑁

𝑏𝑚𝑐𝑘 𝑓 (𝑚𝑘).

Our existing treatment of this gives rise to the problem of bounding∑︁
𝐾< 𝑗≤4𝐾

���� ∑︁
𝑀<𝑚≤4𝑀

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
����.

If the bound we can derive for the above sum over 𝑚 is smaller when 0 <

| 𝑗 − 𝑘 | = 𝑜(𝐾), then we may obtain a better final result by partitioning the
interval (𝐾, 4𝐾] into 𝑅 subintervals𝒦𝑟 of equal length. By Cauchy’s inequality,

|𝑆 |2 ≤ 𝑅

𝑅∑︁
𝑟=1

|𝑆𝑟 |2

where

𝑆𝑟 =
∑︁

𝑀<𝑚≤4𝑀

∑︁
𝑘∈𝒦𝑟

𝑁<𝑚𝑘≤2𝑁

𝑏𝑚𝑐𝑘 𝑓 (𝑚𝑘).

By a second application of Cauchy’s inequality we see that

|𝑆𝑟 |2 ≤
( ∑︁
𝑀<𝑚≤4𝑀

|𝑏𝑚 |2
) ( ∑︁

𝑀<𝑚≤4𝑀

���� ∑︁
𝑘∈𝒦𝑟

𝑁<𝑚𝑘≤2𝑁

𝑐𝑘 𝑓 (𝑚𝑘)
����2) .

Here the second factor above is

=
∑︁
𝑗∈𝒦𝑟

𝑐 𝑗

∑︁
𝑘∈𝒦𝑟

𝑐𝑘

∑︁
𝑀<𝑚≤4𝑀
𝑁<𝑚𝑗≤2𝑁
𝑁<𝑚𝑘≤2𝑁

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘).

Since |𝑐 𝑗𝑐𝑘 | ≤ 1
2 |𝑐 𝑗 |

2 + 1
2 |𝑐𝑘 |

2, it follows that the above is

≤
∑︁
𝑘∈𝒦𝑟

|𝑐𝑘 |2
∑︁
𝑗∈𝒦𝑟

���� ∑︁
𝑀<𝑚≤4𝑀
𝑁<𝑚𝑗≤2𝑁
𝑁≤𝑚𝑘≤2𝑁

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
����.

Thus

|𝑆 |2 ≤ Δ2
( ∑︁
𝑀<𝑚≤4𝑀

|𝑏𝑚 |2
) ( ∑︁

𝐾<𝑘≤4𝐾
|𝑐𝑘 |2

)
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for arbitrary 𝑏𝑚 and 𝑐𝑘 with

Δ2 = 𝑅 max
1≤𝑟≤𝑅

max
𝑘∈𝒦𝑟

∑︁
𝑗∈𝒦𝑟

���� ∑︁
𝑀<𝑚≤4𝑀
𝑁<𝑚𝑗≤2𝑁
𝑁≤𝑚𝑘≤2𝑁

𝑓 (𝑚 𝑗) 𝑓 (𝑚𝑘)
����. (17.41)

When 𝑅 = 1, this reduces to our former treatment. Let 𝑋 denote the usual order
of magnitude of the above sum over 𝑚 when 𝑗 and 𝑘 range independently over
the interval (𝐾, 4𝐾] . The variable 𝑗 takes ≍ 𝐾/𝑅 values above, which gives
an overall order of magnitude 𝐾𝑋 , which is the same as when 𝑅 = 1. But if
the sum over 𝑚 is smaller when 𝑗 and 𝑘 are constrained to lie in the same
subinterval 𝒦𝑟 , then the estimate is improved. However, for each 𝑘 there is a
value of 𝑗 , namely 𝑗 = 𝑘 , for which there is no cancellation in the sum over
𝑚. If | 𝑓 | ≍ 1, then that contribution is ≍ 𝑅𝑀 . If the diagonal terms dominate
our estimate of the contributions of the nondiagonal terms when 𝑅 = 1, then
taking 𝑅 > 1 yields a weaker estimate. Thus we obtain an improvement over
our original treatment if (i) Our estimate of

∑
𝑗≠𝑘 |

∑
𝑚 · · · | is large compared

with 𝑀 , and (ii) our estimate of |∑𝑚 · · · | is better when 0 < | 𝑗 − 𝑘 | = 𝑜(𝐾).
One of the foremost unsolved problems of prime number theory is to show

that 𝑛2 + 1 is prime for infinitely many integers 𝑛. In fact it is conjectured not
just that there are infinitely many such 𝑛, but that the number of them with
𝑛 ≤ 𝑥 is asymptotic to 𝐶 li(𝑥) as 𝑥 → ∞ where

𝐶 =
1
2

∏
𝑝>2

(
1 −

( −1
𝑝

)
𝑝 − 1

)
. (17.42)

While finding primes in sparse sequences is generally challenging, for se-
quences of the special form

⌊
𝑛𝑎

⌋
we have some success if 𝑎 is not too large.

done as proper
cite Theorem 17.2 (Piaetski-Shapiro, 1953) For a real number 𝑎 > 1, let 𝜋𝑎 (𝑥)

denote the number of integers 𝑛 ≤ 𝑥 such that
⌊
𝑛𝑎

⌋
is prime and put 𝛼 = 1/𝑎.

If 1 < 𝑎 < 12/11, then

𝜋𝑎 (𝑥) = 𝛼
∑︁
𝑝≤𝑥𝑎

𝑝𝛼−1 +𝑂
(
𝑥

11𝑎+14
26 log 𝑥

)
.

By a quantitative form of the Prime Number Theorem and integration by
parts we see that the main term above is

= 𝛼

∫ 𝑥𝑎

2

𝑢𝛼−1

log 𝑢
𝑑𝑢 +𝑂

(
𝑥 exp

(
− 𝑐

√︁
log 𝑥

) )
.

By the change of variable 𝑣 = 𝑢𝛼 we see further that the main term above is
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= 𝛼 li(𝑥) +𝑂 (1). Thus in particular,

𝜋𝑎 (𝑥) ∼
𝑥

𝑎 log 𝑥

as 𝑥 → ∞, provided that 1 < 𝑎 < 12/11.
The prime number distribution model of Cramér asserts that a large in-

teger 𝑛 is prime with ‘probability’ 1/log 𝑛. This predicts that 𝜋𝑎 (𝑥) should be
approximately∑︁

1<𝑛≤𝑥

1
log⌊𝑛𝑎⌋ =

∑︁
1<𝑛≤𝑥

1
𝑎 log 𝑛

+𝑂
( ∑︁

1<𝑛≤𝑥

1
𝑛𝑎 (log 𝑛)2

)
= 𝛼 li(𝑥) +𝑂 (1).

Thus we interpret the Piatetski-Shapiro Theorem as asserting that the sequence
⌊𝑛𝑎⌋ collects its fair share of primes, when 1 < 𝑎 < 12/11.

The bound 12/11 can be relaxed somewhat, but it is not clear by how much.
We note that the sequence

⌊
𝑛2⌋ contains no prime. To prepare for the proof

of the Theorem we first establish the basic estimate on which the proof will
depend.

Lemma 17.3 Let 𝛼 be fixed, with 0 < 𝛼 < 1, and suppose that 1 ≤ 𝑀 ≤
𝑀 ′ ≤ 2𝑀 . Then ∑︁

𝑀<𝑚≤𝑀′
𝑒
(
𝑐𝑚𝛼

)
≪ |𝑐 |1/2𝑀𝛼/2 + |𝑐 |−1/2𝑀1−𝛼/2

uniformly for nonzero real numbers 𝑐.

Proof We may assume that 𝑐 < 0, for if 𝑐 > 0, then the sum is the complex
conjugate of the value it would have if 𝑐 is negative. In the van der Corput
estimate of Theorem 16.7, take 𝑓 (𝑥) = 𝑐𝑥𝛼. Then 𝑓 ′′ (𝑥) = 𝑐𝛼(𝛼 − 1)𝑥𝛼−2 ≍
−𝑐𝑀𝛼−2. The stated estimate is immediate. □

Proof of Theorem 17.2 Suppose that instead of counting integers 𝑛 ≤ 𝑥 such
that

⌊
𝑛𝑎

⌋
is prime, we count primes 𝑝 ≤ 𝑥𝑎 such that 𝑝 =

⌊
𝑛𝑎

⌋
for some 𝑛. If

𝑛 ≤ 𝑥 and
⌊
𝑛𝑎

⌋
= 𝑝, then 𝑝 ≤ 𝑛𝑎 ≤ 𝑥𝑎. Conversely, if 𝑝 ≤ 𝑥𝑎 and

⌊
𝑛𝑎

⌋
= 𝑝,

then

𝑛𝑎 < 𝑝 + 1 ≤ 𝑥𝑎 + 1 < 𝑥𝑎 + 𝑥𝑎−1 = 𝑥𝑎 (1 + 1/𝑥) < 𝑥𝑎 (1 + 1/𝑥)𝑎 = (𝑥 + 1)𝑎,

so that 𝑛 < 𝑥 + 1. Thus when we sum over 𝑝 ≤ 𝑥𝑎 such that 𝑝 = ⌊𝑛𝑎⌋ for
some 𝑛 we obtain all the terms that arise when we sum over 𝑛 ≤ 𝑥, plus at
most one additional term. To say that there is an integer 𝑛 such that

⌊
𝑛𝑎

⌋
= 𝑝

is equivalent to saying that 𝑝 ≤ 𝑛𝑎 < 𝑝 + 1, which in turn is equivalent
to 𝑝𝛼 ≤ 𝑛 < (𝑝 + 1)𝛼 where 𝛼 = 1/𝑎, which is to say that there is an
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integer in the interval
[
𝑝𝛼, (𝑝 + 1)𝛼

)
. This in turn ie equivalent to saying that⌊

− 𝑝𝛼
⌋
−

⌊
− (𝑝 + 1)𝛼

⌋
= 1. Otherwise, this difference is 0. Thus

𝜋𝑎 (𝑥) =
∑︁
𝑝≤𝑥𝑎

( ⌊
− 𝑝𝛼

⌋
−

⌊
− (𝑝 + 1)𝛼

⌋ )
+𝑂 (1).

If the above sum is formed without taking integer parts, it becomes∑︁
𝑝≤𝑥𝑎

(
− 𝑝𝛼 + (𝑝 + 1)𝛼

)
=

∑︁
𝑝≤𝑥𝑎

𝛼𝑝𝛼−1 +𝑂
( ∑︁
𝑝≤𝑥𝑎

𝑝𝛼−2
)
.

Since 𝛼 < 1, the error term above is 𝑂 (log log 𝑥) uniformly in 𝑎.
Recall that {𝑥} = 𝑥 − ⌊𝑥⌋ denotes the fractional part of 𝑥. Thus to complete

the proof it will suffice to show that∑︁
𝑝≤𝑥𝑎

{
− 𝑝𝛼

}
−

{
− (𝑝 + 1)𝛼

}
≪ 𝑥

11𝑎+14
26 log 𝑥 (17.43)

for 1 < 𝑎 < 12/11.has to be in
math mode! In §D.1 we defined the sawtooth function 𝑠(𝑥) to be 𝑠(𝑥) = {𝑥} if 𝑥 is not an

integer, and 𝑠(𝑥) = 0 if 𝑥 is an integer, in Lemma D.1 we found that

𝑠(𝑥) = −
𝐻∑︁
ℎ=1

sin 2𝜋ℎ𝑥
𝜋𝑘

+𝑂
(

min
(
1,

1
𝐻∥𝑥∥

))
.

This same formula holds for {𝑥}, since {𝑥} differs from 𝑠(𝑥) only when 𝑥 is an
integer, and the error term is 𝑂 (1) in that case. Moreover, in Theorem E.6 we
have defined a trigonometrical polynomial 𝑔

𝐻
(𝑥) = ∑𝐻

ℎ=−𝐻 𝑔𝐻 (ℎ)𝑒(ℎ𝑥) such
that

min
(
1,

1
𝐻∥𝑥}

)
≪ 𝑔

𝐻
(𝑥),

and such that

𝑔
𝐻
(ℎ) ≪ 1

𝐻
log

3𝐻
|ℎ| + 1

.

Thus if 𝑁 < 𝑁 ′ ≤ 2𝑁 and 𝐻 is a parameter to be chosen later, then∑︁
𝑁<𝑛≤𝑁 ′

Λ(𝑛)
({

− (𝑛 + 1)𝛼
}
−

{
− 𝑛𝛼

})
=

∑︁
𝑁<𝑛≤𝑁 ′

Λ(𝑛)
∑︁

0< |ℎ | ≤𝐻

𝑒
(
− ℎ(𝑛 + 1)𝛼

)
− 𝑒

(
− ℎ𝑛𝛼

)
2𝜋𝑖ℎ

(17.44)

+𝑂
( ∑︁
𝑁<𝑛≤𝑁 ′

Λ(𝑛)
(

min
(
1,

1
𝐻

(𝑛 + 1)𝛼
 )

+ min
(
1,

1
𝐻

𝑛𝛼 )))
.



17.3 Further applications 77

Here the error term is

≪ (log 𝑁)
∑︁

𝑁<𝑛≤𝑁 ′+1
𝑔
𝐻

(
𝑛𝛼

)
= (log 𝑁)

𝐻∑︁
ℎ=−𝐻

𝑔
𝐻
(ℎ)

∑︁
𝑁<𝑛≤𝑁 ′+1

𝑒
(
ℎ𝑛𝛼

)
. (17.45)

If ℎ ≠ 0, then from Lemma 17.3 we see that∑︁
𝑁<𝑛≤𝑁 ′

𝑒
(
ℎ𝑛𝛼

)
≪ 𝑁𝛼/2 |ℎ|1/2 + 𝑁1−𝛼/2 |ℎ|−1/2.

When ℎ = 0 there is no cancellation in the sum over 𝑛, so the expression (17.45)
is

≪ 𝑁 (log 𝑁) log 3𝐻
𝐻

+ log 𝑁
𝐻

𝐻∑︁
ℎ=1

(
𝑁𝛼/2ℎ1/2 + 𝑁1−𝛼/2ℎ−1/2) log

3𝐻
ℎ

≪ (log 𝑁)
(
𝑁𝐻−1 log 3𝐻 + 𝑁𝛼/2𝐻1/2 + 𝑁1−𝛼/2𝐻−1/2) . (17.46)

When 𝑁 is near 𝑥𝑎, this will require taking 𝐻 to be somewhat larger than 𝑥𝑎−1.
We postpone choosing 𝐻 until further arguments are complete, so that we can
choose 𝐻 to minimize the sum of all error terms.

Concerning the main term (17.44) we note that

𝑒
(
− ℎ(𝑛 + 1)𝛼

)
− 𝑒

(
𝑛𝛼

)
2𝜋𝑖ℎ

= −𝑒
(
− ℎ𝑛𝛼

) ∫ (𝑛+1)𝛼−𝑛𝛼

0
𝑒(−ℎ𝛽) 𝑑𝛽.

Thus the expression (17.44) is

= −
∑︁

0< |ℎ | ≤𝐻

∑︁
𝑁<𝑛≤𝑁 ′

Λ(𝑛)𝑒
(
− ℎ𝑛𝛼

) ∫ (𝑛+1)𝛼−𝑛𝛼

0
𝑒(−ℎ𝛽) 𝑑𝛽.

Let 𝛿(𝜈) = (𝜈 + 1)𝛼 − 𝜈𝛼. This is an increasing function of the real variable 𝜈,
so the inequality 𝛽 ≤ 𝛿(𝑛) is equivalent to 𝑛 > 𝛿−1 (𝛽). Hence the above is

= −
∑︁

0< |ℎ | ≤𝐻

∫ (2𝑁+1)𝛼−(2𝑁 )𝛼

0
𝑒(−ℎ𝛽)

∑︁
𝑁<𝑛≤𝑁 ′

𝑛>𝛿−1 (𝛽)

Λ(𝑛)𝑒
(
− ℎ𝑛𝛼

)
𝑑𝛽

which by the triangle inequality is

≪
∑︁

0< |ℎ | ≤𝐻

∫ (2𝑁+1)𝛼−(2𝑁 )𝛼

0

���� ∑︁
𝑁<𝑛≤𝑁 ′

𝑛>𝛿−1 (𝛽)

Λ(𝑛)𝑒
(
− ℎ𝑛𝛼

) ���� 𝑑𝛽.
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Since (2𝑁 + 1)𝛼 − (2𝑁)𝛼 ≪ 𝑁𝛼−1, and ℎ makes the same contribution as −ℎ,
the above is

≪ 𝑁𝛼−1
∑︁

0< |ℎ | ≤𝐻
max
𝑁1,𝑁2

𝑁≤𝑁1≤𝑁2≤2𝑁

��� ∑︁
𝑁1<𝑛≤𝑁2

Λ(𝑛)𝑒
(
− ℎ𝑛𝛼

) ���. (17.47)

To estimate the above sum over 𝑛 we invoke the usual decomposition with
𝑈 = 𝑉 = ⌊𝑁1/3⌋. Thus 𝑆1 = 0, and

𝑆2 =
∑︁
𝑡≤𝑈2

𝑎(𝑡)
∑︁

𝑁/𝑡<𝑟≤𝑁 ′/𝑡
𝑒
(
ℎ(𝑟𝑡)𝛼

)
≪

��� ∑︁
𝑡≤𝑈

𝑎(𝑡)
∑︁
𝑟

· · ·
��� + ��� ∑︁

𝑈<𝑡≤𝑈2

𝑎(𝑡)
∑︁
𝑟

· · ·
���

= 𝑆
(1)
2 + 𝑆 (2)2 . (17.48)

By Lemma 17.3,

𝑆
(1)
2 ≪

∑︁
𝑡≤𝑈

(log 2𝑡)
( (
ℎ𝑡𝛼

)1/2 (𝑁/𝑡)𝛼/2 +
(
ℎ𝑡𝛼

)−1/2 (𝑁/𝑡)1−𝛼/2)
=

∑︁
𝑡≤𝑈

(
ℎ1/2𝑁𝛼/2 + ℎ−1/2𝑁1−𝛼/2𝑡−1) log 2𝑡

≪ ℎ1/2𝑁𝛼/2𝑈 log 𝑁 + ℎ−1/2𝑁1−𝛼/2 (log 𝑁)2.

Hence

𝑁𝛼−1
∑︁

0<ℎ≤𝐻
|𝑆 (1)2 (ℎ) | ≪

(
𝐻3/2𝑁3𝛼/2−2/3 + 𝐻1/2𝑁𝛼/2) (log 𝑁)2.

Here the second term is majorized by the first when 𝛼 ≥ 2/3, so with this
restrection the above is

≪ (𝐻3/2𝑁3𝛼/2−2/3 (log 𝑁)2. (17.49)

Also,

𝑆3 =
∑︁
𝑘≤𝑈

𝜇(𝑘)
∑︁

𝑁/𝑘<𝑚≤𝑁 ′/𝑘
𝑒
(
ℎ(𝑘𝑚)𝛼

)
log𝑚,

which by (17.9) is

≪ (log 𝑁)
∑︁
𝑘≤𝑈

max
𝑤≥1

���� ∑︁
𝑁/𝑘<𝑚≤𝑁 ′/𝑘

𝑚>𝑤

𝑒
(
ℎ(𝑘𝑚)𝛼

) ����.
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By Lemma 17.3 this is

≪ (log 𝑁)
∑︁
𝑘≤𝑈

(
ℎ1/2𝑁𝛼/2 + ℎ−1/2𝑁1−𝛼/2𝑘−1)

≪
(
ℎ1/2𝑁𝛼/2+1/3 + ℎ−1/2𝑁1−𝛼/2) (log 𝑁)2.

Hence

𝑁𝛼−1
∑︁

0<ℎ≤𝐻
|𝑆3 (ℎ) | ≪

(
𝐻3/2𝑁3𝛼/2−2/3 + 𝐻1/2𝑁𝛼/2) (log 𝑁)2. (17.50)

Here the second term is majorized by the first when 𝛼 ≥ 2/3, so with this
restriction the above is

≪ 𝐻3/2𝑁3𝛼/2 (log 𝑁)2. (17.51)

We now consider Type II sums. From (17.41) we see that���� ∑︁
𝑀<𝑚≤4𝑀

∑︁
𝐾<𝑘≤4𝐾

𝑁1<𝑚𝑘≤𝑁2

𝑏𝑚𝑐𝑘𝑒
(
ℎ(𝑚𝑘)𝛼

) ����2
≤ Δ2

( ∑︁
𝑀<𝑚≤4𝑀

|𝑏𝑚 |2
) ( ∑︁
𝐾<𝑘≤4𝐾

|𝑐𝑘 |2
) (17.52)

with

Δ2 = 𝑅 max
1≤𝑟≤𝑅

max
𝑘∈𝒦𝑟

∑︁
𝑗∈𝒦𝑟

����� ∑︁
𝑀<𝑚≤4𝑀
𝑁1<𝑚𝑗≤𝑁2
𝑁1<𝑚𝑘≤𝑁2

𝑒
(
ℎ
(
𝑗 𝛼 − 𝑘𝛼

)
𝑚𝛼

) �����. (17.53)

If 𝑀𝐾 > 2𝑁 or 16𝑀𝐾 < 𝑁 , then the bilinear form is empty, and Δ = 0. Thus
we may suppose that 𝑀𝐾 ≍ 𝑁 . When 𝑗 = 𝑘 in (17.53), the sum over 𝑚 is
≪ 𝑀 . When 𝑗 ≠ 𝑘 , by Lemma 17.3 the sum over 𝑚 is

≪ ℎ1/2�� 𝑗 𝛼 − 𝑘𝛼
��𝑀𝛼/2 + ℎ−1/2�� 𝑗 𝛼 − 𝑘𝛼

��−1/2
𝑀1−𝛼/2.

Since
�� 𝑗 𝛼 − 𝑘𝛼

�� ≍ 𝐾𝛼−1 | 𝑗 − 𝑘 |, the above is

≪ ℎ1/2𝐾 (𝛼−1)/2 | 𝑗 − 𝑘 |1/2𝑀𝛼/2 + ℎ−1/2𝐾 (1−𝛼)/2 | 𝑗 − 𝑘 |−1/2 |𝑀1−𝛼/2.
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Hence∑︁
𝑗∈𝒦𝑟

����� ∑︁
𝑀<𝑚≤4𝑀
𝑁1<𝑚𝑗≤𝑁2
𝑁1<𝑚𝑘≤𝑁2

𝑒
(
ℎ
(
𝑗 𝛼 − 𝑘𝛼

)
𝑚𝛼

) �����
≪ 𝑀 + ℎ1/2𝐾 (𝛼−1)/2 (𝐾/𝑅)3/2𝑀𝛼/2 + 𝐾 (1−𝛼)/2 (𝐾/(ℎ𝑅))1/2

𝑀1−𝛼/2

≪ 𝑀 + ℎ1/2𝑁𝛼/2𝐾𝑅−3/2 + ℎ−1/2𝑁𝑅−1/2.

Thus
Δ2 ≪ 𝑅𝑀 + ℎ1/2𝑁𝛼/2𝐾𝑅−1/2 + ℎ−1/2𝑁1−𝛼/2𝑅1/2.

We now choose 𝑅 so that 𝑅𝑀 ∼ ℎ1/2𝑁𝛼/2𝐾𝑅−1/2. That is, we set

𝑅 = ⌊ℎ1/3𝑁𝛼/3𝑀−2/3𝐾2/3⌋,

which gives

Δ ≪ ℎ1/6𝑁 (1+𝛼)/6𝐾1/6 + ℎ−1/6𝑁1/2−𝛼/4ℎ1/12𝑁𝛼/12𝑀−1/6𝐾1/6.

Here 𝑀−1/6 ≍ 𝐾1/6𝑁−1/6, so the above is

≪ ℎ1/6𝑁 (1+𝛼)/6𝐾1/6 + ℎ−1/6𝑁1/3−𝛼/6𝐾1/3.

We note that if 𝛼 ≥ 3/4 and𝐾 ≪ 𝑁1/2, then the second term above is majorized
by the first. Since 𝑀𝐾 ≍ 𝑁 , if 𝐾 > 𝑁1/2 we simply interchange 𝑀 and 𝐾 . Thus
for 𝑁1/3 ≪ 𝐾 ≪ 𝑁1/2 we have

Δ ≪ ℎ1/6𝑁1/4+𝛼/6.

From (17.11) it follows that

𝑆4 (ℎ) ≪ 𝐻1/6𝑁3/4+𝛼/6 (log 𝑁)2.

Hence
𝑁𝛼−1

∑︁
0<ℎ≤𝐻

|𝑆4 (ℎ) | ≪ 𝐻7/6𝑁7𝛼/6−1/4 (log 𝑁)2.

Since |𝑎(𝑡) | ≤ log 𝑡 in (17.48), it follows similarly that

𝑁𝛼−1
∑︁

0<ℎ≤𝐻
|𝑆 (2)2 | ≪ 𝐻7/6𝑁7𝛼/6−1/4 (log 𝑁)2.

On combining these estimates with (17.49) and (17.50), it follows that the
expression in (17.47) is

≪
(
𝐻7/6𝑁7𝛼/6−1/4 + 𝐻3/2𝑁3𝛼/2−2/3) (log 𝑁)2.

We choose𝐻 so that the first expression inside the parentheses is approximately
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𝑁/𝐻. That is, we take 𝐻 = ⌊𝑁 15
26 −

7
13 𝛼⌋. The common order of magnitude is

𝑁/𝐻 ∼ 𝑁 11
26+

7
13 𝛼. Other terms are smaller, when 11/12 < 𝛼 < 1. On combining

our estimates we find that∑︁
𝑁<𝑛≤𝑁 ′

Λ(𝑛)
({

− (𝑛 + 1)𝛼
}
−

{
− 𝑛𝛼

})
≪ 𝑁

11+14𝛼
26 (log 𝑁)2.

The desired estimate (17.43) follows from this by partial summation, so the
proof is complete. □

17.3.1 Exercises
1. (a) In §13.2 we showed that the estimate 𝑀 (𝑥) ≪𝜀 𝑥

1/2+𝜀 is a consequence §or Section?
of RH. (More precise conditional estimates were also derived.) Use those
methods to show that if RH is true, then∑︁

𝑛≤𝑥
𝜇(𝑛)𝑛−𝑖𝑡 ≪𝜀 𝑥

1/2+𝜀𝜏𝜀 .

(b) Use integration by parts to show that if RH is true, and 𝜎 > 1/2 and
𝜀 > 0 are fixed, then ∑︁

𝑑>𝑦

𝜇(𝑑)
𝑦𝑠

≪ 𝑦1/2−𝜎+𝜀𝜏𝜀 .

2. (a) Show that if 𝑛 is a positive integer, then∑︁
𝑑2 |𝑛

𝜇(𝑑) =
{

1 if 𝑛 is squarefree,
0 otherwise.

(b) As usual, let𝑄(𝑥) denote the number of squarefree integers not exceed-
ing 𝑥. Show that

𝑄(𝑥) =
∑︁
𝑑,𝑚

𝑑2𝑚≤𝑥

𝜇(𝑑).

Let 𝑦 be a parameter to be chosen later such that 1 < 𝑦 < 𝑥1/2, and
write the above as

∑
𝑑≤𝑦 +

∑
𝑦<𝑑 = Σ1 + Σ2.

(c) Show that

Σ1 = 𝑥
∑︁
𝑑≤𝑦

𝜇(𝑑)
𝑑2 − 1

2
𝑀 (𝑦) − 𝑆(𝑥, 𝑦)

where
𝑆(𝑥, 𝑦) =

∑︁
𝑑≤𝑦

𝜇(𝑑)𝐵1
({
𝑥/𝑑2}) . (17.54)
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Here 𝐵1 is the first Bernoulli polynomial, 𝐵1 (𝑧) = 𝑧 − 1/2, and {𝑢}
denotes the fractional part of 𝑢, {𝑢} = 𝑢 − ⌊𝑢⌋. Thus 𝐵1 ({𝑢}) is the
same as the sawtooth function 𝑠(𝑢) except when 𝑢 is an integer.

(d) Suppose that 𝑐 > 1. Explain why

Σ2 =
1

2𝜋𝑖

∫ 𝑐+𝑖∞

𝑐−𝑖∞
𝜁 (𝑠)

( ∑︁
𝑑>𝑦

𝜇(𝑑)
𝑑2𝑠

) 𝑥𝑠
𝑠
𝑑𝑠.

(e) Let 𝒞 denote the rectilinear contour with vertices 1 + 1
log 𝑥 − 𝑖∞, 1 +

1
log 𝑥 − 𝑖𝑥, 1/2 + 𝜀 − 𝑖𝑥, 1/2 + 𝜀 + 𝑖𝑥, 1 + 1

log 𝑥 + 𝑖𝑥, 1 + 1
log 𝑥 + 𝑖∞. Explain

why

Σ2 = 𝑥
∑︁
𝑑>𝑦

𝜇(𝑑)
𝑑2 + 1

2𝜋𝑖

∫
𝒞

𝜁 (𝑠)
( ∑︁
𝑑>𝑦

𝜇(𝑑)
𝑑2𝑠

) 𝑥𝑠
𝑠
𝑑𝑠.

Note that both these formulæ for Σ2 hold unconditionally.
(f) Now assume RH, recall the result of 17.3.1.1(b), and that RH im-

plies LH. Show that the term above involving the contour 𝒞 is ≪𝜀check ex no
𝑥1/2+𝜀𝑦−1/2.

(g) By combining results, show that if RH holds, then

𝑄(𝑥) = 6
𝜋2 𝑥 +𝑂

(
𝑦1/2+𝜀 ) +𝑂 (

𝑥1/2+𝜀𝑦−1/2) +𝑂 (
𝑆(𝑥, 𝑦)

)
.

Note that 𝑦1/2+𝜀 ≤ 𝑥1/4+𝜀 ≤ 𝑥1/2+𝜀𝑦−1/2. Hence the first error term
above is majorized by the second. It is trivial that 𝑆(𝑥, 𝑦) ≪ 𝑦. On
taking 𝑦 = 𝑥1/3 it follows that the error term above is ≪ 𝑥1/3+𝜀 . This
was achieved already in Exercise 13.3.1.16, but in the exercises that
follow we use the results of Exercises 17.1.1.7, 17.1.1.8 and the estimatecheck ex nos
(17.41) with van der Corput’s method allows us to derive a nontrivial
estimate for 𝑆(𝑥, 𝑦) when 𝑦 is a little larger than 𝑥1/3.

3. By quoting an appropriate estimate established in §16.2, show that if 𝑀 ≤
𝑀1 < 𝑀2 ≤ 4𝑀 , then∑︁

𝑀1<𝑚≤𝑀2

𝑒
(
𝑉/𝑚2) ≪ 𝑉1/2𝑀 +𝑉−1/2𝑀2.

4. (a) By Exercise 17.1.1.8, show that if 𝑁 and 𝑉 are positive real numberscheck ex no
with 𝑁 > 𝑉2, then

𝑇 :=
∑︁

𝑁<𝑛≤2𝑁
𝜇(𝑛)𝑒

(
𝑊/𝑛2) = 𝑇1 + 𝑇2
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where

𝑇1 = −
∑︁
𝑚≤𝑉2

𝑏𝑚

∑︁
𝑁/𝑚<𝑘≤2𝑁/𝑚

𝑒
(
𝑊𝑚−2𝑘−2) ,

𝑇2 = −
∑︁
𝑚>𝑉

∑︁
𝑘>𝑉

𝑁<𝑚𝑘≤2𝑁

𝜇(𝑚)𝑐𝑘𝑒
(
𝑊𝑚−2𝑘−2)

and 𝑏𝑚 is defined in (17.23) and 𝑐𝑘 is defined in (17.24).

(b) Show that if 𝐾 < 𝑗 < 𝑘 ≤ 4𝐾 , then���𝑊 ( 1
𝑗2

− 1
𝑘2

)��� ≍ 𝑊 | 𝑗 − 𝑘 |
𝐾3 .

(c) Deduce that if 𝑀 < 𝑀1 < 𝑀2 ≤ 4𝑀 , then∑︁
𝑀1<𝑚≤𝑀2

𝑒

(
𝑊

( 1
( 𝑗𝑚)2 − 1

(𝑘𝑚)2

))
≪ 𝑊1/2𝐾−3/2𝑀−1 | 𝑗 − 𝑘 |1/2 +𝑊−1/2𝐾3/2𝑀2 | 𝑗 − 𝑘 |−1/2.

(d) Deduce that if 𝑘 ∈𝒦𝑟 , then��� ∑︁
𝑗∈𝒦𝑟

∑︁
𝑀1<𝑚≤𝑀2

𝑒

(
𝑊

( 1
( 𝑗𝑚)2 − 1

(𝑘𝑚)2

))���
≪ 𝑀 +𝑊1/2𝑅−3/2𝑀−1 +𝑊−1/2𝐾2𝑀2𝑅−1/2.

(e) Let Δ be defined as in (17.41). Suppose that 𝑊 ≥ 𝑀4. By taking
𝑅 = ⌊𝑊1/3/𝑀4/3⌋, show that if Δ = Δ(𝑊, 𝑀, 𝐾) = 𝑊1/6𝑀−1/6 +
𝑊−1/6𝑀2/3𝐾 , then∑︁

𝑀<𝑚≤4𝑀

∑︁
𝐾<𝑘≤4𝐾

𝑁<𝑚𝑘≤2𝑁

𝑏𝑚𝑐𝑘𝑒
(
𝑊/(𝑚𝑘)2)

≪ Δ

( ∑︁
𝑀<𝑚≤4𝑀

|𝑏𝑚 |2
)1/2 ( ∑︁

𝐾<𝑘≤4𝐾
|𝑐𝑘 |2

)1/2
.

(f) Show that if 𝐾 > 𝑀 , then Δ(𝑊, 𝑀, 𝐾) > Δ(𝑊, 𝐾, 𝑀). Thus, whenever
𝐾 > 𝑀 , the above bilinear form inequality will be applied with the roles
of 𝐾 and 𝑀 reversed.

(g) By setting some variables to 0, show that if 𝑊 ≥ 𝑀4, 𝑀 < 𝑀 ′ ≤ 4𝑀 ,
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and 𝐾 < 𝐾 ′ ≤ 4𝐾 , then∑︁
𝑀<𝑚≤𝑀′

∑︁
𝐾<𝑘≤𝐾 ′

𝑁<𝑚𝑘≤2𝑁

𝑏𝑚𝑐𝑘𝑒
(
𝑊/(𝑚𝑘)2)

≪ Δ

( ∑︁
𝑀<𝑚≤𝑀′

|𝑏𝑚 |2
)1/2 ( ∑︁

𝐾<𝑘≤𝐾 ′
|𝑐𝑘 |2

)1/2
.

(h) Show that𝑚 ≤ 2𝑁/𝑉 for all𝑚 that occur in the definition of 𝑇2. Deduce
that as 𝑀 runs from 𝑁1/2 to 𝑁/𝑉 , the blocks (𝑀, 4𝑀] cover all 𝑚 in
the interval 𝑁1/2 ≤ 𝑚 ≤ 2𝑁/𝑉 . Note further that if 𝑉 ≥ 𝑁/𝑊1/4, then
𝑊 ≥ 𝑀4 for all these 𝑀 .

(i) By considering dyadic blocks, show that if 𝑉 ≥ 𝑁𝑊−1/4, then∑︁
𝑚>𝑉

∑︁
𝑘>𝑉

𝑁<𝑚𝑘≤2𝑁

𝑏𝑚𝑐𝑘𝑒
(
𝑊𝑚−2𝑘−2)

≪
(
𝑁−1/12𝑊1/6 + 𝑁5/6𝑊−1/6) ( ∑︁

𝑚

∑︁
𝑘

𝑁/2<𝑚𝑘≤4𝑁

|𝑏𝑚𝑐𝑘 |2
)
.

(j) Take 𝑉 = 𝑁𝑊−1/4, and show that

𝑇2 ≪
(
𝑊1/6𝑁5/12 +𝑊−1/6𝑁4/3) (log 2𝑁)2.

(k) Write

𝑇1 =
∑︁
𝑚≤𝑉

+
∑︁

𝑉<𝑚≤𝑉2

= 𝑇
(1)

1 + 𝑇 (2)
1 .

Show that if 𝑁 ≤ 𝑊3/8, then 𝑉2 ≤ 𝑁/𝑉 . Treat 𝑇 (2)
1 as a Type II sum to

show that

𝑇
(2)

1 ≪
(
𝑊1/6𝑁5/12 +𝑊−1/6𝑁4/3) (log 2𝑁)2.

(l) Use the bound from Exercise 17.3.1.3 above to show thatcheck ex no

𝑇
(1)

1 ≪
∑︁
𝑚≤𝑉

𝑑 (𝑚)
(
𝑊1/2𝑁−1 + 𝑁2𝑊−1/2𝑀−1) ,

and show that the above is

≪ 𝑊1/2𝑁−1𝑉 (log 2𝑉) + 𝑁2𝑊−1/2 (log 2𝑉)2.

Show that if𝑊1/5 ≤ 𝑁 ≤ 𝑊3/8, then the above is

≪ 𝑁5/12𝑊1/6 log 2𝑁.
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(m) Conclude that if𝑊1/5 ≤ 𝑁 ≤ 𝑊3/8, then

𝑇 ≪
(
𝑁5/12𝑊1/6 + 𝑁4/3𝑊−1/6) (log 2𝑁)2.

5. (a) By quoting Lemma D.1, or otherwise, show that

𝐵1 ({𝛼}) = −
∑︁

0< |ℎ | ≤𝐻

𝑒(ℎ𝛼)
2𝜋𝑖ℎ

+ 𝑂

(
min

(
1,

1
𝐻∥𝛼∥

))
.

(b) Deduce that 𝑆 :=
∑
𝑁<𝑛≤2𝑁 𝜇(𝑛)𝐵1

({
𝑋𝑛−2}) = 𝑀 +𝑂 (𝑅) where

𝑀 = −
∑︁

0< |ℎ | ≤𝐻

1
2𝜋𝑖ℎ

∑︁
𝑁<𝑛≤2𝑁

𝜇(𝑛)𝑒
(
ℎ𝑋𝑛−2) ,

𝑅 =
∑︁

𝑁<𝑛≤2𝑁
min

(
1,

1
𝐻∥𝑋𝑛−2∥

)
.

(c) Let 𝑔
𝐻
(𝑥) be defined as in Theorem E.6. Explain why

𝑅 ≪ 𝑁

𝐻
log 2𝐻 + 1

𝐻

𝐻∑︁
ℎ=1

(
log

3𝐻
ℎ

)���� ∑︁
𝑁<𝑛≤2𝑁

𝑒
(
ℎ𝑋/𝑛2) ����.

(d) Deduce that

𝑅 ≪ 𝑁𝐻−1 log 2𝐻 + 𝐻1/2𝑋1/2𝑁−1 + 𝐻−1/2𝑋−1/2𝑁2.

Explain why

𝑀 ≪
𝐻∑︁
ℎ=1

1
ℎ

���� ∑︁
𝑁<𝑛≤2𝑁

𝜇(𝑛)𝑒
(
ℎ𝑋𝑛−2) ����.

(e) Assuming that (ℎ𝑋)1/5 ≤ 𝑁 ≤ (ℎ𝑋)3/8 for 1 ≤ ℎ ≤ 𝐻, deduce that

𝑀 ≪
(
𝑁1/5𝑋1/6𝐻1/6 + 𝑁4/3𝑋−1/6) (log 2𝑁)2.

(f) Assuming that the above bound for 𝑀 is valid, in estimating 𝑀 + 𝑅
the terms 𝑁1/5𝑋1/6𝐻1/6 (log 2𝑁)2 and 𝑁𝐻−1 log 2𝐻 are inescapable.
Apart from the logarithms, the combined contributions of these terms is
minimized by taking 𝐻 = ⌊𝑁1/2𝑋−1/7⌋. Thus we may be able to achieve
a bound 𝑆 ≪ 𝑁1/2𝑋1/7 (log 𝑁)2, but certainly nothing better.

(g) Note that the estimate 𝑆 ≪ 𝑁 is trivial. Thus the proposed bound for 𝑆
is useful only for 𝑁 ≥ 𝑋2/7.

(h) In connection with squarefree numbers, note that𝑌1/2𝑋1/7 > 𝑋1/2𝑌−1/2

if 𝑌 > 𝑋5/14.
(i) Show that (ℎ𝑋)1/5 ≤ 𝑁 ≤ (ℎ𝑋)3/8 for 1 ≤ ℎ ≤ 𝑁1/2𝑋−1/7, 𝑋2/7 ≤

𝑁 ≤ 𝑋5/14.
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(j) Show that the other term in the upper bound for 𝑀 , and the other two
terms in the upper bound for 𝑅 are smaller than 𝑁1/7𝑋1/7 (log 𝑁)2 for
𝑋2/7 ≤ 𝑁 ≤ 𝑋5/14.

(k) Conclude that from RH it follows that

𝑄(𝑥) = 6
𝜋2 𝑥 +𝑂

(
𝑥9/28+𝜀 ) .

17.4 Digit sums of primes

Let 𝑛 =
∑
𝑖 𝑑𝑖2𝑖 be the binary expansion of 𝑛, so that each 𝑑𝑖 is either 0 or 1. Then

𝑠(𝑛) = ∑
𝑖 𝑑𝑖 is the sum of the binary digits of 𝑛. Since 𝑠(2𝑛 + 1) = 𝑠(2𝑛) + 1,

it follows that
�� ∑0≤𝑛≤𝑁 (−1)𝑠 (𝑛)

�� ≤ 1 for all 𝑁 . Our object now is to show that∑︁
𝑝≤𝑥

(−1)𝑠 (𝑝) = 𝑜(𝜋(𝑥)) (17.55)

as 𝑥 → ∞. We begin by establishing a simple estimate that makes our work
shorter.

Lemma 17.4 Let 𝑀 and 𝑁 be integers with 𝑁 ≥ 2. Then for each integer
𝑛 there exists a weight 𝑤(𝑛) such that 𝑤(𝑛) ≥ 1 for 𝑀 + 1 ≤ 𝑛 ≤ 𝑀 + 𝑁 ,
𝑤(𝑛) ≥ 0 for all other 𝑛, and

𝑊 (𝛼) =
∞∑︁

𝑛=−∞
𝑤(𝑛)𝑒(𝑛𝛼)

has the properties that max𝛼 |𝑊 (𝛼) | = 𝑊 (0) ≪ 𝑁 and 𝑊 (𝛼) = 0 if ∥𝛼∥ ≥
1/𝑁 .

Suppose that 𝑀 + 1 ≤ 𝑛 ≤ 𝑀 + 𝑁 . Then

1 ≤ 𝑤(𝑛) =
∫ 1

0
𝑊 (𝛼)𝑒(−𝑛𝛼) 𝑑𝛼

=

∫ 1/𝑁

−1/𝑁
𝑊 (𝛼)𝑒(−𝑛𝛼) 𝑑𝛼 ≤ 2

𝑁
max
𝛼

|𝑊 (𝛼) |.

Thus our bound for max |𝑊 (𝛼) | is optimal, apart from constants. If sharp
constants were required, then we would appeal to Theorem E.5, but for our
present purposes we have no need for such sophistication.

Proof We recall that if 𝑓 (𝑥) = max(0, 1 − |𝑥 |), then �̂� (𝑡) =
( sin 𝜋𝑡
𝜋𝑡

)2. If 𝑁
is even, put 𝐾 = 𝑀 + 𝑁/2. If 𝑁 is odd, put 𝐾 = 𝑀 + (𝑁 + 1)/2. Thus in
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either case, 𝐾 is an integer. After several changes of variable we deduce that if
𝑔(𝑥) = 𝑁 max(0, 1 − 𝑁 |𝑥 + 𝛼 |)𝑒(𝐾 (𝑥 + 𝛼)), then

�̂�(𝑡) =
( sin 𝜋(𝑡 − 𝐾)/𝑁
𝜋(𝑡 − 𝐾)/𝑁

)2
𝑒(𝑡𝛼).

By the Poisson summation formula in the form of Theorem D.3, we find that∑
𝑛 𝑔(𝑛) =

∑
𝑘 �̂�(𝑘). Thus

𝑊 (𝛼) = 𝜋2

4

∞∑︁
𝑛=−∞

( sin 𝜋(𝑛 − 𝐾)/𝑁
𝜋(𝑛 − 𝐾)/𝑁

)2
𝑒(𝑛𝛼)

=
𝜋2

4
𝑁 max(0, 1 − 𝑁 ∥𝛼∥)𝑒(𝐾𝛼)

has the required properties. □

The function (−1)𝑠 (𝑛) has a power series generating function

𝑃(𝑧) =
∞∑︁
𝑛=0

(−1)𝑠 (𝑛) 𝑧𝑛 =
∞∏
𝑗=0

(
1 − 𝑧2 𝑗 ) (17.56)

for |𝑧 | < 1, but in our quest to prove (17.55) we find it easier to work on the
unit circle with a truncated sum, so we set

𝑇𝐽 (𝜃) =
∑︁

0≤𝑛<2𝐽
(−1)𝑠 (𝑛)𝑒(𝑛𝜃) =

𝐽−1∏
𝑗=0

(
1 − 𝑒(2 𝑗𝜃)

)
. (17.57)

We now derive a uniform upper bound for |𝑇𝐽 (𝜃) |.

Lemma 17.5 Let 𝑇𝐽 (𝜃) be defined as above. Then

max
𝜃

|𝑇𝐽 (𝜃) | ≍
√

3
𝐽
.

Since 𝑇𝐽 (𝜃) is a sum of 2𝐽 unimodular terms, it is trivial that |𝑇𝐽 (𝜃) | ≤ 2𝐽

for all 𝜃. Put

𝛼 = 1 − log 3
log 4

= 0.20752. (17.58)

Our lemma asserts that

max
𝜃

|𝑇𝐽 (𝜃) | ≍ 2(1−𝛼)𝐽 . (17.59)

Thus 𝛼 measures the extent to which the maximum of |𝑇𝐽 | is smaller than the
trivial upper bound 2𝐽 .
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Proof From the identity 1 − 𝑒(𝛽) = −𝑒(𝛽/2) (𝑒(𝛽/2) − 𝑒(−𝛽/2)) we see that

|𝑇𝐽 (𝜃) | =
𝐽−1∏
𝑗=0

|2 sin 𝜋2 𝑗𝜃 |.

When 𝜃 = 1/3, each factor on the right has the value
√

3; thus |𝑇𝐽 (1/3) | =
√

3
𝐽
,

so |𝑇𝐽 (𝜃) | achieves the indicated size, and it remains to derive a uniform upper
bound for |𝑇𝐽 (𝜃) |.

Let 𝑓 (𝜃) = sin2 𝜋𝜃 sin3 2𝜋𝜃 sin 4𝜋𝜃. We first show that

| 𝑓 (𝜃) | ≤ 27/64 (17.60)

for all 𝜃. By use of the double angle formulas for sine and cosine we find that

𝑓 (𝜃) = 32(sin 𝜋𝜃)6 (1 − sin2 𝜋𝜃) (1 − 2 sin2 𝜋𝜃).

Let 𝑝(𝑢) = 32𝑢3 (1 − 𝑢)2 (1 − 2𝑢). Thus 𝑝(𝑢) ≥ 0 for 0 ≤ 𝑢 ≤ 1/2, 𝑝(𝑢) ≤ 0
for 1/2 ≤ 𝑢 ≤ 1, and it suffices to show that |𝑝(𝑢) | ≤ 27/64 for 0 ≤ 𝑢 ≤ 1.
Now 𝑝′ (𝑢) = −32𝑢2 (𝑢 − 1) (3𝑢 − 1) (4𝑢 − 3), so 𝑝(𝑢) is increasing for 0 ≤
𝑢 ≤ 1/3, decreasing for 1/3 ≤ 𝑢 ≤ 3/4, and increasing for 3/4 ≤ 𝑢 ≤ 1.
Hence max0≤𝑢≤1 𝑝(𝑢) = 𝑝(1/3) = 128/729 = 0.1756 and min0≤𝑢≤1 𝑝(𝑢) =

𝑝(3/4) = −27/64 = −0.4219, so (17.60) holds.
If 2𝐾 = 𝐽 − 1 or 𝐽 − 2, then

|𝑇𝐽 (𝜃) |3 =

𝐽−1∏
𝑗=0

|2 sin 2 𝑗𝜋𝜃 |3

≪ |2 sin 𝜋𝜃 |2
( 2𝐾−1∏
𝑘=1

|2 sin 2𝑘𝜋𝜃 |3
)
|2 sin 22𝐾𝜋𝜃 |

=

𝐾−1∏
𝑘=0

|64 𝑓 (4𝑘𝜃) | ≤ 27𝐾 ≪ 33𝐽/2,

so we have the desired upper bound. □

Since the functions log |1 − 𝑒(2 𝑗𝜃) | move on widely different periods, we
expect them to be nearly independent, and so we expect that log |𝑇𝐽 (𝜃) | should
be distributed as if it were a sum of 𝐽 independent random variables. As∫ 1

0
log |1 − 𝑒(𝜃) | 𝑑𝜃 = 0 (17.61)

and ∫ 1

0

(
log |1 − 𝑒(𝜃) |

)2
𝑑𝜃 =

𝜋2

12
, (17.62)
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we expect that

exp
(
− 𝐶

√
𝐽
)
≤ |𝑇𝐽 (𝜃) | ≤ exp

(
𝐶
√
𝐽
)

(17.63)

for most 𝜃, if 𝐶 is a large positive constant. On the other hand, by Parseval’s
identity it is trivial that ∫ 1

0
|𝑇𝐽 (𝜃) |2 𝑑𝜃 = 2𝐽 , (17.64)

which is to say that ∥𝑇𝐽 ∥2 = 2𝐽/2. This is much larger than the order of
magnitude in (17.63), so we infer that the large value of the 2-norm is due to a
small set of 𝜃 for which |𝑇𝐽 (𝜃) | is exceptionally large. If this is the case, then
we would expect ∥𝑇𝐽 ∥1 to be smaller than the root-mean-square, ∥𝑇𝐽 ∥2. The
next lemma helps us to show that this is the case.

Lemma 17.6 Let 𝑔(𝜃) = sin 𝜋𝜃 sin 2𝜋𝜃, and put

ℎ(𝜃) = |𝑔(𝜃) | + |𝑔(𝜃 + 1/4) | + |𝑔(𝜃 + 1/2) | + |𝑔(𝜃 + 3/4) |.

Then

max
𝜃
ℎ(𝜃) = ℎ(1/8) =

√︃
2 +

√
2.

Proof Clearly ℎ(𝜃) has period 1/4. Since 𝑔(𝜃) is even, it follows that ℎ(𝜃) is
also even. Hence we may restrict our attention to 0 ≤ 𝜃 ≤ 1/8. In this interval,
𝑔(𝜃) ≥ 0, 𝑔(𝜃 + 1/4) ≥ 0, 𝑔(𝜃 + 1/2) ≤ 0, and 𝑔(𝜃 + 3/4) ≤ 0, so

ℎ(𝜃) = 1
2
(2 −

√
2) sin2 𝜋𝜃 cos 𝜋𝜃 + 1

2
sin 𝜋𝜃 cos2 𝜋𝜃 − 1

4
√

2 cos3 𝜋𝜃

=
1
2
(1 +

√
2) cos 𝜋𝜃 + 1

2
sin 𝜋𝜃 + 1

2
(
√

2 − 1) cos 3𝜋𝜃 + 1
2

sin 3𝜋𝜃.

(17.65)

Consequently,

ℎ′ (𝜃) = − 𝜋
2
(1 +

√
2) sin 𝜋𝜃 + 𝜋

2
cos 𝜋𝜃

− 3𝜋
2
(
√

2 − 1) sin 3𝜋𝜃 + 3𝜋
2

cos 3𝜋𝜃,

ℎ′′ (𝜃) = − 𝜋
2

2
(1 +

√
2) cos 𝜋𝜃 − 𝜋2

2
sin 𝜋𝜃

− 9𝜋2

2
(
√

2 − 1) cos 3𝜋𝜃 − 9𝜋2

2
sin 3𝜋𝜃.
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In this last formula all terms are ≤ 0, so it is clear that ℎ′′ (𝜃) ≤ 0. But

ℎ′ (1/8) = − 𝜋
2
(1 +

√
2)

√︄
1 − 1/

√
2

2
+ 𝜋

2

√︄
1 + 1/

√
2

2

− 3𝜋
2
(
√

2 − 1)

√︄
1 + 1/

√
2

2
+ 3𝜋

2

√︄
1 − 1/

√
2

2

=
𝜋

4
(2 −

√
2)

√︃
2 −

√
2 + 𝜋

4
(4 − 3

√
2)

√︃
2 +

√
2

= 0

because
√︁

2 −
√

2 = (
√

2− 1)
√︁

2 +
√

2 and 4− 3
√

2 = (1−
√

2) (2−
√

2). Hence
the maximum is attained at 𝜃 = 1/8, and from (17.65) we see that

ℎ(1/8) = 1
2
(3 −

√
2)

√︄
1 + 1/

√
2

2
+ 1

2
√

2

√︄
1 − 1/

√
2

2
=

√︃
2 +

√
2. □

It is convenient to observe that

𝑇𝐽 (𝜃) = 𝑇𝐽− 𝑗 (𝜃)𝑇𝑗 (2𝐽− 𝑗𝜃). (17.66)

Lemma 17.7 Let 𝛽 = 0.057111674 . . . be determined by the relation 4𝛽 =

2/
√︁

2 +
√

2. Then
2𝐽∑︁
𝑎=1

|𝑇𝐽 (𝜃 + 𝑎/2𝐽 ) | ≪ 2(3/2−𝛽)𝐽

uniformly in 𝜃.

By integrating this bound over 0 ≤ 𝜃 ≤ 1/2𝐽 , it is immediate that∫ 1

0
|𝑇𝐽 (𝜃) | 𝑑𝜃 ≪ 2(1/2−𝛽)𝐽 . (17.67)

Thus 𝛽 reflects the margin by which we can say that ∥𝑇𝐽 ∥1 is smaller than
∥𝑇𝐽 ∥2.

Proof Let 𝑆𝐽 (𝜃) denote the sum to be bounded. By taking 𝑗 = 𝐽−2 in (17.66),
we find that

𝑆𝐽 (𝜃) =
2𝐽∑︁
𝑎=1

|𝑇2 (𝜃 + 𝑎/2𝐽 ) | |𝑇𝐽−2 (4𝜃 + 𝑎/2𝐽−2) |.

Here the second factor has period 2𝐽−2 with respect to 𝑎, so the above is

= 4
2𝐽−2∑︁
𝑎=1

|𝑇𝐽−2 (4𝜃 + 𝑎/2𝐽−2) |ℎ(𝜃 + 𝑎/2𝐽 )
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in the notation of Lemma 17.6. Hence by that lemma it is immediate that

𝑆𝐽 (𝜃) ≤ 4
√︃

2 +
√

2𝑆𝐽−2 (4𝜃).

We apply this 𝐾 = [𝐽/2] times to see that

𝑆𝐽 (𝜃) ≤
(
4
√︃

2 +
√

2
)𝐾
𝑆𝐽−2𝐾 (22𝐾𝜃).

But 𝑆0 (𝜃) ≪ 1, 𝑆1 (𝜃) ≪ 1, and 2(2 +
√

2)1/4 = 23/2−𝛽 , so we have the stated
result. □

By applying (17.66) and then Lemma 17.7 with 𝐽 replaced by 𝐽 − 𝑗 , we
deduce that

2𝐽− 𝑗∑︁
𝑐=1

|𝑇𝐽 (𝜃 + 𝑐/2𝐽− 𝑗 ) | ≪ |𝑇𝑗 (2𝐽− 𝑗𝜃) |2(3/2−𝛽) (𝐽− 𝑗 ) . (17.68)

In Theorem F.2 it is shown that if 𝜃 is irrational, then the numbers 𝑛𝜃
are uniformly distributed modulo 1; this is achieved by combining the simple
exponential sum estimate of Lemma 16.4 with Weyl’s Criterion. In general,
as we let 𝑛 run from 1 to 𝑁 , we expect that 𝑛𝜃 will fall into a short interval
𝐼 approximately the expected number of times. However, it can sometimes
happen that a short interval is hit far more times than expected. We now show
that this can only happen when 𝜃 has a rational approximation 𝑎/𝑞 that is
exceptionally good, and with 𝑞 unusually small.

Lemma 17.8 Let 𝜃 be a given real number. Suppose that 𝛿1 ≤ 𝛿2/12, that
𝑁 ≥ 3/𝛿2, and that 𝑛𝜃 ∈ 𝐼 = [𝜙 − 𝛿1, 𝜙 + 𝛿1] (mod 1) for at least 𝛿2𝑁 of the
integers 𝑛 ∈ [1, 𝑁]. Then there is an integer 𝑞 with 1 ≤ 𝑞 ≤ 9/𝛿2, such that

∥𝑞𝜃∥ ≤ 3𝛿1
𝛿2𝑁

. (17.69)

By Dirichlet’s theorem we know that there is a 𝑞 ≤ 𝑁 such that ∥𝑞𝜃∥ ≤ 1/𝑁 ,
but the 𝑞 described above gives a better approximation, and with a 𝑞 that is
quite small.

Proof Among the positive integers 𝑞 ≤ 𝑁 , let 𝑞 be the one for which ∥𝑞𝜃∥
is minimal. For 0 ≤ 𝑛 ≤ 𝑁 , arrange the numbers {𝑛𝜃} in increasing order,
and consider the minimal gap between consecutive terms, say {𝑛1𝜃} ≤ {𝑛2𝜃}.
Then ∥(𝑛1 − 𝑛2)𝜃∥ is the length of this gap. But 0 < |𝑛1 − 𝑛2 | ≤ 𝑁 , and
∥𝑞𝜃∥ is minimal, so we see that of all the gaps between the numbers {𝑛𝜃},
the gap between {𝑞𝜃} and 0 (or 1) is minimal. With 𝑛𝜃 ∈ 𝐼 for at least 𝛿2𝑁

values of 𝑁 , we have ≥ 𝛿2𝑁 − 1 gaps, each of length at least ∥𝑞𝜃∥. Hence
∥𝑞𝜃∥(𝛿2𝑁 − 1) ≤ 2𝛿1. This implies (17.69), since 𝛿2𝑁 ≥ 3.
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We divide the interval [1, 𝑁] into ≤ 𝑁/𝑞 + 1 intervals of length ≤ 𝑞. For a
given 𝑛0, we consider those 𝑛, 𝑛0 ≤ 𝑛 < 𝑛0 + 𝑞 such that 𝑛𝜃 ∈ 𝐼 (mod 1). We
put 𝛿 = 𝜃 − 𝑎/𝑞, so that

𝑛𝜃 = 𝑛0𝜃 + (𝑛 − 𝑛0)𝑎/𝑞 + (𝑛 − 𝑛0)𝛿.

By (17.69) we know that |𝛿 | ≤ 3𝛿1/(𝛿2𝑞𝑁). Hence

| (𝑛 − 𝑛0)𝛿 | ≤
3𝛿1
𝛿2𝑁

≤ 1
4𝑁

,

since 𝛿1 ≤ 𝛿2/12. Thus if 𝑛𝜃 ∈ 𝐼, then (𝑛 − 𝑛0)𝑎/𝑞 ∈ 𝐽 = [𝜙 − 𝑛0𝜃 − 𝛿1 −
1/(4𝑁), 𝜙−𝑛0𝜃+𝛿+1/(4𝑁)]. Since the numbers (𝑛−𝑛0)𝑎/𝑞 are in arithmetic
progression with common difference 1/𝑞, the number of 𝑛, 𝑛0 ≤ 𝑛 < 𝑛0 + 𝑞,
for which (𝑛−𝑛0)𝑎/𝑞 ∈ 𝐽 is ≤ 1+𝑞(2𝛿1 +1/(2𝑁)) ≤ 2𝛿1𝑞 +3/2 since 𝑞 ≤ 𝑁 .
Consequently, the total number of 𝑛 ≤ 𝑁 for which 𝑛𝜃 ∈ 𝐼 is

≤ (𝑁/𝑞 + 1) (2𝛿1𝑞 + 3/2) = 2𝛿1𝑁 + 3𝑁/(2𝑞) + 2𝛿1𝑞 + 3/2.

Since 𝑞 ≤ 𝑁 , the first and third terms on the right hand side sum to ≤ 4𝛿1𝑁 ≤
𝛿2𝑁/3. The last term is ≤ 𝛿2𝑁/2, since 𝑁 ≥ 3/𝛿2. Since the number of 𝑛 ≤ 𝑁

for which 𝑛𝜃 ∈ 𝐼 is by hypothesis ≥ 𝛿2𝑁 , we conclude that

𝛿2𝑁 ≤ 5
6
𝛿2𝑁 + 3𝑁

2𝑞
,

which implies that 𝑞 ≤ 9/𝛿2. □

With Lemmas 17.4–17.8 in hand, and most particularly with our nontrivial
estimates of ∥𝑇𝐽 ∥∞ and of ∥𝑇𝐽 ∥1, we are now in a position to apply Vaughan’s
identity with 𝑓 (𝑛) = (−1)𝑠 (𝑛) to prove

done as proper
cite Theorem 17.9 (Mauduit & Rivat, 2010) Let 𝑠(𝑛) denote the sum of the binary

digits of 𝑛. Then ∑︁
𝑛≤𝑁

(−1)𝑠 (𝑛)Λ(𝑛) ≪ 𝑁1−1/263. (17.70)

Proof For 𝑁 ≥ 2 we set

𝑇 (𝜃) =
∑︁
𝑛≤𝑁

(−1)𝑠 (𝑛)𝑒(𝑛𝜃).

If we choose 𝐽 so that 2𝐽−1 < 𝑁 ≤ 2𝐽 , then 𝑇 is a truncation of the sum 𝑇𝐽 ,
and hence by (E.21) and (E.23) we know that

∥𝑇 ∥∞ ≪ 𝑁1−𝛼 log 𝑁 (17.71)

and that
∥𝑇 ∥1 ≪ 𝑁1/2−𝛽 log 𝑁 (17.72)
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where𝛼 and 𝛽 are defined in (17.58) and Lemma 17.7. We take 𝑓 (𝑛) = (−1)𝑠 (𝑛)
in Vaughan’s identity in order to estimate 𝑆 =

∑
𝑛≤𝑁 𝑓 (𝑛)Λ(𝑛). Our treatment

of the Type I sums is very simple:∑︁
𝑛≤𝑁
𝑡 |𝑛

𝑓 (𝑛) = 1
𝑡

𝑡∑︁
𝑎=1

𝑇 (𝑎/𝑡).

By the triangle inequality and (17.71) it follows that∑︁
𝑡≤𝑈

��� ∑︁
𝑟≤𝑁/𝑡

𝑓 (𝑟𝑡)
��� ≪ 𝑈𝑁1−𝛼 log 𝑁. (17.73)

By replacing 𝑁 in (17.71) by 𝑤 and differencing, we see that

max
𝑤

��� ∑︁
𝑤≤𝑛≤𝑁

𝑓 (𝑛)𝑒(𝑛𝜃)
��� ≪ 𝑁1−𝛼 log 𝑁

uniformly in 𝜃. Hence by the same reasoning,∑︁
𝑑≤𝑉

max
𝑤≥1

��� ∑︁
𝑤≤ℎ≤𝑁/𝑑

𝑓 (𝑑ℎ)
��� ≪ 𝑉𝑁1−𝛼 log 𝑁.

Thus
𝑆3 ≪ 𝑉𝑁1−𝛼 (log 𝑁)2 (17.74)

in the notation of (17.9). We write 𝑆2 =
∑
𝑡≤𝑈 +∑

𝑈<𝑡≤𝑈𝑉 = 𝑆𝐼 + 𝑆𝐼 𝐼 ; then

𝑆𝐼 ≪ 𝑈𝑁1−𝛼 (log 𝑁𝑈𝑉)2 (17.75)

by (17.73). We treat 𝑆𝐼 𝐼 and 𝑆4 as Type II sums, and for that we show that if
|𝑏𝑚 | ≤ 1 for all 𝑚, |𝑐𝑘 | ≤ 1 for all 𝑘 , and 𝑀 ≤ 𝐾 , then∑︁

𝑀<𝑚≤2𝑀
𝐾<𝑘≤2𝐾
𝑚𝑘≤𝑁

𝑏𝑚𝑐𝑘 𝑓 (𝑚𝑘) ≪ 𝐾1+𝜀𝑀1−𝛽/(3−4𝛽)+𝜀

+ 𝐾1−1/(10−8𝛽)+𝜀𝑀1+(1−2𝛽)/(10−8𝛽)+𝜀 . (17.76)

Here the second term is largest when 𝑀 ≍ 𝐾 ≍ 𝑁1/2, at which point it is
≍ 𝑁1−𝛽/(10−8𝛽) . Here 𝛽/(10 − 8𝛽) = 0.00598 . . . > 1/200. The first term on
the right above becomes larger as 𝑀 becomes smaller (with 𝐾 ≍ 𝑁/𝑀), but we
take 𝑈 = 𝑉 = 𝑁𝛼(3−4𝛽)/(3−3𝛽) , and note that then 𝑁𝑈−𝛽/(3−4𝛽) = 𝑈𝑁1−𝛼 =

𝑁1−𝛼𝛽/(3−3𝛽) . Here 𝛼𝛽/(3 − 3𝛽) = 0.0038104 > 1/263. To treat a block with
𝑀 > 𝐾 we simply reverse the roles of 𝑚 and 𝑘 . For 𝑆4 we take

𝑏𝑚 = 𝜇(𝑚), 𝑐𝑘 =
1

log 𝑁

∑︁
𝑑 |𝑘
𝑑>𝑉

Λ(𝑑)
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or vice versa if 𝑀 > 𝐾 . Conditions such as 𝑚 > 𝑈 and 𝑘 > 𝑉 can be met by
stipulating that 𝑏𝑚 = 0 if 𝑚 ≤ 𝑈 and 𝑐𝑘 = 0 if 𝑘 ≤ 𝑉 . To treat 𝑆𝐼 𝐼 we take

𝑏𝑚 =

{
𝑏(𝑚)/log 𝑁 (𝑚 ≥ 𝑈),
0 (𝑚 < 𝑈),

𝑐𝑘 =

{
1 (𝑘 ≤ 𝑈𝑉),
0 (𝑘 > 𝑈𝑉)

or vice versa.
By Cauchy’s inequality, the left hand side of (17.76) is

≤ 𝑀1/2
( ∑︁
𝑀<𝑚≤2𝑀

��� ∑︁
𝐾<𝑘≤2𝐾
𝑚𝑘≤𝑁

𝑐𝑘 𝑓 (𝑚𝑘)
���2)1/2

.

Thus to prove (17.76), it suffices to show that∑︁
𝑀<𝑚≤2𝑀

��� ∑︁
𝐾<𝑘≤2𝐾
𝑚𝑘≤𝑁

𝑐𝑘 𝑓 (𝑚𝑘)
���2 ≪ 𝐾2+𝜀𝑀1−2𝛽/(3−4𝛽)+𝜀

+ 𝐾2−1/(5−4𝛽)+𝜀𝑀1+(1−2𝛽)/(5−4𝛽)+𝜀 .
(17.77)

By van der Corput’s lemma (Lemma 16.8) we see that��� ∑︁
𝐾<𝑘≤2𝐾
𝑚𝑘≤𝑁

𝑐𝑘 𝑓 (𝑚𝑘)
���2

≤ 𝐾 + 𝐻 − 1
𝐻

∑︁
𝐾<𝑘≤2𝐾
𝑚𝑘≤𝑁

|𝑐𝑘 𝑓 (𝑚𝑘) |2

+ 2 Re
𝐾 + 𝐻 − 1

𝐻

𝐻∑︁
ℎ=1

(1 − ℎ/𝐻)
∑︁

𝐾<𝑘≤2𝐾−ℎ
𝑚(𝑘+ℎ)≤𝑁

𝑐𝑘+ℎ𝑐𝑘 𝑓 (𝑚(𝑘 + ℎ)) 𝑓 (𝑚𝑘).

Here 𝐻 is a parameter to be chosen later, subject to 𝐻 ≤ 𝐾 . The first term on
the right hand side above is ≪ 𝐾2/𝐻. We sum the above over 𝑚 to see that the
left hand side of (17.77) is

≪ 𝐾2𝑀

𝐻
+ 𝐾
𝐻

𝐻∑︁
ℎ=1

∑︁
𝐾<𝑘≤2𝐾

��� ∑︁
𝑀<𝑚≤2𝑀
𝑚(𝑘+ℎ)≤𝑁

𝑓 (𝑚(𝑘 + ℎ)) 𝑓 (𝑚𝑘)
���. (17.78)

Let 𝑛 =
∑
𝑗 𝑑 𝑗2 𝑗 be the binary expansion of 𝑛. We divide 2𝐽 into 𝑛, so that

𝑛 = 𝑞2𝐽+𝑟 . Then 𝑟 =
∑
𝑗<𝐽 𝑑 𝑗2 𝑗 and 𝑠(𝑛) = 𝑠(𝑞)+𝑠(𝑟). Put 𝑠𝐽 (𝑛) =

∑
𝑗<𝐽 𝑑 𝑗 =

𝑠(𝑟) = 𝑠(𝑛)−𝑠(𝑞). Thus if 𝑞2𝐽 ≤ 𝑚, 𝑛 < (𝑞+1)2𝐽 , then 𝑠(𝑚)−𝑠𝐽 (𝑚) = 𝑠(𝑞) =
𝑠(𝑛) − 𝑠𝐽 (𝑛). Put 𝑓𝐽 (𝑛) = (−1)𝑠𝐽 (𝑛) . Then 𝑓 (𝑚(𝑘 + ℎ)) 𝑓 (𝑚𝑘) = 𝑓𝐽 (𝑚(𝑘 +
ℎ)) 𝑓𝐽 (𝑚𝑘) unless there is a multiple of 2𝐽 between𝑚𝑘 and𝑚(𝑘+ℎ). We choose
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𝐽 so that 2𝐽 is large compared with𝑀𝐻, but small compared with𝑀𝐾 . Suppose
that 𝑚𝑘 < 𝑞2𝐽 ≤ 𝑚(𝑘 + ℎ). Then {𝑚𝑘/2𝐽 } ≥ 1 − 𝑚ℎ/2𝐽 ≥ 1 − 2𝑀𝐻/2𝐽 .
Thus ∑︁

𝑀<𝑚≤2𝑀
𝑚(𝑘+ℎ)≤𝑁

𝑓 (𝑚𝑘) 𝑓 (𝑚(𝑘 + ℎ)) =
∑︁

𝑀<𝑚≤2𝑀
𝑚(𝑘+ℎ)≤𝑁

𝑓𝐽 (𝑚𝑘) 𝑓𝐽 (𝑚(𝑘 + ℎ))

+𝑂
( ∑︁

𝑀<𝑚≤2𝑀
{𝑚𝑘/2𝐽 }≥1−2𝑀𝐻/2𝐽

1
)
.

(17.79)

We group pairs 𝑚, 𝑘 according to the value of 𝑚𝑘 to see that

𝐾

𝐻

𝐻∑︁
ℎ=1

∑︁
𝐾<𝑘≤2𝐾

∑︁
𝑀<𝑚≤2𝑀

{𝑚𝑘/2𝐽 }≥1−2𝑀𝐻/2𝐽

1 ≪ 𝐾1+𝜀𝑀 𝜀
∑︁

𝑛≤4𝑀𝐾
{𝑛/2𝐽 }≥1−2𝑀𝐻/2𝐽

1

since 𝑑 (𝑛) ≪ (𝑀𝐾)𝜀 . We divide the interval (0, 4𝑀𝐾] into ≪ 𝑀𝐾/2𝐽

intervals of length 2𝐽 . For 𝑛 in an interval of length 2𝐽 , the inequality {𝑛/2𝐽 } ≥
1 − 4𝑀𝐻/2𝐽 holds for ≪ 𝑀𝐻 values of 𝑛. Hence the above is

≪ (𝐾𝑀)2+𝜀𝐻/2𝐽 . (17.80)

The function 𝑓𝐽 is periodic with period 2𝐽 , and so has a finite Fourier transform,

�̂�𝐽 (𝑎) =
1

2𝐽
2𝐽∑︁
𝑛=1

𝑓𝐽 (𝑛)𝑒(−𝑎𝑛/2𝐽 ) = 1
2𝐽
𝑇𝐽 (−𝑎/2𝐽 ),

so that

𝑓𝐽 (𝑛) =
2𝐽∑︁
𝑎=1

�̂�𝐽 (𝑎)𝑒(𝑎𝑛/2𝐽 ).

Thus the first term on the right hand side of (17.79) is

2𝐽∑︁
𝑎=1

2𝐽∑︁
𝑏=1

�̂�𝐽 (𝑎) �̂�𝐽 (𝑏)
∑︁

𝑀<𝑚≤2𝑀
𝑚(𝑘+ℎ)≤𝑁

𝑒((𝑎𝑚(𝑘 + ℎ) + 𝑏𝑚𝑘)/2𝐽 )

≪
2𝐽∑︁
𝑎=1

2𝐽∑︁
𝑏=1

| �̂�𝐽 (𝑎) �̂�𝐽 (𝑏) | min(𝑀, 1/∥(𝑎(𝑘 + ℎ) + 𝑏𝑘)/2𝐽 ∥)

by (16.4). To (17.78) this contributes an amount

≪ 𝐾

𝐻

𝐻∑︁
ℎ=1

∑︁
𝐾<𝑘≤2𝐾

2𝐽∑︁
𝑎=1

2𝐽∑︁
𝑏=1

| �̂�𝐽 (𝑎) �̂�𝐽 (𝑏) | min(𝑀, 1/∥(𝑎(𝑘 + ℎ) + 𝑏𝑘)/2𝐽 ∥).
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Our estimate for this depends on the power of 2 dividing 𝑎+𝑏. Write 𝑎+𝑏 = 𝑐2 𝑗

with 𝑐 odd. We may assume that 𝑎 and 𝑏 are odd, since �̂�𝐽 (𝑎) = 0 if 𝑎 is even.
Thus 1 ≤ 𝑗 ≤ 𝐽, and the above is

≪ 𝐾

𝐻

2𝐽∑︁
𝑎=1

𝐽∑︁
𝑗=1

2𝐽− 𝑗∑︁
𝑐=1
2∤𝑐

| �̂�𝐽 (𝑎) �̂�𝐽 (𝑐2 𝑗 − 𝑎) |

×
𝐻∑︁
ℎ=1

∑︁
𝐾<𝑘≤2𝐾

min(𝑀, 1/∥𝑐𝑘/2𝐽− 𝑗 + 𝑎ℎ/2𝐽 ∥).

(17.81)

Let 𝑤1 (ℎ) be weights that arise when Lemma 17.4 is applied to the interval
[1, 𝐻], and let 𝑤2 (𝑘) denote the weights when Lemma 17.4 is applied to the
interval [𝐾, 2𝐾]. Then

𝐻∑︁
ℎ=1

∑︁
𝐾<𝑘≤2𝐾

min(𝑀, 1/∥𝑐𝑘/2𝐽− 𝑗 + 𝑎ℎ/2𝐽 ∥)

≤
∞∑︁

ℎ=−∞

∞∑︁
𝑘=−∞

𝑤1 (ℎ)𝑤2 (𝑘) min(𝑀, 1/∥𝑐𝑘/2𝐽− 𝑗 + 𝑎ℎ/2𝐽 ∥).

Let 𝑔(𝑥) be defined as in Theorem E.6. Then the above is

≪
∞∑︁

ℎ=−∞

∞∑︁
𝑘=−∞

𝑤1 (ℎ)𝑤2 (𝑘)𝑔(𝑐𝑘/2𝐽− 𝑗 + 𝑎ℎ/2𝐽 )

=

𝑀∑︁
𝑚=−𝑀

�̂�(𝑚)
∞∑︁

ℎ=−∞
𝑤1 (ℎ)𝑒(𝑚𝑎ℎ/2𝐽 )

∞∑︁
𝑘=−∞

𝑤2 (𝑘)𝑒(𝑚𝑐𝑘/2𝐽− 𝑗 )

=

𝑀∑︁
𝑚=−𝑀

�̂�(𝑚)𝑊1 (𝑚𝑎/2𝐽 )𝑊2 (𝑚𝑐/2𝐽− 𝑗 ).

By Lemmas 17.4 and Theorem E.6, this is

≪ 𝐻𝐾 (log𝑀)
(
1 +

𝑀∑︁
𝑚=1

∥𝑚𝑎/2𝐽 ∥<1/𝐻
∥𝑚𝑐/2𝐽− 𝑗 ∥<1/𝐾

1
)
. (17.82)

By (17.68) we see that

2𝐽− 𝑗∑︁
𝑐=1

| �̂�𝐽 (𝑐2 𝑗 − 𝑎) | ≪ | �̂� 𝑗 (𝑎) |2(1/2−𝛽) (𝐽− 𝑗 ) . (17.83)
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Hence
𝐽∑︁
𝑎=1

| �̂�𝐽 (𝑎) |
2𝐽− 𝑗∑︁
𝑐=1

| �̂�𝐽 (𝑐2 𝑗 − 𝑎) | ≪ 2(1/2−𝛽) (𝐽− 𝑗 )
2𝐽∑︁
𝑎=1

| �̂�𝐽 (𝑎) �̂� 𝑗 (𝑎) |. (17.84)

By (17.66) we see that

�̂�𝐽 (𝑎) =
1

2𝐽
𝑇𝐽 (𝑎/2𝐽 ) = 1

2𝐽
𝑇𝐽− 𝑗 (𝑎/2𝐽 )𝑇𝑗 (𝑎/2 𝑗 )

=
1

2𝐽− 𝑗
𝑇𝐽− 𝑗 (𝑎/2𝐽 ) �̂� 𝑗 (𝑎). (17.85)

Write 𝑎 = 𝑎0 + 𝑎12 𝑗 . Then the right hand side of (17.84) is

= 2(−1/2−𝛽) (𝐽− 𝑗 )
2 𝑗∑︁
𝑎0=1

| �̂� 𝑗 (𝑎0) |2
2𝐽− 𝑗∑︁
𝑎1=1

|𝑇𝐽− 𝑗 (𝑎0 + 𝑎1/2𝐽− 𝑗 ) |.

By Lemma 17.7 this is

≪ 2(1−2𝛽) (𝐽− 𝑗 )
𝑗∑︁

𝑎0=1
| �̂� 𝑗 (𝑎0) |2.

Here the sum over 𝑎0 is = 1 by Parseval’s identity, so we conclude that

𝐽∑︁
𝑎=1

| �̂�𝐽 (𝑎) |
2𝐽− 𝑗∑︁
𝑐=1

| �̂�𝐽 (𝑐2 𝑗 − 𝑎) | ≪ 2(1−2𝛽) (𝐽− 𝑗 ) . (17.86)

Hence the term 𝐻𝐾 log𝑀 in (17.82), which reflects the mean value of
min(𝑀, 1/∥𝑥∥), contributes to (17.81) an amount that is

≪ 𝐾22(1−2𝛽)𝐽 log𝑀. (17.87)

It remains to estimate

𝐾2 (log𝑀)
2𝐽∑︁
𝑎=1

𝐽∑︁
𝑗=1

2𝐽− 𝑗∑︁
𝑐=1
2∤𝑐

| �̂�𝐽 (𝑎) �̂�𝐽 (𝑐2 𝑗 − 𝑎) |
𝑀∑︁
𝑚=1

∥𝑚𝑎/2𝐽 ∥<1/𝐻
∥𝑚𝑐/2𝐽− 𝑗 ∥<1/𝐾

1. (17.88)

The way that we proceed depends on the size of 2𝐽− 𝑗 . Suppose first that
2𝐽− 𝑗 ≥ 𝐾 . Since 𝑀 ≤ 𝐾 , the numbers 𝑚 = 1, 2, . . . , 𝑀 comprise at most one
complete system of residues modulo 2𝐽− 𝑗 , and hence the number of them for
which ∥𝑚𝑐/2𝐽− 𝑗 ∥ ≤ 1/𝐾 is ≪ 2𝐽− 𝑗/𝐾 since 𝑐 is odd. By (17.86), such a 𝑗
contributes to (17.88) an amount

≪ 𝐾2(2−2𝛽) (𝐽− 𝑗 ) log𝑀,
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and the sum over such 𝑗 contributes

≪ 𝐾2(2−2𝛽)𝐽 log𝑀. (17.89)

Next suppose that 𝑀 < 2𝐽− 𝑗 < 𝐾 . For 1 ≤ 𝑚 ≤ 𝑀 < 2𝐽− 𝑗 we have 𝑚 . 0
(mod 2𝐽− 𝑗 ), and hence ∥𝑚𝑐/2𝐽− 𝑗 ∥ ≥ 1/2𝐽− 𝑗 > 1/𝐾 . Thus in (17.86), the sum
over 𝑚 is empty when 𝑀 < 2𝐽− 𝑗 < 𝐾 . Finally, suppose that 2𝐽− 𝑗 ≤ 𝑀 . Since
𝐾 ≥ 𝑀 , the inequality ∥𝑚𝑐/2𝐽− 𝑗 ∥ < 1/𝐾 holds only when 𝑚 is a multiple of
2𝐽− 𝑗 . Write 𝑚 = 𝑟2𝐽− 𝑗 . Then we have to estimate

𝐾2 (log𝑀)
2𝐽∑︁
𝑎=1

∑︁
𝑗

1≤2𝐽− 𝑗≤𝑀

2𝐽− 𝑗∑︁
𝑐=1

| �̂�𝐽 (𝑎) �̂�𝐽 (𝑐2 𝑗 − 𝑎) |
𝑀/2𝐽− 𝑗∑︁
𝑟=1

∥𝑟𝑎/2 𝑗 ∥<1/𝐻

1. (17.90)

To the extent possible, we argue as before. By (17.83) the above is

≪ 𝐾2 (log𝑀)
2𝐽∑︁
𝑎=1

∑︁
𝑗

1≤2𝐽− 𝑗≤𝑀

2(1/2−𝛽) (𝐽− 𝑗 ) | �̂�𝐽 (𝑎) �̂� 𝑗 (𝑎) |
𝑀/2𝐽− 𝑗∑︁
𝑟=1

∥𝑟𝑎/2 𝑗 ∥<1/𝐻

1.

We appeal to (17.85) and write 𝑎 = 𝑎0 + 𝑎12 𝑗 to see that the above is

= 𝐾2 (log𝑀)
∑︁
𝑗

1≤2𝐽− 𝑗≤𝑀

2(−1/2−𝛽) (𝐽− 𝑗 )
2 𝑗∑︁
𝑎0=1

| �̂� 𝑗 (𝑎0) |2

×
𝑀/2𝐽− 𝑗∑︁
𝑟=1

∥𝑟𝑎/2 𝑗 ∥<1/𝐻

2𝐽− 𝑗∑︁
𝑎1=1

|𝑇𝐽− 𝑗 (𝑎0/2𝐽 + 𝑎1/2𝐽− 𝑗 ) |.

We apply Lemma 17.7 to the sum over 𝑎1, and thus see that the above is

≪ 𝐾2 (log𝑀)
∑︁
𝑗

1≤2𝐽− 𝑗≤𝑀

2(1−2𝛽) (𝐽− 𝑗 )
2 𝑗∑︁
𝑎0=1

| �̂� 𝑗 (𝑎0) |2
𝑀/2𝐽− 𝑗∑︁
𝑟=1

∥𝑟𝑎0/2 𝑗 ∥<1/𝐻

1. (17.91)

In general, we would expect the sum over 𝑟 to be about 𝑀/(𝐻2𝐽− 𝑗 ) in size. Let
𝐵 be chosen later, 𝐵 ≤ 𝐻. The 𝑎0 for which the sum over 𝑟 is ≤ 𝑀/(𝐵2𝐽− 𝑗 ) con-
tribute an amount ≪ 𝑀/(𝐵2𝐽− 𝑗 ), by Parseval’s identity. Now consider those
𝑎0 for which the sum over 𝑟 lies between 2𝑖𝑀/(𝐵2𝐽− 𝑗 ) and 2𝑖+1𝑀/(𝐵2𝐽− 𝑗 ).
This is far more solutions than we expect, and by Lemma 17.8 it follows that
there is a 𝑞 ≪ 𝐵/2𝑖 such that ∥𝑞𝑎0/2 𝑗 ∥ ≪ 𝐵2𝐽− 𝑗/(2𝑖𝐻𝑀). Let ℎ denote the
integer nearest 𝑞𝑎0/2 𝑗 . Then 1 ≤ ℎ ≤ 𝑞, and���𝑎0 −

2 𝑗ℎ
𝑞

��� ≪ 𝐵2𝐽

2𝑖𝐻𝑀𝑞
,
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so for each ℎ there are ≪ 𝐵2𝐽/(2𝑖𝐻𝑀𝑞) such 𝑎0. (There is no need to add 1 to
this estimate, since the interval in which the 𝑎0 lie has length≫ 1.) On summing
over ℎ and over 𝑞 ≪ 𝐵/2𝑖 , we find that there are ≪ 𝐵22𝐽/(22𝑖𝐻𝑀) values 𝑎0
in question. Since �̂� 𝑗 (𝑎0) ≪ 2−𝛼 𝑗 by (17.58), we find that the contribution of
such 𝑎0 is ≪ 𝐵2(1−2𝛼) 𝑗/(2𝑖𝐻). We sum over 𝑖, and combine our estimates to
see that

2 𝑗∑︁
𝑎0=1

| �̂� 𝑗 (𝑎0) |2
𝑀/2𝐽− 𝑗∑︁
𝑟=1

∥𝑟𝑎0/2 𝑗 ∥<1/𝐻

1 ≪ 𝑀

𝐵2𝐽− 𝑗
+ 𝐵2(1−2𝛼) 𝑗

𝐻
.

To optimize this bound we take 𝐵 = 𝑀1/2𝐻1/22−𝐽/2+𝛼 𝑗 , and thus see that

2 𝑗∑︁
𝑎0=1

| �̂� 𝑗 (𝑎) |2
𝑀/2𝐽− 𝑗∑︁
𝑟=1

∥𝑟𝑎0/2 𝑗 ∥<1/𝐻

1 ≪ 𝑀1/2𝐻−1/22−𝐽/2+(1−𝛼) 𝑗 . (17.92)

Hence the quantity (17.91) is

≪ 𝐾2𝑀1/2𝐻−1/22(1/2−𝛼)𝐽 (log𝑀)
∑︁
𝑗

1≤2𝐽− 𝑗≤𝑀

2(𝛼−2𝛽) (𝐽− 𝑗 ) .

But 𝛼 − 2𝛽 > 0, so the largest term occurs when 2𝐽− 𝑗 ≍ 𝑀 , and hence the
above is

≪ 𝐾2𝑀1/2+𝛼−2𝛽𝐻−1/22(1/2−𝛼)𝐽 log𝑀. (17.93)

On combining this with (17.78), (17.80), (17.87), and (17.89), we conclude
that the left hand side of (17.77) is

≪𝐾2𝑀𝐻−1 + (𝐾𝑀)2+𝜀𝐻2−𝐽 + 𝐾22(1−2𝛽)𝐽 log𝑀

+ 𝐾2(2−2𝛽)𝐽 log𝑀 + 𝐾2𝑀1/2+𝛼−2𝛽𝐻−1/22(1/2−𝛼)𝐽 log𝑀.

Suppose that 2𝐽 ≍ 𝑀𝐻𝐴. Then (apart from the 𝜀 in the exponent), the first two
terms are ≪ 𝐾2𝑀 (1/𝐻 + 1/𝐴). If 𝐴 and 𝐻 are allowed to vary in such a way
that 𝐴𝐻 is held constant, then the third and fourth terms above are fixed, and
the sum of the first two terms is minimized by taking 𝐴 = 𝐻. Accordingly, we
take 𝐽 so that 2𝐽 ≍ 𝑀𝐻2. Thus the above is

≪𝐾2+𝜀𝑀1+𝜀𝐻−1 + 𝐾2𝑀1−2𝛽𝐻2−4𝛽 log𝑀

+ 𝐾𝑀2−2𝛽𝐻4−4𝛽 log𝑀 + 𝐾2𝐻1/2−2𝛼𝑀1−2𝛽 log𝑀.

Here the last term is smaller than the second one, so may be ignored. If
𝐾1−4𝛽/3 ≤ 𝑀 ≤ 𝐾 , then we take 𝐻 = 𝐾1/(5−4𝛽)/𝑀 (1−2𝛽)/(5−4𝛽) . Then the first
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and third terms are roughly equal and the second term is smaller. In this range,
all terms are

≪ 𝐾1−1/(5−4𝛽)+𝜀𝑀1+(1−2𝛽)/(5−4𝛽)+𝜀 .

For 2 ≤ 𝑀 ≤ 𝐾1−4𝛽/3, we take 𝐻 = 𝑀2𝛽/(3−4𝛽) . Then the first and second
terms are nearly equal, and the third one is smaller. In this range, all terms are

≪ 𝐾2+𝜀𝑀1−2𝛽/(3−4𝛽)+𝜀 .

Thus we have (17.77), and the proof is complete. □

We note that (17.92) is worse than the trivial bound
2 𝑗∑︁
𝑎0=1

| �̂� 𝑗 (𝑎) |2
𝑀/2𝐽− 𝑗∑︁
𝑟=1

∥𝑟𝑎0/2 𝑗 ∥<1/𝐻

1 ≪ 𝑀2−(𝐽− 𝑗 )
2 𝑗∑︁
𝑎0=1

| �̂� 𝑗 (𝑎) |2 ≪ 𝑀2−(𝐽− 𝑗 )

when 2𝛼(𝐽− 𝑗 ) > 𝑀𝛼𝐻−1/2+2𝛼. Thus we could improve on (17.93), but this
would not lead to a stronger conclusion because the bound in (17.93) makes a
smaller contribution than the estimate (17.87).

17.4.1 Exercises
1. For 0 ≤ 𝑟 ≤ 1, let 𝑓𝑟 (𝜃) = log |1 − 𝑟𝑒(𝜃) |.

(a) Show that if 0 ≤ 𝑟 < 1, then

𝑓𝑟 (𝜃) = −
∞∑︁
𝑛=1

𝑟𝑛

𝑛
cos 2𝜋𝑛𝜃.

(b) Show that if 𝜃 ∉ Z, then
∑∞
𝑛=1 (cos 2𝜋𝑛𝜃)/𝑛 converges.

(c) By Abel’s theorem (cf §5.2), deduce that

𝑓1 (𝜃) = −
∞∑︁
𝑛=1

cos 2𝜋𝑛𝜃
𝑛

when 𝜃 ∉ Z.
(d) Show that

𝑓1 (𝜃) − 𝑓𝑟 (𝜃) ≪ min
(1 − 𝑟
∥𝜃∥ , log

1 − 𝑟
∥𝜃∥

)
.

(e) Deduce that ∥ 𝑓1 − 𝑓𝑟 ∥1 ≪ (1 − 𝑟) log(2/(1 − 𝑟)).
(f) Show that if 0 ≤ 𝑟 < 1, then

�̂�𝑟 (𝑛) =

−𝑟 |𝑛 |
2|𝑛| (𝑛 ≠ 0),

0 (𝑛 = 0)
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(g) By the inequality | �̂�𝑟 (𝑛) − �̂�1 (𝑛) | ≤ ∥ 𝑓𝑟 − 𝑓1∥1, deduce that

�̂�1 (𝑛) =

−1
2𝑛

(𝑛 ≠ 0),

0 (𝑛 = 0).

(h) Deduce (17.61).
(i) Deduce (17.62).

2. (a) Show that |1 − 𝑒(𝜃) | + |1 + 𝑒(𝜃) | ≤ 2
√

2 for all 𝜃.

(b) Let 𝑆𝐽 (𝜃) denote the sum in Lemma 17.7. Show that

𝑆𝐽 (𝜃) ≤ 2
√

2𝑆𝐽−1 (2𝜃).

3. For 1 ≤ 𝑛 ≤ 𝑁 , let 𝑋𝑛 denote independent random variables with 𝑃(𝑋𝑛 =

±1) = 1/2. For a generic point 𝜔 of our probability space, let 𝑓𝜔 (𝜃) =∑𝑁
𝑛=1 𝑋𝑛𝑒(𝑛𝜃) denote a random exponential polynomial.

(a) Show that ∫ 1

0
| 𝑓𝜔 (𝜃) |2 𝑑𝜃 = 𝑁

for all 𝜔.
(b) Show that ∫ 1

0
| 𝑓𝜔 (𝜃) |4 𝑑𝜃 =

2𝑁∑︁
𝑛=2

( ∑︁
1≤𝑚,𝑘≤𝑁
𝑚+𝑘=𝑛

𝑋𝑚𝑋𝑘

)2
.

(c) Show that the number of pairs (𝑚, 𝑘) with 1 ≤ 𝑚, 𝑘 ≤ 𝑁 and 𝑚 + 𝑘 = 𝑛

is max(0, 𝑁 − |𝑁 + 1 − 𝑛|).
(d) Show that if 𝑛 is odd, 2 ≤ 𝑛 ≤ 2𝑁 , then

𝐸

[ ∑︁
1≤𝑚1 ,𝑘1 ,𝑚2 ,𝑘2≤𝑁
𝑚1+𝑘1=𝑚2+𝑘2=𝑛

𝑋𝑚1𝑋𝑘1𝑋𝑚2𝑋𝑘2

]
= 2(𝑁 − |𝑁 + 1 − 𝑛|).

(e) Show that if 𝑛 is even, 2 ≤ 𝑛 ≤ 2𝑁 , then

𝐸

[ ∑︁
1≤𝑚1 ,𝑘1 ,𝑚2 ,𝑘2≤𝑁
𝑚1+𝑘1=𝑚2+𝑘2=𝑛

𝑋𝑚1𝑋𝑘1𝑋𝑚2𝑋𝑘2

]
= 2(𝑁 − |𝑁 + 1 − 𝑛|) − 1.

(f) Show that

𝐸

[ ∫ 1

0
| 𝑓𝜔 (𝜃) |4 𝑑𝜃

]
= 2𝑁2 − 𝑁.
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(g) Deduce that

𝑃

( ∫ 1

0
| 𝑓𝜔 (𝜃) |4 𝑑𝜃 > 4𝑁2

)
≤ 1

2
.

(h) Show that ∫ 1

0
| 𝑓 |2 ≤

( ∫ 1

0
| 𝑓 |

)2/3 ( ∫ 1

0
| 𝑓 |4

)1/3

for all 𝑓 .
(i) Show that

𝑃

( ∫ 1

0
| 𝑓𝜔 (𝜃) | 𝑑𝜃 ≥

√
𝑁

2

)
≥ 1

2
.

With more work, it can be shown that
∫ 1

0 | 𝑓𝜔 (𝜃) |4 𝑑𝜃 is usually near its
expectation, with the result that the probability considered in (i) above tends
rapidly to 1 as 𝑁 tends to infinity. Also, it is unlikely that ∥ 𝑓𝜔 ∥∞ would be
much larger than

√︁
𝑁 log 𝑁 . Hence in Lemma 17.7 and (17.59) we see that

the coefficients (−1)𝑠 (𝑛) produce behavior that would be highly atypical for
a random sequence.

4. Suppose that 0 < 𝛿1 ≤ 𝛿2/2, that 𝑁 ≥ 1/𝛿2, that 1 ≤ 𝑞 ≤ 1/(2𝛿2), choose
𝑎 so that (𝑎, 𝑞) = 1, put 𝜃 = 𝑎/𝑞 + 𝛿1/(𝛿2𝑞𝑁), and set 𝐼 = [0, 2𝛿1].

(a) Show that ∥𝑞𝜃∥ = 𝛿1/(𝛿2𝑁).
(b) Show that 𝑛𝜃 ∈ 𝐼 (mod 1) for at least 𝛿2𝑁 values of 𝑛, 1 ≤ 𝑛 ≤ 𝑁 .

5. (Mauduit, Montgomery & Rivat, 2018)done as proper
cite

(a) Explain why |𝑇𝐽 (𝜃) |4 = |𝑇𝐽−2 (𝜃) |4 |𝑇2 (2𝐽−2𝜃) |4.
(b) Explain why |𝑇𝐽−1 (𝜃) |4 = |𝑇𝐽−2 (𝜃) |4 |𝑇1 (2𝐽−2𝜃) |4.
(c) Write |𝑇2 (𝛼) |4 − 2|𝑇1 (𝛼) |4 − 16 =

∑6
𝑛=0 𝑐𝑛 cos 2𝜋𝑛𝛼. Show that 𝑐0 =

𝑐1 = 0.
(d) Explain why

∫ 1
0 |𝑇𝐽−2 (𝜃) |4𝑒(𝑘𝜃) 𝑑𝜃 = 0 if |𝑘 | ≥ 2𝐽−1 − 1.

(e) Put 𝑢𝐽 =
∫ 1

0 |𝑇𝐽 (𝜃) |4 𝑑𝜃. Show that 𝑢0 = 1, 𝑢1 = 6, and that

𝑢𝐽 = 2𝑢𝐽−1 + 16𝑢𝐽−2

for 𝐽 ≥ 2.
(f) Show that

𝑢𝐽 =
17 + 5

√
17

34
(1 +

√
17)𝐽 + 17 − 5

√
17

34
(1 −

√
17)𝐽 .
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17.5 Notes

Section 17.1. The description of the various sums as being of Type I or Type added auto-
crossrefsII was introduced in Vaughan (1977b). The identity (17.6) connecting 𝑆 with

𝑆1, 𝑆2, 𝑆3 and 𝑆4 was first displayed in Vaughan (1977a). The proof there
was elementary, and the identity was discovered during an investigation of the
properties of ∑︁

𝑚 |𝑛
𝑚≤𝑈

𝜇(𝑚).

Methods based on the identity (17.4) had already been used in Vaughan (1975)
which had been noticed as an improvement of Gallagher’s identity

− 𝜁
′

𝜁
= −2𝜁 ′𝐺 + 𝜁 ′𝜁𝐺2 − 𝜁 ′𝜁

(
1
𝜁
− 𝐺

)2
.

This would be considered now a special case of Heath-Brown’s identity (Heath-
Brown, 1982), which is discussed in Exercise 17.1.1.6. Montgomery then poin- check number
ted out that (17.4) and (17.6) are simply different manifestations of the same
underlying relationship.

The introduction of the relatively simple identity (17.6) lead to a revived
interest in a number of cognate problems that had otherwise been considered
inaccessible. From among the many examples, we note the work of Heath-
Brown & Patterson (1979) on the distribution of the arguments of Kummer
sums (see also Heath-Brown, 1982), and also the work Green & Tao (2012) on
the nature of the Möbius function.

Section 17.2. On the hypothesis of Theorem 17.1, Vinogradov (1937b)
showed by a method based on the sieve of Eratosthenese that

𝑆(𝛼) ≪
(
𝑁𝑞−1/2 + 𝑁 exp(− 1

2
√︁

log 𝑁) + 𝑁 1
2 𝑞

1
2

)
(log 𝑁) 9

2 ,

see also Vinogradov (1954), Chapter 9, Theorem 1. Vinogradov later made a
number of improvements to this, and applied the technique to other situations.
The ultimate result is Theorem 3 in Chapter 9 of Vinogradov (1954). For a
general account of his work see the Royal Society obituary at Cassels, Vaughan
(1985).

In response to a question of N. J. Fine, Besicovitch (1961) showed that there
exist continuous 1-periodic real-valued non-constant even functions 𝑓 such that∑𝑞

𝑎=1 𝑓 (𝑎/𝑞) = 0 for all positive integers 𝑞. The construction of Bateman &
Chowla (1963), found in Exercise 17.2.1.6, is simpler. The graph in Figure 17.1 check ex num-

ber
added autoref
for fig.

is based on a rigorous computation of Re 𝑔(𝑥) at 10,023 points together with
linear interpolation.
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Section 17.3. Concerning 𝑛2+1, the quantitative conjecture with the constant
𝐶 in (17.42) is Conjecture E in §5.42 of Hardy & Littlewood (1922).

Instead of breaking the interval (𝐾, 4𝐾] into subintervals𝒦𝑟 , we can restrict
attention to terms near the diagonal by applying van der Corput differencing
(Lemma 16.8), as we do in the proof of Theorem 17.9.

Theorem 17.2 is in Piaetski-Shapiro (1953). The connection with exponentialcheck number;
added autoref sums and the van der Corput method has led to many refinements over the years.

The best result currently is that the 12
11 has been replaced by 243

205 by Rivat & Wu
(2001).

Section 17.4. For an integer 𝑞 > 1 and a positive integer 𝑛, let 𝑠𝑞 (𝑛) denote
the sum of the digits in the base 𝑞 expansion of 𝑛. Gel’fond (1967/1968) posed
the problem of determining the distribution of 𝑠𝑞 (𝑝) modulo 𝑚 for arbitrary 𝑞
and𝑚 greater than 2. This was settled by Mauduit & Rivat (2010), who showed
that there is a 𝜃𝑞,𝑚 < 1 such that for all integers 𝑎,

card{𝑝 ≤ 𝑥 : 𝑠𝑞 (𝑝) ≡ 𝑎 (mod 𝑚)} = 𝑑

𝑚
𝜋(𝑥; 𝑑, 𝑎) +𝑂

(
𝑥 𝜃𝑞,𝑚

)
where 𝑑 = (𝑚, 𝑞 − 1). Our discussion of the special case 𝑞 = 𝑚 = 2 follows
an unpublished exposition of Green, and does not require some of the ideas
needed to treat the general case. See also Drmota, Mauduit, Rivat (2020).

The result of Exercise 17.4.1.5(e) is a special case of the following result ofcheck number
Mauduit, Montgomery & Rivat (2018): If 𝑘 is a fixed positive integer, and

𝐼𝐽 =

∫ 1

0
|𝑇𝐽 (𝛼) |2𝑘 𝑑𝛼,

then the integrals 𝐼𝐽 satisfy a linear recurrence of order 𝑘 .
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18
Additive Prime Number Theory

We now address additive questions involving prime numbers, particularly the
problem of expressing an integer as a sum of 𝑘 primes

𝑛 = 𝑝1 + 𝑝2 + · · · + 𝑝𝑘 . (18.1)

The cases 𝑘 = 2 and 𝑘 = 3 of this were first enunciated by Goldbach in letters
to Euler in 1742. We employ the ‘circle method’ of Hardy–Littlewood, as later
modified and improved by Vinogradov. For sums of three primes our method is
successful. For sums of two primes our method fails, but we can nevertheless
show that almost all even numbers can be expressed as a sum of two primes.

Let 𝑟𝑘 (𝑛) denote the number of solutions of (18.1) in prime numbers 𝑝𝑖 , and
let 𝑟𝑘 (𝑛, 𝑋) denote the corresponding number with no 𝑝𝑖 exceeding 𝑋 . Thus
𝑟𝑘 (𝑛) = 𝑟𝑘 (𝑛, 𝑋) for 𝑛 ≤ 𝑋 , and the identity∑︁

𝑛

𝑟𝑘 (𝑛, 𝑋)𝑒(𝑛𝛼) =
( ∑︁
𝑝≤𝑋

𝑒(𝑝𝛼)
)𝑘

is an immediate consequence of writing the product on the right as a 𝑘-fold sum
over 𝑝1, . . . , 𝑝𝑘 , and then combining those terms for which 𝑝1 + · · · + 𝑝𝑘 = 𝑛.
Thus the generating function

𝑆(𝛼) =
∑︁
𝑝≤𝑋

𝑒(𝑝𝛼) (18.2)

readily lends itself to the study of additive problems, and it is from its properties
that we derive estimates for 𝑟𝑘 (𝑛).

Since ∫ 1

0
𝑒(𝑚𝛼) 𝑑𝛼 =

{
1 when 𝑚 = 0,
0 otherwise,

106
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the functions 𝑒(𝑚𝛼) are orthonormal on the circle group T = R/Z. Thus

𝑟𝑘 (𝑛, 𝑋) =
∫ 1

0
𝑆(𝛼)𝑘𝑒(−𝑛𝛼) 𝑑𝛼, (18.3)

which is merely the formula for the 𝑛th Fourier coefficient of 𝑆𝑘 .
The size of 𝑆(𝛼) at an arbitrary point 𝛼 depends on the extent to which 𝛼

can be approximated by a rational number 𝑎/𝑞 with 𝑞 relatively small. The
primes are uniformly distributed among the reduced residue classes modulo 𝑞,
but the reduced residue classes are not equally distributed, so we expect that
the numbers 𝑆(𝑎/𝑞) are sometimes large. Indeed,

𝑆(𝑎/𝑞) =
𝑞∑︁
ℎ=1

𝑒(ℎ𝑎/𝑞)𝜋(𝑋; 𝑞, ℎ),

which is approximately

1
𝜑(𝑞) li(𝑋)

𝑞∑︁
ℎ=1

(ℎ,𝑞)=1

𝑒(ℎ𝑎/𝑞)

if 𝑞 ≤ (log 𝑋)𝐴. The inner sum above is Ramanujan’s sum 𝑐𝑞 (𝑎), and by
Theorem 4.1 we know that 𝑐𝑞 (𝑎) = 𝜇(𝑞) when (𝑎, 𝑞) = 1. Thus the above is

=
𝜇(𝑞)
𝜑(𝑞) li(𝑋)

if (𝑎, 𝑞) = 1. By partial summation we find that 𝑆(𝛼) has a peak of width
comparable to 1/𝑋 at 𝑎/𝑞 when 𝑞 is squarefree. The principle of the Hardy–
Littlewood circle method is to obtain an asymptotic formula for 𝑟𝑘 (𝑛) by
estimating the contributions to the integral (18.3) from those peaks when 𝑞 is
relatively small, and then to show that the remaining portions of T contribute
in toto an amount of a smaller order of magnitude.

18.1 Sums of three primes

We now execute the approach outlined above in the case 𝑘 = 3.

Theorem 18.1 (Vinogradov, 1937) Let made proper
cite

𝔖3 (𝑛) =
(∏
𝑝 |𝑛

(
1 − 1

(𝑝 − 1)2

)) ∏
𝑝∤𝑛

(
1 + 1

(𝑝 − 1)3

)
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and

ls3 (𝑛) =
∑︁

𝑚1+𝑚2+𝑚3=𝑛
𝑚𝑖>1

3∏
𝑖=1

1
log𝑚𝑖

.

Then for any fixed positive number 𝐴,

𝑟3 (𝑛) = 𝔖3 (𝑛) ls3 (𝑛) +𝑂
(
𝑛2 (log 𝑛)−𝐴

)
,

and

ls3 (𝑛) =
1
2
𝑛2 (log 𝑛)−3 (1 +𝑂 (1/log 𝑛)

)
.

The quantity 𝔖3 is written above in the form of an Euler product, but we first
encounter it below in expanded form, as an infinite series. In the parlance of
Hardy–Littlewood, this is a singular series. Hence the use of the fraktur letter
S to denote it.

It is readily seen that 𝔖3 (𝑛) = 0 for even 𝑛 and that 𝔖3 (𝑛) ≍ 1 for odd 𝑛.
Consequently, all sufficiently large odd numbers can be expressed as a sum of
three primes.

We begin with two lemmas. In the first of these, we find that 𝑆(𝛼) is relatively
small when 𝛼 is not near a rational number with small denominator. The second
relates to a sum that is useful in describing the peaks of 𝑆(𝛼).

Lemma 18.2 Suppose that |𝛼 − 𝑎/𝑞 | ≤ 1/𝑞2, that (𝑎, 𝑞) = 1, and that 𝑆(𝛼)
is defined as in (18.2). Then

𝑆(𝛼) ≪
(
𝑋𝑞−1/2 + 𝑋4/5 + 𝑋1/2𝑞1/2) (log 𝑋)3/2.

Proof Let 𝑇 (𝑢) = ∑
𝑝≤𝑢 (log 𝑝)𝑒(𝑝𝛼). By Theorem 17.1 we see that

𝑇 (𝑢) ≪
(
𝑢𝑞−1/2 + 𝑢4/5 + 𝑢1/2𝑞1/2) (log 𝑢)5/2. (18.4)

Then

𝑆(𝛼) =
∫ 𝑋

2−
(log 𝑢)−1 𝑑𝑇 (𝑢) = 𝑇 (𝑋)

log 𝑋
+

∫ 𝑋

2

𝑇 (𝑢)
𝑢(log 𝑢)2 𝑑𝑢,

so the stated bound follows from (18.4). □

Lemma 18.3 Let𝑈 (𝛽) = ∑
1<𝑚≤𝑋 𝑒(𝑚𝛽)/log𝑚. Then

𝑈 (𝛽) ≪ 𝑌/log𝑌

where 𝑌 = min
(
𝑋, ∥𝛽∥−1) .

Proof When ∥𝛽∥ ≤ 1/𝑋 , we argue that |𝑈 (𝛽) | ≤ 𝑈 (0) ≪ 𝑋/log 𝑋 . When
∥𝛽∥ > 1/𝑋 , we again bound the contribution of 𝑚 ≤ 𝑌 trivially. For the range
𝑌 < 𝑚 ≤ 𝑋 we appeal to (16.4), and integrate by parts. □
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Proof of Theorem 18.1 Let 𝑃 = (log 𝑋)𝐵 and 𝑄 = 𝑋/𝑃 where 𝐵 is to be
selected later as a function of 𝐴. We now dissect T into appropriate arcs. For
𝑞 ≤ 𝑃 and (𝑎, 𝑞) = 1, let 𝔐(𝑞, 𝑎), called a major arc, denote the interval
consisting of those 𝛼 for which |𝛼 − 𝑎/𝑞 | ≤ 1/𝑄. Further, let 𝔐 denote the
union of these 𝔐(𝑞, 𝑎). If 𝔐(𝑞, 𝑎) and 𝔐(𝑞′, 𝑎′) are two major arcs with
𝑎/𝑞 ≠ 𝑎′/𝑞′, then ���𝑎

𝑞
− 𝑎′

𝑞′

��� ≥ 1
𝑞𝑞′

≥ 1
𝑃2 >

2
𝑄
,

so 𝔐(𝑞, 𝑎) and 𝔐(𝑞′, 𝑎′) are disjoint. We define 𝔪, the minor arcs, to be
𝔪 = T \𝔐.

From (18.3) we see that

𝑟3 (𝑛, 𝑋) =
∫
𝔪

𝑆(𝛼)3𝑒(−𝑛𝛼) 𝑑𝛼 +
∑︁
𝑞≤𝑃

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

∫
𝔐 (𝑞,𝑎)

𝑆(𝛼)3𝑒(−𝑛𝛼) 𝑑𝛼.

We first estimate the integral over 𝔪. By Dirichlet’s theorem, for any real
number 𝛼 and any 𝑄 ≥ 1 there exist 𝑞 and 𝑎 with 𝑞 ≤ 𝑄, (𝑎, 𝑞) = 1, and
|𝛼 − 𝑎/𝑞 | ≤ 1/(𝑞𝑄). If 𝑞 ≤ 𝑃, then 𝛼 ∈ 𝔐(𝑞, 𝑎). Thus if 𝛼 ∈ 𝔪, then
𝑃 < 𝑞 ≤ 𝑄, and hence

𝑆(𝛼) ≪ 𝑋 (log 𝑋)3/2−𝐵/2

by Lemma 18.2. By Parseval’s identity and Chebyshev’s estimate we have∫ 1

0
|𝑆(𝛼) |2 𝑑𝛼 = 𝜋(𝑋) ≪ 𝑋/log 𝑋.

Therefore∫
𝔪

|𝑆(𝛼) |3 𝑑𝛼 ≤
(
max
𝔪

|𝑆(𝛼) |
) ∫ 1

0
|𝑆(𝛼) |2 𝑑𝛼 ≪ 𝑋2 (log 𝑋)1/2−𝐵/2.

Thus ∫
𝔪

𝑆(𝛼)3𝑒(−𝑛𝛼) 𝑑𝛼 ≪ 𝑋2 (log 𝑋)−𝐴 (18.5)

provided that

𝐵 ≥ 2𝐴 + 1. (18.6)

When 𝛼 ∈ 𝔐(𝑞, 𝑎), we can approximate 𝑆(𝛼) via the Siegel–Walfisz the-
orem. Let

𝑆(𝑎/𝑞, 𝑥) =
∑︁
𝑝≤𝑥

𝑒(𝑝𝑎/𝑞).
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The number of primes 𝑝 with (𝑝, 𝑞) > 1 is ≪ log 𝑞. Thus

𝑆(𝑎/𝑞, 𝑥) =
𝑞∑︁
ℎ=1

(ℎ,𝑞)=1

𝜋(𝑥; 𝑞, ℎ)𝑒(ℎ𝑎/𝑞) +𝑂 (log 𝑞).

Let the logarithmic sum be

ls(𝑥) =
∑︁

1<𝑚≤𝑥
(log𝑚)−1 = li(𝑥) +𝑂 (1).

By the Siegel–Walfisz theorem (Corollary 11.21),

𝜋(𝑥; 𝑞, ℎ) = ls(𝑥)
𝜑(𝑞) +𝑂

(
𝑋 exp(−𝑐

√︁
log 𝑋)

)
uniformly for 𝑞 ≤ 𝑃 and 𝑥 ≤ 𝑋 . Hence

𝑆(𝑎/𝑞, 𝑥) = 𝜇(𝑞)
𝜑(𝑞) ls(𝑥) +𝑂

(
𝑋 exp(−𝑐

√︁
log 𝑋)

)
. (18.7)

Let 𝑅(𝑥) = 𝑆(𝑎/𝑞, 𝑥) − ls(𝑥)𝜇(𝑞)/𝜑(𝑞), and set 𝛽 = 𝛼 − 𝑎/𝑞. Then

𝑆(𝛼) =
∫ 𝑋

1
𝑒(𝛽𝑥) 𝑑𝑆(𝑎/𝑞, 𝑥) = 𝜇(𝑞)

𝜑(𝑞)

∫ 𝑋

1
𝑒(𝛽𝑥) 𝑑 ls(𝑥) +

∫ 𝑋

1
𝑒(𝛽𝑥) 𝑑𝑅(𝑥).

Here the first integral on the right is𝑈 (𝛽), in the notation of Lemma 18.3. We
estimate the final integral by integrating by parts and applying (18.7). Thus we
find that

𝑆(𝛼) = 𝜇(𝑞)
𝜑(𝑞)𝑈 (𝛽) +𝑂

(
(1 + |𝛽 |𝑋)𝑋 exp(−𝑐

√︁
log 𝑋)

)
.

For 𝛼 ∈ 𝔐(𝑞, 𝑎) we have |𝛽 | ≤ 1/𝑄, and for arbitrary complex numbers 𝑢 and
𝑣 we have |𝑢3 − 𝑣3 | ≤ 3|𝑢 − 𝑣 | max

(
|𝑢 |2, |𝑣 |2

)
. Therefore

𝑆(𝛼)3 =
𝜇(𝑞)
𝜑(𝑞)3𝑈 (𝛽)3 +𝑂

(
𝑋3 exp(−𝑐

√︁
log 𝑋)

)
.

Thus ∫
𝔐

𝑆(𝛼)3𝑒(−𝑛𝛼) 𝑑𝛼 = 𝐼 (𝑛)
∑︁
𝑞≤𝑃

𝐽 (𝑞)

+𝑂
(
|𝔐 |𝑋3 exp(−𝑐

√︁
log 𝑋)

) (18.8)

where

𝐼 (𝑛) =
∫ 1/𝑄

−1/𝑄
𝑈 (𝛽)3𝑒(−𝑛𝛽) 𝑑𝛽



18.1 Sums of three primes 111

and

𝐽 (𝑞) = 𝜇(𝑞)
𝜑(𝑞)3

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝑒(−𝑛𝑎/𝑞).

Here 𝐼 (𝑛) is what Hardy & Littlewood would have called the singular integral,
and

∑
𝐽 (𝑞) will turn out to be the singular series.

The measure of 𝔐 is ≤ 2𝑃2/𝑄 ≪ 𝑋−1 (log 𝑋)3𝐵. Moreover,∑︁
𝑞>𝑃

𝐽 (𝑞) ≪
∑︁
𝑞>𝑃

𝜑(𝑞)−2 ≪ 𝑃−1 = (log 𝑋)−𝐵 and
∞∑︁
𝑞=1

𝐽 (𝑞) ≪ 1.

By Lemma 18.3,∫ 1−1/𝑄

1/𝑄
|𝑈 (𝛽) |3 𝑑𝛽 ≪ 𝑄2 (log𝑄)−3 ≪ 𝑋2 (log 𝑋)−2𝐵−3

and ∫ 1

0
|𝑈 (𝛽) |3 𝑑𝛽 ≪ 𝑋2 (log 𝑋)−3.

Thus if (18.6) holds, then from (18.8) we deduce that∫
𝔐

𝑆(𝛼)3𝑒(−𝑛𝛼) 𝑑𝛼 =

∫ 1

0
𝑈 (𝛽)3𝑒(−𝑛𝛽) 𝑑𝛽

∞∑︁
𝑞=1

𝐽 (𝑞) +𝑂
( 𝑋2

(log 𝑋)𝐴
)
.

Clearly ∫ 1

0
𝑈 (𝛽)3𝑒(−𝑛𝛽) 𝑑𝛽 = ls3 (𝑛, 𝑋)

where

ls3 (𝑛, 𝑋) =
∑︁

𝑚1+𝑚2+𝑚3=𝑛
1<𝑚𝑖≤𝑋

3∏
𝑖=1

1
log𝑚𝑖

.

Moreover, the sum in the definition of 𝐽 (𝑞) is Ramanujan’s sum 𝑐𝑞 (−𝑛),
which is a multiplicative function of 𝑞 (as we recall from Theorem 4.1). Since
𝑐𝑝 (−𝑛) = 𝑝 − 1 if 𝑝 |𝑛 and 𝑐𝑝 (−𝑛) = −1 otherwise, it follows that

∞∑︁
𝑞=1

𝐽 (𝑞) = 𝔖3 (𝑛).

We take 𝐵 = 2𝐴 + 4 so that (18.6) is satisfied, and conclude that∫
𝔐

𝑆(𝛼)3𝑒(−𝑛𝛼) 𝑑𝛼 = 𝔖3 (𝑛) ls3 (𝑛, 𝑋) +𝑂
(
𝑋2 (log 𝑋)−𝐴

)
. (18.9)
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This and (18.5) with 𝑋 = 𝑛 give the first part of the theorem.
To establish the asymptotic formula for ls3, we first observe that

ls3 (𝑛) =
∑︁

2≤𝑚1≤𝑛−4

1
log𝑚1

∑︁
2≤𝑚2≤𝑛−𝑚1−2

1
(log𝑚2) log(𝑛 − 𝑚1 − 𝑚2)

=
∑︁

2≤𝑚1≤𝑛−4

1
log𝑚1

( ∫ 𝑛−𝑚1−2

2

𝑑𝑥

(log 𝑥) log(𝑛 − 𝑚1 − 𝑥)
+𝑂

( 1
log 𝑛

))
=

∫ 𝑛−4

2

∫ 𝑛−𝑦−2

2

𝑑𝑥 𝑑𝑦

(log 𝑥) (log 𝑦) log(𝑛 − 𝑥 − 𝑦) +𝑂
( 𝑛

(log 𝑛)2

)
.

(18.10)

To estimate this integral, we first observe that if 𝑗 and 𝑘 are fixed integers, then∫ 𝑋/2

2

𝑑𝑥

(log 𝑥) 𝑗 (log(𝑋 − 𝑥))𝑘
=

𝑋

2(log 𝑋) 𝑗+𝑘
+𝑂

( 𝑋

(log 𝑋) 𝑗+𝑘+1

)
. (18.11)

The point is that (log(𝑋 − 𝑥))𝑘 = (log 𝑋)𝑘 (1 + 𝑂 (1/log 𝑋)) for 2 ≤ 𝑥 ≤
𝑋/2, and then the remaining integral can be estimated by integrating by parts.
Similarly,∫ 𝑋/2

2

𝑥 𝑑𝑥

(log 𝑥) 𝑗 (log(𝑋 − 𝑥))𝑘
=

𝑋2

8(log 𝑋) 𝑗+𝑘
+𝑂

( 𝑋2

(log 𝑋) 𝑗+𝑘+1

)
. (18.12)

From (18.11) we see that∫ 𝑋−2

2

𝑑𝑥

(log 𝑥) log(𝑋 − 𝑥) = 2
∫ 𝑋/2

2

𝑑𝑥

(log 𝑥) log(𝑋 − 𝑥)

=
𝑋

(log 𝑋)2 +𝑂
( 𝑋

(log 𝑋)3

)
.

We take 𝑋 = 𝑛 − 𝑦, and insert this in (18.10) to see that

ls3 (𝑛) =
∫ 𝑛−4

2

𝑛 − 𝑦
(log 𝑦) (log(𝑛 − 𝑦))2 𝑑𝑦 +𝑂

( 𝑛2

(log 𝑛)4

)
.

To estimate the contribution of the interval 2 ≤ 𝑦 ≤ 𝑛/2 we use both (18.11)
and (18.12) with 𝑗 = 1 and 𝑘 = 2. To treat the interval 𝑛/2 ≤ 𝑦 ≤ 𝑛 − 4 we
replace 𝑦 by 𝑛 − 𝑦 and use (18.12) with 𝑗 = 2 and 𝑘 = 1. On assembling the
various estimates we obtain the stated result. □

18.1.1 Exercises
1. Let 𝑟𝑘 (𝑛) denote the number of representations of 𝑛 as a sum of 𝑘 primes.

(a) Show that 𝑟𝑘 (𝑛) =
∑
𝑝<𝑛 𝑟𝑘−1 (𝑛 − 𝑝).
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(b) Let

𝔖𝑘 (𝑛) =
∏
𝑝 |𝑛

(
1 + (−1)𝑘

(𝑝 − 1)𝑘−1

) ∏
𝑝∤𝑛

(
1 − (−1)𝑘

(𝑝 − 1)𝑘
)

(18.13)

and

ls𝑘 (𝑛) =
∑︁

𝑚1 ,𝑚2 ,...,𝑚𝑘∑
𝑚𝑖=𝑛
𝑚𝑖>1

𝑘∏
𝑖=1

1
log𝑚𝑖

. (18.14)

For each fixed 𝑘 ≥ 3 and each fixed 𝐴 > 0, show that

𝑟𝑘 (𝑛) = 𝔖𝑘 (𝑛) ls𝑘 (𝑛) +𝑂
(
𝑛𝑘−1 (log 𝑛)−𝐴

)
.

(Do this by induction on 𝑘 with the already completed case 𝑘 = 3 as the
basis of the induction. Do not use the circle method.)

2. Show that∫ 𝑋−2

2

𝑑𝑥

(log 𝑥) log(𝑋 − 𝑥) =
𝑋

(log 𝑋)2 + 2𝑋
(log 𝑋)3 +𝑂

( 𝑋

(log 𝑋)4

)
.

3. (a) Use (16.4) to show that
∑
𝑛≤𝑋 𝑐𝑞 (𝑛) ≪ 𝑞 log 𝑞 for 𝑞 > 1.

(b) Show that
∑
𝑛≤𝑋𝔖3 (𝑛) = 𝑋 +𝑂 (1).

4. (Hooley, 1998)

(a) Suppose that 𝐴 is a fixed positive number and 𝑥 is sufficiently large.
Suppose further that 𝑎1, 𝑎2, 𝑎3 are non-zero integers, not all of the same
sign which satisfy |𝑎 𝑗 | ≤ (log 𝑥)𝐴. Shew that the number Υ(𝑥; a) of Really, Mr

Hooley!solutions of

𝑎1𝑝1 + 𝑎2𝑝2 + 𝑎3𝑝3 = 0

with 𝑝 𝑗 ≤ 𝑥 satisfies

Υ(𝑥; a) ∼ 𝔖(a)Ξ(𝑥; a)

where

𝔖(a) =
∞∑︁
𝑞=1

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝑐𝑞 (𝑎1𝑎)𝑐𝑞 (𝑎2𝑎)𝑐𝑞 (𝑎3𝑎)
𝜑(𝑞)3

and

Ξ(𝑥; a) =
∑︁

𝑚1 ,𝑚2 ,𝑚3≤𝑥
𝑎1𝑚1+𝑎2𝑚2+𝑎2𝑚3=0

1
(log𝑚1) (log𝑚2) (log𝑚3)

.
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(b) Let 𝑇 (𝑥) denote the number of triples 𝑝1 < 𝑝2 < 𝑝3 ≤ 𝑥 of primes in
arithmetic progression. Prove that

𝑇 (𝑥) ∼ 𝐶𝑥2

(log 𝑥)3

where

𝐶 =
∏
𝑝>2

(
𝑝(𝑝 − 2)
(𝑝 − 1)2

)
.

18.2 Sums of two primes on average

Our minor arc treatment fails when we consider 𝑟2 (𝑛), but the major arc con-
tributions suggest the conjecture that

𝑟2 (𝑛) ∼ 𝔖2 (𝑛) ls2 (𝑛)

as 𝑛 tends to infinity through even values. Here 𝔖2 (𝑛) and ls2 (𝑛) are defined
as in (18.13) and (18.14). Although we are unable to prove the conjecture, we
can prove that 𝑟2 (𝑛) is near 𝔖2 (𝑛) ls2 (𝑛) for most 𝑛. In order to display the
flexibility of the circle method, we switch now to the von Mangoldt function
Λ(𝑛) rather than count primes with weight 1.

Theorem 18.4 Let

𝜓2 (𝑛) =
∑︁
𝑚<𝑛

Λ(𝑚)Λ(𝑛 − 𝑚).

Then for any fixed 𝐴 > 0,∑︁
𝑛≤𝑋

(
𝜓2 (𝑛) −𝔖2 (𝑛)𝑛

)2 ≪ 𝑋3 (log 𝑋)−𝐴.

Corollary 18.5 Let 𝐸 (𝑋) denote the number of even natural numbers 𝑛 ≤ 𝑋

such that 𝑛 is not the sum of two primes. Then 𝐸 (𝑋) ≪ 𝑋/(log 𝑋)𝐴 for any
fixed 𝐴 > 0.

Proof If 𝑛 is even but not the sum of two primes, then 𝜓2 (𝑛) ≪ 𝑛1/2 log 𝑛. Let
𝐸1 (𝑋) denote the number of even 𝑛, 𝑋/2 < 𝑛 ≤ 𝑋 such that𝜓2 (𝑛) < 𝔖2 (𝑛)𝑛/2.
We observe that 𝔖2 (𝑛) ≫ 1 uniformly for even 𝑛. Thus if 𝑛 is counted by
𝐸1 (𝑋), then |𝜓2 (𝑛) − 𝔖2 (𝑛)𝑛| ≫ 𝑛 ≫ 𝑋 . By Theorem 18.4 it follows that
𝐸1 (𝑋) ≪ 𝑋/(log 𝑋)𝐴. But 𝐸 (𝑋) ≪ 1 + ∑

𝑟 𝐸1 (𝑋/2𝑟 ), so we have the stated
result. □
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From (18.13) we see that

𝔖2 (𝑛) =
∏
𝑝

(
1 +

𝑐𝑝 (𝑛)
(𝑝 − 1)2

)
.

This product is absolutely convergent, since 𝑐𝑝 (𝑛) = −1 for all but finitely many
primes (namely the primes dividing 𝑛). Hence we may expand the product, and
find that

𝔖2 (𝑛) =
∞∑︁
𝑞=1

𝜇(𝑞)2

𝜑(𝑞)2 𝑐𝑞 (𝑛). (18.15)

It is useful to be able to work with a truncation of this series. Thus, in preparation
for the proof of Theorem 18.4, we establish

Lemma 18.6 Let

𝔖2 (𝑛, 𝑃) =
∑︁
𝑞≤𝑃

𝜇(𝑞)2

𝜑(𝑞)2 𝑐𝑞 (𝑛).

Then ∑︁
𝑛≤𝑋

(
𝔖2 (𝑛) −𝔖2 (𝑛, 𝑃)

)2 ≪ 𝑃−2𝑋 (log 𝑋)3

for 𝑋 ≥ 2.

Proof By (4.7) we see that

𝔖2 (𝑛) −𝔖2 (𝑛, 𝑃) =
∑︁
𝑞>𝑄

𝜇(𝑞)2

𝜑(𝑞)2 𝑐𝑞 (𝑛) ≪
∑︁
𝑞>𝑃

1
𝜑(𝑞)2

∑︁
𝑑 | (𝑞,𝑛)

𝑑

We write 𝑞 = 𝑑𝑟 and note that 𝜑(𝑞) ≥ 𝜑(𝑑)𝜑(𝑟). Thus the above is

≪
∑︁
𝑑 |𝑛

𝑑

𝜑(𝑑)2

∑︁
𝑟>𝑃/𝑑

1
𝜑(𝑟)2 ≪ 𝑃−1

∑︁
𝑑 |𝑛

𝑑2

𝜑(𝑑)2 .

Put

𝑓 (𝑛) =
(∑︁
𝑑 |𝑛

𝑑2

𝜑(𝑑)2

)2
.

Then ∑︁
𝑛≤𝑋

(
𝔖2 (𝑛) −𝔖2 (𝑛, 𝑃)

)2 ≪ 𝑃−2
∑︁
𝑛≤𝑋

𝑓 (𝑛),

so to complete the proof it suffices to show that∑︁
𝑛≤𝑋

𝑓 (𝑛) ≪ 𝑋 (log 𝑋)3. (18.16)
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But this follows from Corollary 2.15, since 𝑓 is a nonnegative multiplicative
function, 𝑓 (𝑝) =

(
1 + (𝑝/(𝑝 − 1))2)2

= 4 +𝑂 (1/𝑝), and 𝑓 (𝑝𝑘) ≪ 𝑘2, so that∑
𝑝≤𝑥 𝑓 (𝑝) log 𝑝 ≪ 𝑥,∏

𝑝≤𝑋

(
1 + 𝑓 (𝑝)

𝑝
+ 𝑓 (𝑝2)

𝑝2 + · · ·
)
≪ (log 𝑋)4,

and ∑︁
𝑝𝑘

𝑘≥2

𝑓
(
𝑝𝑘

)
𝑘 log 𝑝
𝑝𝑘

< ∞.

□

An alternative derivation of the estimate (18.16) that avoids the appeal to
Corollary 2.15 is outlined in Exercise 18.2.1.4 below.check ref

Proof of Theorem 18.4 The appropriate generating function is now

𝑆(𝛼) =
∑︁
𝑛≤𝑋

Λ(𝑛)𝑒(𝑛𝛼).

Thus we define 𝜓2 (𝑛, 𝑋) by writing

𝑆(𝛼)2 =
∑︁
𝑛

𝜓2 (𝑛, 𝑋)𝑒(𝑛𝛼),

and we observe that 𝜓2 (𝑛, 𝑋) = 𝜓2 (𝑛) for 𝑛 ≤ 𝑋 . In place of the auxiliary
function𝑈 considered in §18.1, the appropriate function is

𝑉 (𝛽) =
∑︁

0≤𝑛≤𝑋
𝑒(𝑛𝛽). (18.17)

Let 𝑤(𝑛, 𝑋) denote the Fourier coefficients of 𝑉 (𝛽)2, so that

𝑉 (𝛽)2 =
∑︁
𝑛

𝑤(𝑛, 𝑋)𝑒(𝑛𝛽).

Thus 𝑤(𝑛, 𝑋) = 𝑛+1 for 𝑛 ≤ 𝑋 . We retain without modification the definitions
of 𝑃, 𝑄, and the major and minor arcs given in the proof of Theorem 18.1,
although the dependence of 𝐵 on 𝐴 may be different. The main idea is to apply
Parseval’s identity, but before we do so we truncate 𝔖2. By Lemma 18.6 we
see that ∑︁

𝑛≤𝑋
(𝑛 + 1)2 (𝔖2 (𝑛) −𝔖2 (𝑛, 𝑃)

)2 ≪ 𝑋3 (log 𝑋)3−2𝐵.

Since also
∑
𝑛≤𝑋𝔖2 (𝑛)2 ≪ 𝑋 , it suffices to show that∑︁

0≤𝑛≤𝑋

(
𝜓2 (𝑛) −𝔖2 (𝑛, 𝑃) (𝑛 + 1)

)2 ≪ 𝑋3 (log 𝑋)−𝐴 (18.18)
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if 𝐵 is sufficiently large in terms of 𝐴. At this point, we require only that

𝐵 ≥ (𝐴 + 3)/2. (18.19)

By Parseval’s identity,

∞∑︁
𝑛=0

(
𝜓2 (𝑛, 𝑋) −𝔖2 (𝑛, 𝑃)𝑤(𝑛, 𝑋)

)2
=

∫ 1

0

��𝑆(𝛼)2 − 𝑇 (𝛼)
��2 𝑑𝛼 (18.20)

where

𝑇 (𝛼) =
∞∑︁
𝑛=0

𝔖2 (𝑛, 𝑃)𝑤(𝑛, 𝑋)𝑒(𝑛𝛼) =
∑︁
𝑞≤𝑃

𝜇(𝑞)2

𝜑(𝑞)2

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝑉 (𝛼 − 𝑎/𝑞)2.

We first dispose of the minor arcs. By Cauchy’s inequality,

|𝑇 (𝛼) |2 ≪
( ∑︁
𝑞≤𝑃

1
𝜑(𝑞)

) ( ∑︁
𝑞≤𝑃

1
𝜑(𝑞)2

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑉 (𝑎/𝑞) |4
)

≪ (log 𝑃)
∑︁
𝑞≤𝑃

1
𝜑(𝑞)2

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

∥𝛼 − 𝑎/𝑞∥−4.

For 𝑞 ≤ 𝑃 and (𝑎, 𝑞) = 1,∫
𝔪

∥𝛼 − 𝑎/𝑞∥−4 𝑑𝛼 ≪
∫ ∞

1/𝑄
𝛽−4 𝑑𝛽 ≪ 𝑄3.

Hence ∫
𝔪

|𝑇 (𝛼) |2 𝑑𝛼 ≪ 𝑄3 (log 𝑃)2 ≪ 𝑋3 (log 𝑋)2−3𝐵.

From Theorem 17.1, as in the proof of Theorem 18.1, we find that

max
𝔪

|𝑆(𝛼) | ≪ 𝑋 (log 𝑋)5/2−𝐵/2.

Thus ∫
𝔪

|𝑆(𝛼) |4 𝑑𝛼 ≤
(
max
𝔪

|𝑆(𝛼) |2
) ∫ 1

0
|𝑆(𝛼) |2 𝑑𝛼 ≪ 𝑋3 (log 𝑋)6−𝐵.

On combining these estimates we conclude that∫
𝔪

|𝑆(𝛼)2 − 𝑇 (𝛼) |2 𝑑𝛼 ≪ 𝑋3 (log 𝑋)6−𝐵. (18.21)
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For 𝛼 ∈ 𝔐(𝑞, 𝑎), let 𝛽 = 𝛼 − 𝑎/𝑞. Then

𝑇 (𝛼) = 𝜇(𝑞)2

𝜑(𝑞)2𝑉 (𝛽)
2 +𝑂

( ∑︁
𝑟≤𝑃

𝜇(𝑟)2

𝜑(𝑟)2

𝑟∑︁
𝑏=1

(𝑏,𝑟 )=1
𝑏/𝑟≠𝑎/𝑞mod 1

∥𝛼 − 𝑏/𝑟 ∥−2
)

by (16.4). For the 𝑏 as in this last sum we have ∥𝑎/𝑞 − 𝑏/𝑟 ∥ ≥ 1/(𝑞𝑟). Hence
𝑟∑︁
𝑏=1

(𝑏,𝑟 )=1
𝑏/𝑟≠𝑎/𝑞mod 1

∥𝛼 − 𝑏/𝑟 ∥−2 ≪ (𝑞𝑟)2 +
𝑟∑︁
𝑚=1

(𝑟/𝑚)2 ≪ (𝑞𝑟)2,

so that

𝑇 (𝛼) = 𝜇(𝑞)2

𝜑(𝑞)2𝑉 (𝑞)
2 +𝑂

(
(log 𝑋)3𝐵)

for 𝛼 ∈ 𝔐(𝑞, 𝑎). For such 𝛼, as in the proof of Theorem 18.1, we have

𝑆(𝛼) = 𝜇(𝑞)
𝜑(𝑞)𝑉 (𝛽) +𝑂

(
𝑋 exp

(
− 𝑐

√︁
log 𝑋

) )
, (18.22)

whence

𝑆(𝛼)2 =
𝜇(𝑞)2

𝜑(𝑞)2𝑉 (𝛽)
2 +𝑂

(
𝑋2 exp

(
− 𝑐

√︁
log 𝑋

) )
.

By comparing our estimates for 𝑆(𝛼)2 and 𝑇 (𝛼) we find that∫
𝔐

|𝑆(𝛼)2 − 𝑇 (𝛼) |2 𝑑𝛼 ≪ |𝔐 |𝑋4 exp
(
− 𝑐

√︁
log 𝑋

)
≪ 𝑋3 (log 𝑋)−𝐴.

On combining this and (18.21) in (18.20), we deduce that
∞∑︁
𝑛=0

(
𝜓2 (𝑛, 𝑋) −𝔖2 (𝑛, 𝑃)𝑤(𝑛, 𝑋)

)2 ≪ 𝑋3 (log 𝑋)−𝐴

if 𝐵 ≥ 𝐴 + 6. Assuming that 𝐴 ≥ 0, we may take 𝐵 = 𝐴 + 6, for then (18.19) is
satisfied. Thus we have (18.18), and the proof is complete. □

18.2.1 Exercises
1. (Lavrik, 1960) For positive integers 𝑘 , let

𝑇 (𝑋, 𝑘) =
∑︁

𝑘<𝑛≤𝑋
Λ(𝑛)Λ(𝑛 − 𝑘).

Show that ∑︁
𝑘≤𝑋

(
𝑇 (𝑋, 𝑘) −𝔖2 (𝑘) (𝑋 − 𝑘)

)2 ≪ 𝑋3 (log 𝑋)−𝐴
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for any fixed 𝐴.
2. Show that there exist infinitely many pairs 𝑎, 𝑏 such that 𝑎, 𝑎 + 𝑏, and 𝑎 +2𝑏

are all prime. Do this in two ways:

(a) As a consequence of theorems already proved.
(b) By using the circle method to derive an asymptotic formula for the

number of solutions of the equation 2𝑝 = 𝑝1 + 𝑝2.

3. Let 𝑆(𝛼) = ∑
𝑛≤𝑋 Λ(𝑛)𝑒(𝑛𝛼).

(a) Show that
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝑆(𝑎/𝑞 + 𝛽) = 𝜇(𝑞)𝑆(𝛽) +𝑂
(
𝑞(log 𝑞𝑋)2) .

(b) Let 𝔐(𝑞, 𝑎) = [𝑎/𝑞 − 1/𝑋, 𝑎/𝑞 + 1/𝑋]. Show that
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

∫
𝔐 (𝑞,𝑎)

|𝑆(𝛼) | 𝑑𝛼 ≫ 1

provided that 𝑞 is squarefree and 𝑞 ≤ 𝑋/(log 𝑋)3.
(c) Show that ∫ 1

0
|𝑆(𝛼) | 𝑑𝛼 ≫ 𝑋1/2.

4. Let 𝑓 (𝑛) be defined as in the proof of Lemma 18.6.

(a) Explain why ∑︁
𝑛≤𝑋

𝑓 (𝑛) ≪
∑︁
𝑐≤𝑋
𝑑≤𝑋

𝑐2𝑑2

𝜑(𝑐)2𝜑(𝑑)2
𝑋

[𝑐, 𝑑] .

(b) Explain why the above is

= 𝑋
∑︁
𝑐≤𝑋
𝑑≤𝑋

𝑐𝑑

𝜑(𝑐)2𝜑(𝑑)2

∑︁
𝑟 |𝑐
𝑟 |𝑑

𝜑(𝑟) = 𝑋
∑︁
𝑟≤𝑋

𝜑(𝑟)
( ∑︁
𝑑≤𝑋
𝑟 |𝑑

𝑑

𝜑(𝑑)2

)2
.

(c) Write 𝑑 = 𝑟𝑚 and note that 𝜑(𝑑) ≥ 𝜑(𝑟)𝜑(𝑚). Thus show that the
above is

≤ 𝑋
∑︁
𝑟≤𝑋

𝑟2

𝜑(𝑟)3

( ∑︁
𝑚≤𝑋/𝑟

𝑚

𝜑(𝑚)2

)2
.

(d) Deduce (18.16).
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5. Let 𝑓 be the multiplicative function for which 𝑓 (2) = 0, 𝑓 (𝑝) = 1/(𝑝 − 2)
for 𝑝 > 2, 𝑓 (𝑝𝑟 ) = 0 for 𝑟 > 1, and put

𝐶 = 2
∏
𝑝>2

(
1 − 1

(𝑝 − 1)2

)
.

Then

𝐶
∑︁
𝑑 |𝑛

𝑓 (𝑑) = 2
∏
𝑝 |𝑛
𝑝>2

(
1 + 1

𝑝 − 1

) ∏
𝑝∤𝑛
𝑝>2

(
1 − 1

(𝑝 − 1)2

)
. (18.23)

This is 𝔖2 (𝑛) if 𝑛 is even.
(a) Show that ∑︁

𝑛≤𝑋
𝔖2 (𝑛) = 𝐶

∑︁
𝑚≤𝑋/2

∑︁
𝑑 |2𝑚

𝑓 (𝑑).

(b) Deduce that∑︁
𝑛≤𝑋

𝔖2 (𝑛) =
1
2
𝐶𝑋

∑︁
𝑑≤𝑋/2

𝑓 (𝑑)/𝑑 +𝑂
( ∑︁
𝑑≤𝑋/2

𝑓 (𝑑)
)
.

(c) Show that
∞∑︁
𝑑=1

𝑓 (𝑑)
𝑑

=
2
𝐶
.

(d) Conclude that ∑︁
𝑛≤𝑋

𝔖2 (𝑛) = 𝑋 +𝑂 (log 𝑋).

6. Recall that in Corollary 3.14 we established that if 𝑥 ≥ 4, then the number of
𝑛 ≤ 𝑥 for which 𝑛 and 𝑛 + 𝑟 are both prime is ≪ 𝔖2 (𝑟)𝑥/(log 𝑥)2 uniformly
for even nonzero integers 𝑟. Deduce that∑︁

𝑛≤𝑥

( 𝑛+ℎ∑︁
𝑚=𝑛+1

Λ(𝑛 + 𝑚)
)2

≪ ℎ𝑥 log 𝑥 + ℎ2𝑥.

18.3 Conditional estimates

The theorems that we have established thus far can be greatly sharpened if we
assume the Generalized Riemann Hypothesis (GRH).

Theorem 18.7 Assume GRH. Then∑︁
1≤𝑛≤𝑋

(
𝜓2 (𝑛) −𝔖2 (𝑛)𝑛

)2 ≪ 𝑋5/2 (log 𝑋)5.
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Before proving the above, we first note two corollaries, and establish three
lemmas.

In the same way that we derived Corollary 18.5 from Theorem 18.4, we have
immediately

Corollary 18.8 Assume GRH. Let 𝐸 (𝑋) denote the number of even integers
𝑛 ≤ 𝑋 such that 𝑛 is not the sum of two primes. Then 𝐸 (𝑋) ≪ 𝑋1/2 (log 𝑋)5.

In the same direction, we also have

Corollary 18.9 Assume GRH. Let

𝜓3 (𝑛) =
∑︁

𝑚1+𝑚2+𝑚3=𝑛

Λ(𝑚1)Λ(𝑚2)Λ(𝑚3).

Then

𝜓3 (𝑛) =
1
2
𝔖3 (𝑛)𝑛2 +𝑂

(
𝑛7/4 (log 𝑛)3)

where 𝔖3 (𝑛) is defined as in Theorem 18.1.

Proof For even 𝑛 this is trivial. Hence we may assume that 𝑛 is odd. We note
that

𝜓3 (𝑛) =
∑︁
𝑚<𝑛

Λ(𝑚)𝔖2 (𝑛 − 𝑚) (𝑛 − 𝑚) +
∑︁
𝑚<𝑛

Λ(𝑚)Δ(𝑛 − 𝑚) (18.24)

where

Δ(𝑘) = 𝜓2 (𝑘) −𝔖2 (𝑘)𝑘.

By Cauchy’s inequality and Theorem 18.7, the second sum in (18.24) is

≪
( ∑︁
𝑚≤𝑛

Λ(𝑚)2
)1/2 (

𝑛5/2 (log 𝑛)5)1/2 ≪ 𝑛7/4 (log 𝑛)3.

Let 𝐶 and 𝑓 (𝑛) be defined as in Exercise 18.2.1.5. To estimate the first sum in check number
(18.24) we use the formula (18.23), so that for odd 𝑛,∑︁

𝑚<𝑛

Λ(𝑚)𝔖2 (𝑛 − 𝑚) (𝑛 − 𝑚) = 𝐶
∑︁
𝑑<𝑛

𝑓 (𝑑)
∑︁
𝑚<𝑛

𝑑 | (𝑛−𝑚)

Λ(𝑚) (𝑛 − 𝑚)

+𝑂
(
𝑛(log 𝑛)2) .

Here the error term accounts for the contributions of those 𝑚 that are powers
of 2. If 𝑛 is odd and 𝑚 is a power of 2, then 𝔖2 (𝑛 − 𝑚) = 0, but the formula
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(18.23) returns a value that is ≪ log 𝑛. If there is a prime 𝑝 such that 𝑝 |𝑛 and
𝑝 |𝑑, then 𝑚 must be a power of 𝑝. Thus the above is

= 𝐶
∑︁
𝑑<𝑛

(𝑑,𝑛)=1

𝑓 (𝑑)
∫ 𝑛

1
𝜓(𝑥; 𝑑, 𝑛) 𝑑𝑥 +𝑂

(
𝑛(log 𝑛)2

∑︁
𝑑<𝑛

𝑓 (𝑑)
)
.

On GRH, if 𝜒 is a character (mod 𝑞), then∫ 𝑋

1
𝜓(𝑥, 𝜒) 𝑑𝑥 = −1

2𝜋𝑖

∫ 2+𝑖∞

2−𝑖∞

𝐿′

𝐿
(𝑠, 𝜒) 𝑋𝑠+1

𝑠(𝑠 + 1) 𝑑𝑠

= 𝐸0 (𝜒)𝑋2/2 −
∑︁
𝜌

𝑋𝜌+1

𝜌(𝜌 + 1)

− 1
2𝜋𝑖

∫ 1/4+𝑖∞

1/4−𝑖∞

𝐿′

𝐿
(𝑠, 𝜒) 𝑋𝑠+1

𝑠(𝑠 + 1) 𝑑𝑠.

By Theorem 10.17, the sum over 𝜌 is ≪ 𝑋3/2 log 2𝑞. On GRH, the formula
of Lemma 11.1 is valid when Re 𝑠 = 1/4, so the integral on the right above is
≪ 𝑋5/4 log 2𝑞. Thus if (𝑑, 𝑛) = 1, then∫ 𝑛

1
𝜓(𝑥; 𝑑, 𝑛) 𝑑𝑥 = 𝑛2

2𝜑(𝑑) +𝑂
(
𝑛3/2 log 2𝑑

)
.

Therefore∑︁
𝑚<𝑛

Λ(𝑚)𝔖2 (𝑛 − 𝑚) (𝑛 − 𝑚) =
1
2
𝐶𝑛2

∑︁
𝑑<𝑛

(𝑑,𝑛)=1

𝑓 (𝑑)
𝜑(𝑑)

+𝑂
(
𝑛3/2 (log 𝑛)

∑︁
𝑑<𝑛

𝑓 (𝑑)
)
.

From the estimates∑︁
𝑑<𝑛

𝑓 (𝑑) ≪ log 𝑛,
∑︁
𝑑>𝑛

𝑓 (𝑑)
𝜑(𝑑) ≪ 𝑛−1

we obtain the stated result, upon observing that

𝐶

∞∑︁
𝑑=1

(𝑑,𝑛)=1

𝑓 (𝑑)
𝜑(𝑑) = 𝔖3 (𝑛). □

We prove Theorem 18.7 by modifying our proof of Theorem 18.4. Corol-
lary 18.9 could similarly be derived by modifying our proof of Theorem 18.1.
Correspondingly, we could argue as above to derive Theorem 18.1 from The-
orem 18.4, with the understanding that it would be necessary to derive a variant
of Theorem 18.4 that counts primes with weight 1, rather than integers with



18.3 Conditional estimates 123

weightΛ(𝑛). To prepare for the proof of Theorem 18.7, we first establish several
useful estimates.

Lemma 18.10 Assume GRH. Let

𝜓(𝑋, 𝜒, 𝛽) =
∑︁
𝑛≤𝑋

Λ(𝑛)𝜒(𝑛)𝑒(𝑛𝛽),

and set𝜓′ (𝑋, 𝜒, 𝛽) = 𝜓(𝑋, 𝜒, 𝛽)−𝐸0 (𝜒)𝑉 (𝛽) where𝑉 (𝛽) is defined in (18.17).
Then for |𝛽 | ≤ 1,

𝜓′ (𝑋, 𝜒, 𝛽) = −
∑︁

|𝛾 | ≤𝑋2

𝐼 (𝛽, 𝛾) +𝑂
(
(log 𝑞𝑋)2)

where the numbers 1/2 + 𝑖𝛾 are the nontrivial zeros of 𝐿 (𝑠, 𝜒), and

𝐼 (𝛽, 𝛾) =
∫ 𝑋

2
𝑒(𝛽𝑥)𝑥−1/2+𝑖𝛾 𝑑𝑥.

Proof By the explicit formula (12.14) with 𝑇 = 𝑋2 we see that

𝜓′ (𝑋, 𝜒, 𝛽) =
∫ 𝑋

2−
𝑒(𝛽𝑥) 𝑑𝜓′ (𝑥, 𝜒)

= −
∑︁

|𝛾 | ≤𝑋2

𝐼 (𝛽, 𝛾)

+
∫ 𝑋

2−
𝑒(𝛽𝑥) 𝑑𝐸1 (𝑥, 𝜒) +

∫ 𝑋

2−
𝑒(𝛽𝑥) 𝑑𝐸2 (𝑥, 𝑋2, 𝜒).

By (12.15) we see that the integral with respect to 𝐸1 is ≪ (log 𝑞𝑋)2. The
integral with respect to 𝐸2 is

=

[
𝑒(𝛽𝑥)𝐸 (𝑥, 𝑋2, 𝜒)

���𝑋
2−

− 2𝜋𝑖𝛽
∫ 𝑋

2
𝑒(𝛽𝑥)𝐸2 (𝑥, 𝑋2, 𝜒) 𝑑𝑥 ≪ (log 𝑞𝑋)2

by (12.16) and (12.17). Thus we have the stated result. □

Lemma 18.11 For real numbers 𝛽 and 𝛾, let 𝐼 (𝛽, 𝛾) be defined as in the
preceding lemma. If |𝛾 | ≤ 1, then 𝐼 (𝛽, 𝛾) ≪ 𝑋1/2. If 1 ≤ |𝛾 | ≤ 10|𝛽 |𝑋 , then
𝐼 (𝛽, 𝛾) ≪ |𝛽 |−1/2. If |𝛾 | ≥ 1 and |𝛾 | ≥ 10|𝛽 |𝑋 , then 𝐼 (𝛽, 𝛾) ≪ 𝑋1/2/|𝛾 |.

Proof The first estimate is trivial, since by the triangle inequality, |𝐼 (𝛽, 𝛾) | ≤∫ 𝑋
2 𝑥−1/2 𝑑𝑥. If |𝛾 | ≥ 10|𝛽 |𝑈, then by Theorem 16.1 with 𝑟 (𝑥) = 𝑥−1/2 and
𝜃 (𝑥) = 2𝜋𝛽𝑥 + 𝛾 log 𝑥 we find that∫ 𝑈

𝑈/2
𝑒(𝛽𝑥)𝑥−1/2+𝑖𝛾 𝑑𝑥 ≪ 𝑈1/2

|𝛾 | . (18.25)

If |𝛾 | ≥ 10|𝛽 |𝑋 , then we apply the above with𝑈 = 𝑋2−𝑟 , and sum, to obtain the
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third estimate. Suppose now that 1 ≤ |𝛾 | ≤ 10|𝛽 |𝑋 . If 𝛽 and 𝛾 have the same
sign, then (by taking complex conjugates if necessary) we may assume that
they are both positive, and in this case 𝜃′ (𝑥) = 2𝜋𝛽+𝛾/𝑥 ≥ 𝛾/𝑥, and so (18.25)
again holds. If 𝛽 and 𝛾 have opposite signs, then put 𝑥0 = −𝛾/(2𝜋𝛽), and set
𝐽1 = [2, 𝑋] ∩ [2, 𝑥0/2], 𝐽2 = [2, 𝑋] ∩ [𝑥0/2, 2𝑥0], and 𝐽3 = [2, 𝑋] ∩ [2𝑥0,∞).
Thus 𝐼 (𝛽, 𝛾) =

∫
𝐽1
+
∫
𝐽2
+
∫
𝐽3

= 𝐼1 + 𝐼2 + 𝐼3, say. We cut 𝐽1 into dyadic blocks
and apply (18.25) to see that 𝐼1 ≪ 𝑋/|𝛾 |. We apply Theorem 16.3 with 𝑀 ≍
|𝛽 |1/2/|𝛾 |1/2 and 𝜇 ≍ 𝛽2/|𝛾 | to see that 𝐼2 ≪ |𝛽 |−1/2. If 𝑈 ≥ 2𝑥0, then by
Theorem 16.1 we find that∫ 2𝑈

𝑈

𝑒(𝛽𝑥)𝑥−1/2+𝑖𝛾 𝑑𝑥 ≪ 𝑈−1/2 |𝛽 |−1.

On summing over dyadic blocks, we deduce that 𝐼3 ≪ |𝛽 |−1/2 |𝛾 |−1/2. Thus
we see that if 1 ≤ |𝛾 | ≤ 10|𝛽 |𝑋 , then 𝐼 (𝛽, 𝛾) ≪ |𝛽 |−1/2, so the proof is
complete. □

By Theorem 13.7 we know that the estimate 𝜓′ (𝑥, 𝜒) ≪ 𝑥1/2 (log 𝑞𝑥)2 is a
consequence of GRH. By integrating by parts as in the proof of Theorem 18.1,
we can deduce that

𝜓′ (𝑋, 𝜒, 𝛽) ≪ 𝑋1/2 (1 + |𝛽 |𝑋) (log 𝑞𝑋)2. (18.26)

However, by utilizing the more detailed information provided by Lemma 18.10,
and the estimates in Lemma 18.11 for the integrals 𝐼 (𝛽, 𝛾), we obtain a better
estimate, as follows.

Lemma 18.12 Assume GRH, and let 𝜓′ (𝑋, 𝜒, 𝛽) be defined as in Lem-
ma 18.10. Then

𝜓′ (𝑋, 𝜒, 𝛽) ≪
(
𝑋1/2 + |𝛽 |1/2𝑋

)
(log 𝑞𝑋)2. (18.27)

When |𝛽 |𝑋 ≤ 1, the bounds (18.26) and (18.27) are comparable, but when
|𝛽 |𝑋 > 1, the bound of (18.27) is smaller than that of (18.26) by a factor of
( |𝛽 |𝑋)1/2. Despite this improvement over (18.26) we expect that more is true,
and conjecture that

𝜓′ (𝑋, 𝜒, 𝛽) ≪ 𝑋1/2+𝜀 (log 𝑞)2. (18.28)

Proof We may assume that |𝛽 | ≤ 1, for otherwise the estimate is trivial. By
Lemma 18.11 we see that∑︁

|𝛾 | ≤𝑋2

𝐼 (𝛽, 𝛾) ≪
∑︁
|𝛾 | ≤1

𝑋1/2 +
∑︁

1< |𝛾 | ≤10 |𝛽 |𝑋
|𝛽 |−1/2 +

∑︁
1< |𝛾 | ≤𝑋2

𝑋1/2 |𝛾 |−1.

By Theorem 10.17 we know that the number of zeros 1/2 + 𝑖𝛾 of 𝐿 (𝑠, 𝜒) with
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𝑡 < 𝛾 ≤ 𝑡 + 1 is ≪ log 𝑞𝜏. Thus the right hand side above is ≪
(
𝑋1/2 +

|𝛽 |1/2𝑋
)
(log 𝑞𝑋)2, and the proof is complete. □

Proof of Theorem 18.7 Let 𝑉 (𝛽), 𝑤(𝑛, 𝑋), 𝔖2 (𝑛, 𝑃), 𝜓2 (𝑛, 𝑋), 𝑆(𝛼) and
𝑇 (𝛼) be defined as in the proof of Theorem 18.4, but we now take 𝑃 =

𝑄 = ⌊𝑋1/2⌋ and redefine the major arcs 𝔐(𝑞, 𝑎). Let ℱ𝑄 denote the set
of Farey fractions of order 𝑄, which is to say the set of rational numbers
𝑎/𝑞 with 1 ≤ 𝑎 ≤ 𝑞, (𝑎, 𝑞) = 1, and 𝑞 ≤ 𝑄. Let 𝑎′/𝑞′ and 𝑎′′/𝑞′′ be
the neighbors of 𝑎/𝑞 ∈ ℱ𝑄 with 𝑎′/𝑞′ < 𝑎/𝑞 < 𝑎′′/𝑞′′. Then we take
𝔐(𝑞, 𝑎) =

[
(𝑎 + 𝑎′)/(𝑞 + 𝑞′), (𝑎 + 𝑎′′)/(𝑞 + 𝑞′′)

)
. Since these intervals parti-

tion T, we have no minor arcs.
By the method used to prove Theorem 18.4 we see that it suffices to show

that ∫ 1

0
|𝑆(𝛼)2 − 𝑇 (𝛼) |2 𝑑𝛼 ≪ 𝑋5/2 (log 𝑋)5. (18.29)

For 𝛼 ∈ 𝔐(𝑞, 𝑎), let

𝑊 (𝛼) = 𝜇(𝑞)
𝜑(𝑞)𝑉 (𝛼 − 𝑎/𝑞).

Thus𝑊 (𝛼)2 is one of the terms comprising 𝑇 (𝛼), and

𝑇 (𝛼) −𝑊 (𝛼)2 ≪
∑︁
𝑟≤𝑄

1
𝜑(𝑟)2

𝑟∑︁
𝑏=1

(𝑏,𝑟 )=1
𝑏/𝑟≠𝑎/𝑞mod 1

∥𝛼 − 𝑏/𝑟 ∥−2.

Suppose that 𝑅/2 < 𝑟 ≤ 𝑅 ≤ 𝑄. Since 𝛼 ∉ 𝔐(𝑟, 𝑏), we have ∥𝛼 − 𝑏/𝑟 ∥ ≥
1/(𝑟 (𝑟 + 𝑟 ′)) ≥ 1/(2𝑟𝑄) ≥ 1/(2𝑅𝑄) where (𝑏 + 𝑏′)/(𝑟 + 𝑟 ′) is the endpoint
of 𝔐(𝑟, 𝑏) lying between 𝑏/𝑟 and 𝛼. Also, if 𝑏1/𝑟1 ≠ 𝑏2/𝑟2, then ∥𝑏1/𝑟1 −
𝑏2/𝑟2∥ ≥ 1/(𝑟1𝑟2) ≥ 1/𝑅2. Therefore∑︁

𝑅/2<𝑟≤𝑅

𝑟∑︁
𝑏=1

(𝑏,𝑟 )=1
𝑏/𝑟≠𝑎/𝑞mod 1

∥𝛼 − 𝑏/𝑟 ∥−2 ≪ 𝑅2𝑄2 +
∞∑︁
𝑘=1

(𝑘/𝑅2)−2 ≪ 𝑅2𝑄2.

Thus ∑︁
𝑅/2<𝑟≤𝑅

1
𝜑(𝑟)2

𝑟∑︁
𝑏=1

(𝑏,𝑟 )=1
𝑏/𝑟≠𝑎/𝑞mod 1

∥𝛼 − 𝑏/𝑟 ∥−2 ≪ 𝑄2 (log log𝑄)2,

whence

𝑇 (𝛼) −𝑊 (𝛼)2 ≪ 𝑋 (log 𝑋)2.
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Thus to prove (18.29) it suffices to show that∫ 1

0
|𝑆(𝛼)2 −𝑊 (𝛼)2 |2 𝑑𝛼 ≪ 𝑋5/2 (log 𝑋)5. (18.30)

To this end we first estimate 𝑆(𝛼) −𝑊 (𝛼). Suppose that 𝛼 ∈ 𝔐(𝑞, 𝑎) and that
𝛽 = 𝛼−𝑎/𝑞. By the definition (9.3) of a Gauss sum and the basic orthogonality
(4.15) of characters we see that

1
𝜑(𝑞)

∑︁
𝜒

𝜏(𝜒)𝜒(𝑏) =
{
𝑒(𝑏/𝑞) if (𝑏, 𝑞) = 1,
0 otherwise.

(18.31)

We set 𝑏 = 𝑎𝑛, multiply by Λ(𝑛)𝑒(𝑛𝛽), and sum over 𝑛 ≤ 𝑋 to see that

𝑆(𝛼) = 1
𝜑(𝑞)

∑︁
𝜒

𝜏(𝜒)𝜒(𝑎)𝜓(𝑋, 𝜒, 𝛽) +𝑂
( ∑︁

𝑛≤𝑋
(𝑛,𝑞)>1

Λ(𝑛)
)

where 𝜓(𝑋, 𝜒, 𝛽) is defined as in Lemma 18.10. Thus

𝑆(𝛼)− 𝜇(𝑞)
𝜑(𝑞)𝑉 (𝛽) =

1
𝜑(𝑞)

∑︁
𝜒

𝜏(𝜒)𝜒(𝑎)𝜓′ (𝑋, 𝜒, 𝛽) +𝑂
(
(log 𝑞𝑋)2) . (18.32)

By Lemma 18.12 this is

≪ 𝑞1/2 (𝑋1/2 + |𝛽 |1/2𝑋
)
(log 𝑋)2 ≪

(
𝑞1/2𝑋1/2 +𝑄−1/2𝑋)

since |𝛽 | ≤ 1/(𝑞𝑄). Thus

𝑆(𝛼) −𝑊 (𝛼) ≪ 𝑋3/4 (log 𝑋)2 (18.33)

uniformly in 𝛼.
By Parseval’s identity,∫ 1

0
|𝑆(𝛼) |2 𝑑𝛼 =

∑︁
𝑛≤𝑋

Λ(𝑛)2 ≪ 𝑋 log 𝑋,

while ∫ 1

0
|𝑊 (𝛼) |2 𝑑𝛼 ≪

∑︁
𝑞≤𝑄

𝜑(𝑞)−2
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

∫ 1

0
min(𝑋2, ∥𝛽∥−2) 𝑑𝛽

≪ 𝑋
∑︁
𝑞≤𝑄

𝜑(𝑞)−1 ≪ 𝑋 log 𝑋.

Thus from (18.33) we deduce that∫ 1

0
|𝑆(𝛼)2 −𝑊 (𝛼)2 |2 𝑑𝛼 ≪ 𝑋3/2 (log 𝑋)4

∫ 1

0
|𝑆(𝛼) +𝑊 (𝛼) |2 𝑑𝛼

≪ 𝑋5/2 (log 𝑋)5.
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Thus we have (18.30), and the proof is complete. □

The argument just completed may be expected to be inefficient in two re-
spects. Some considerable cancellation should occur in the sum over 𝜒 in
(18.32), and we also expect that the bound in Lemma 18.12 is weaker than the
truth. Indeed, we expect that 𝑆(𝛼) −𝑊 (𝛼) ≪ 𝑋1/2+𝜀 for all 𝛼. It would then
follow that ∑︁

𝑛≤𝑋

(
𝜓2 (𝑛) −𝔖2 (𝑛)𝑛

)2 ≪ 𝑋2+𝜀 . (18.34)

While we are unable to establish that the sum in (18.32) cancels uniformly,
we can at least demonstrate the cancellation in mean square. By orthogonality,

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

���𝑆(𝑎/𝑞 + 𝛽) − 𝜇(𝑞)
𝜑(𝑞)𝑉 (𝛽)

���2
≪ 𝑞(log 𝑥𝑄)4 + 1

𝜑(𝑞)
∑︁
𝜒

|𝜏(𝜒) |2 |𝜓′ (𝑋, 𝜒, 𝛽) |2.

(18.35)

By Lemma 18.12 this is

≪ (𝑞𝑋 + 𝑞 |𝛽 |𝑋2) (log 𝑞𝑋)4. (18.36)

For |𝛽 | ≤ 𝑞−1𝑋−1/2, 𝑞 ≤ 𝑋1/2, this is uniformly ≪ 𝑋3/2 (log 𝑋)4. By compar-
ison, if were to estimate the left hand side by applying (18.33) for each 𝑎, then
the bound we would obtain would be much worse, namely ≪ 𝑋2 (log 𝑋)4.

If (𝑎, 𝑞) = 1, then 𝑎/𝑞 + 𝛽 ∈ 𝔐(𝑞, 𝑎) precisely when

−1
𝑞(𝑞 + 𝑞′) ≤ 𝛽 ≤ 1

𝑞(𝑞 + 𝑞′′) .

Since the dimensions of this interval depend on 𝑎, we are not immediately
able to apply (18.36). To circumvent this difficulty, we replace 𝔐(𝑞, 𝑎) by the
slightly larger interval 𝔐∗ (𝑞, 𝑎) = (𝑎/𝑞 − 1/(𝑞𝑄), 𝑎/𝑞 + 1/(𝑞𝑄)). Hence∫ 1

0
|𝑊 (𝛼) (𝑆(𝛼) −𝑊 (𝛼)) |2 𝑑𝛼

≤
∑︁
𝑞≤𝑄

𝜑(𝑞)−2
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

∫ 1/(𝑞𝑄)

−1/(𝑞𝑄)
|𝑉 (𝛽) |2

���𝑆(𝑎/𝑞 + 𝛽) − 𝜇(𝑞)
𝜑(𝑞)𝑉 (𝛽)

���2 𝑑𝛽.
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By (18.36) this is

≪
∑︁
𝑞≤𝑄

𝜑(𝑞)−2
∫ 1

0
min

(
𝑋2, 𝛽−2) (𝑞𝑋 + 𝑞𝛽𝑋2) (log 𝑋)4 𝑑𝛽

≪ 𝑋2 (log 𝑋)5
∑︁
𝑞≤𝑄

𝑞𝜑(𝑞)−2 ≪ 𝑋2 (log 𝑋)6. (18.37)

Thus to sharpen Theorem 18.7 it suffices to improve our bound for∫ 1

0
|𝑆(𝛼) (𝑆(𝛼) −𝑊 (𝛼)) |2 𝑑𝛼,

or equivalently, for
∫ 1

0 |𝑆(𝛼) −𝑊 (𝛼) |4 𝑑𝛼. Such estimates remain to be estab-
lished.

We next show that Lemma 18.12 can similarly be improved in mean square
with respect to 𝛽.

Theorem 18.13 Assume GRH. Let 𝛿 > 0, and let 𝜒 be any character modulo
𝑞. Then ∫ 𝛿

−𝛿
|𝜓′ (𝑋, 𝜒, 𝛽) |2 𝑑𝛽 ≪ 𝛿𝑋 (log 𝑞𝑋)4.

This with (18.35) gives

Corollary 18.14 Assume GRH. Then
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

∫ 𝛿

−𝛿

���𝑆(𝑎/𝑞 + 𝛽) − 𝜇(𝑞)
𝜑(𝑞)𝑉 (𝛽)

���2 𝑑𝛽 ≪ 𝛿𝑞𝑋 (log 𝑞𝑋)4.

Proof of Theorem 18.13 If 𝛿𝑋 ≤ 1, then it suffices to appeal to Lemma 18.12.
Thus we assume that 𝛿𝑋 ≥ 1. We may also assume that 𝛿 ≤ 1, since it is trivial
that ∫ 1

0
|𝜓′ (𝑋, 𝜒, 𝛽) |2 𝑑𝛽 ≪ 𝑋 log 𝑋.

By Lemma 18.10 we see that∫ 𝛿

−𝛿
|𝜓′ (𝑋, 𝜒, 𝛽) |2 𝑑𝛽 ≪

∫ 𝛿

−𝛿

��� ∑︁
|𝛾 | ≤𝑋2

𝐼 (𝛽, 𝛾)
���2 𝑑𝛽 + 𝛿(log 𝑞𝑋)4.

By Lemma 18.11 we know that 𝐼 (𝛽, 𝛾) ≪ 𝑋1/2 |𝛾 |−1 when |𝛾 | ≥ 10𝛿𝑋 . Thus∫ 𝛿

−𝛿

��� ∑︁
10𝛿𝑋< |𝛾 | ≤𝑋2

𝐼 (𝛽, 𝛾)
���2 𝑑𝛽 ≪ 𝛿𝑋 (log 𝑞𝑋)4.
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On the other hand,∫ 𝛿

−𝛿

��� ∑︁
|𝛾 | ≤10𝛿𝑋

𝐼 (𝛽, 𝛾)
���2 𝑑𝛽 ≤

∫ ∞

−∞

��� ∑︁
|𝛾 | ≤10𝛿𝑋

∫ 𝑋

2
𝑒(𝛽𝑥)𝑥−1/2+𝑖𝛾 𝑑𝑥

���2 𝑑𝛽,
which by Plancherel’s formula is

=

∫ 𝑋

2

��� ∑︁
|𝛾 | ≤10𝛿𝑋

𝑥𝑖𝛾
���2 𝑑𝑥
𝑥
.

We make the change of variable 𝑥 = 𝑒𝑦 , and note that∫ 𝑌+1

𝑌

��� ∑︁
|𝛾 | ≤𝑇

𝑒𝑖𝛾𝑦
���2 𝑑𝑦 ≪ ∑︁

|𝛾 | ≤𝑇
|𝛾′ | ≤𝑇

min(1, 1/|𝛾 − 𝛾′ |).

For any given 𝛾, the sum over 𝛾′ is ≪ (log 𝑞𝑇)2, as we see by using the bound of
Theorem 10.17 in the same way that we did in the proof of Corollary 18.9. The
number of 𝛾 is ≪ 𝑇 log 𝑞𝑇 , so the above is ≪ 𝑇 (log 𝑞𝑇)3. We take 𝑇 = 10𝛿𝑋 ,
and sum over ≪ log 𝑋 values of 𝑌 to see that∫ 𝛿

−𝛿

��� ∑︁
|𝛾 | ≤10𝛿𝑋

𝐼 (𝛽, 𝛾)
���2 𝑑𝛽 ≪ 𝛿𝑋 (log 𝑞𝑋)4.

Thus the proof is complete. □

18.3.1 Exercises
1. Let 𝔐(𝑞, 𝑎) and 𝔐∗ (𝑞, 𝑎) be defined as in the proof of (18.37).

(a) Show that if 𝑎/𝑞 and 𝑎′/𝑞′ are neighbouring members of ℱ𝑄, then
𝔐∗ (𝑞, 𝑎) and 𝔐∗ (𝑞′, 𝑎′) overlap.

(b) Show that if 𝑎/𝑞 and 𝑎′/𝑞′ are neighbouring members of ℱ𝑄, then
𝑎/𝑞 ∉ 𝔐∗ (𝑞′, 𝑎′).

(c) Conclude that every 𝛼 is in at least one, but not more than two of the
arcs 𝔐∗ (𝑞, 𝑎).

2. (a) By introducing appropriate weights before expanding and integrating,
show that ∫ 𝑌+1

𝑌

��� ∑︁
|𝛾 | ≤𝑇

𝑒𝑖𝛾𝑦
���2 𝑑𝑦 ≪ 𝑇 (log 𝑞𝑇)2.

Here the 𝛾’s are the imaginary parts of zeros of 𝐿 (𝑠, 𝜒) and 𝜒 is a character
modulo 𝑞.
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(b) In the context of the proof of Theorem 18.13, show that∫ 𝛿

−𝛿

��� ∑︁
|𝛾 | ≤10𝛿𝑋

𝐼 (𝛽, 𝛾)
���2 𝑑𝛽 ≪ 𝛿𝑋 (log 𝑞𝑋)3.

18.4 A lower bound for the error term

We have estimated the mean square error in the Goldbach problem, and dis-
cussed the plausibility of sharper estimates such as (18.34). We now establish
a bound in the opposite direction.

Theorem 18.15 Suppose that 1/2 < 𝑟 < 1, and let 𝑅 = 1/(1 − 𝑟). Then
∞∑︁
𝑛=1

(
𝜓2 (𝑛) −𝔖2 (𝑛)𝑛

)2
𝑟2𝑛 ≫ 𝑅2 (log 𝑅)2.

Corollary 18.16 As 𝑋 tends to infinity,∑︁
𝑛≤𝑋

(
𝜓2 (𝑛) −𝔖2 (𝑛)𝑛

)2
= Ω

(
𝑋2 (log 𝑋)2) ,

and
𝜓2 (𝑛) −𝔖2 (𝑛)𝑛 = Ω

(
𝑛1/2 log 𝑛

)
.

Proof of Theorem 18.15 By Lemma 18.6 we see that∑︁
𝑁<𝑛≤2𝑁

(𝑛 + 1)2 (𝔖2 (𝑛) −𝔖2 (𝑛, 𝑄)
)2
𝑟2𝑛 ≪ 𝑄−2𝑟2𝑁𝑁3 (log 𝑁)3.

On setting 𝑁 = 2𝑘𝑅 and summing over 𝑘 , we deduce that
∞∑︁
𝑛=1

(𝑛 + 1)2 (𝔖2 (𝑛) −𝔖2 (𝑛, 𝑄)
)2
𝑟2𝑛 ≪ 𝑄−2𝑅3 (log 𝑅)3.

Since
∞∑︁
𝑛=1

𝔖2 (𝑛)2𝑟2𝑛 ≪ 𝑅,

it follows that
∞∑︁
𝑛=1

(
𝔖2 (𝑛)𝑛 −𝔖2 (𝑛, 𝑄) (𝑛 + 1)

)2
𝑟2𝑛 ≪ 𝑄−2𝑅3 (log 𝑅)3.

We take 𝑄 = 𝑅𝜅 with 1/2 < 𝜅 < 1. Thus it suffices to show that
∞∑︁
𝑛=1

(
𝜓2 (𝑛) −𝔖2 (𝑛, 𝑄) (𝑛 + 1)

)2 ≫ 𝑅2 (log 𝑅)2.
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By Parseval’s identity the left hand side is 𝑇2 where

𝑇𝑘 =

∫ 1

0

���𝑆(𝛼)2 −
∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞)2

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

(1 − 𝑟𝑒(𝛼 − 𝑎/𝑞))−2
���𝑘 𝑑𝛼

and

𝑆(𝛼) =
∞∑︁
𝑛=1

Λ(𝑛)𝑟𝑛𝑒(𝑛𝛼).

By Cauchy’s inequality, 𝑇2 ≥ 𝑇2
1 . But

𝑇1 ≥
∫ 1

0

��� ∞∑︁
𝑛=1

Λ(𝑛)𝑟𝑛𝑒(𝑛𝛼)
��� 𝑑𝛼

−
∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞)2

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

∫ 1

0
|1 − 𝑟𝑒(𝛼 − 𝑎/𝑞) |−2 𝑑𝛼

=

∞∑︁
𝑛=1

Λ(𝑛)2𝑟2𝑛 −
∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞)2 (1 − 𝑟2)−1.

Here the first sum is 1
2𝑅 log 𝑅 +𝑂 (𝑅), and the sum over 𝑞 is 1

2𝑅 log𝑄 +𝑂 (𝑅),
in view of Exercise 1.2.1.17. Thus the above is 1

2𝑅 log 𝑅/𝑄 ≫ 𝑅 log 𝑅, so the check number
proof is complete. □

18.5 Prime 𝑘-tuples

We begin by considering twin primes. The analysis and notation is similar to
that in §18.2. In particular, we set

𝑆(𝛼) =
∑︁
𝑛≤𝑋

Λ(𝑛)𝑒(𝑛𝛼), and 𝑉 (𝛽) =
∑︁
𝑛≤𝑋

𝑒(𝑛𝛽).

If ℎ is a positive integer, then∑︁
𝑛≤𝑋−ℎ

Λ(𝑛)Λ(𝑛 + ℎ) =
∫ 1

0
|𝑆(𝛼) |2𝑒(ℎ𝛼) 𝑑𝛼.

Let the major and minor arcs be defined as in the proofs of Theorems 18.1 and
18.4. From (18.22) we deduce that if 𝛼 ∈ 𝔐(𝑞, 𝑎), then

|𝑆(𝛼) |2 =
𝜇(𝑞)2

𝜑(𝑞)2 |𝑉 (𝛽) |
2 +𝑂

(
𝑋2 exp

(
− 𝑐

√︁
log 𝑋

) )
.
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Hence∫
𝔐

|𝑆(𝛼) |2𝑒(ℎ𝛼) 𝑑𝛼 = 𝐼 (ℎ)
∑︁
𝑞≤𝑃

𝐽 (𝑞) +𝑂
(
|𝔐 |𝑋2 exp

(
− 𝑐

√︁
log 𝑋

) )
where

𝐼 (ℎ) =
∫ 1/𝑄

−1/𝑄
|𝑉 (𝛽) |2𝑒(ℎ𝛽) 𝑑𝛽

=

∫ 1

0
|𝑉 (𝛽) |2𝑒(ℎ𝛽) 𝑑𝛽 +𝑂 (𝑄) = 𝑋 − ℎ +𝑂 (𝑄),

and

𝐽 (𝑞) = 𝜇(𝑞)2

𝜑(𝑞)2 𝑐𝑞 (ℎ).

Here 𝑐𝑞 (ℎ) is the Ramanujan sum, which we discussed in Theorem 4.1. In
particular, it was shown that if 𝑞1 and 𝑞2 are relatively prime positive integers,
then 𝑐𝑞1𝑞2(ℎ) = 𝑐𝑞1(ℎ)𝑐𝑞2(ℎ) for any integer ℎ. Also, it was noted that

𝑐𝑝 (ℎ) =
{
𝑝 − 1 if 𝑝 |ℎ,
−1 otherwise.

From these properties it follows that if 𝑞 is squarefree and ℎ ≠ 0, then |𝑐𝑞 (ℎ) | ≤
|ℎ|. This is useful, since it follows that the singular series 𝔖2 (ℎ) =

∑
𝑞 𝐽 (𝑞) is

absolutely convergent. Hence

𝔖2 (ℎ) =
∏
𝑝

(
1 +

𝑐𝑝 (ℎ)
(𝑝 − 1)2

)
=

∏
𝑝 |ℎ

(
1 + 1

𝑝 − 1

) ∏
𝑝∤ℎ

(
1 − 1

(𝑝 − 1)2

)
.

Note that𝔖2 (ℎ) = 0 if ℎ is odd. Based on this major arc treatment, we conjecture
that if ℎ is positive and even, then∑︁

𝑛≤𝑋−ℎ
Λ(𝑛)Λ(𝑛 + ℎ) ∼ 𝔖2 (ℎ)𝑋 (18.38)

as 𝑋 → ∞. What we lack is a suitable treatment of the minor arcs. It would
suffice to know that ∫

𝔪

|𝑆(𝛼) |2 𝑑𝛼 = 𝑜(𝑋).

This is not so much stronger than the trivial bound∫
𝔪

|𝑆(𝛼) |2 𝑑𝛼 ≤
∫ 1

0
|𝑆(𝛼) |2 𝑑𝛼 =

∑︁
𝑛≤𝑋

Λ(𝑛)2 ∼ 𝑋 log 𝑋.

We now turn to the main theme of this section, namely prime 𝑘-tuples with
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𝑘 > 2. Suppose that ℎ1 < ℎ2 < · · · < ℎ𝑘 are integers. Then the numbers
𝑛 + ℎ1, 𝑛 + ℎ2, . . . , 𝑛 + ℎ𝑘 form a prime 𝑘-tuple if all the numbers 𝑛 + ℎ𝑖 are
prime. We have already observed that if 𝑛 is large, then 𝑛 and 𝑛 + ℎ cannot both
be prime if ℎ is odd. A similar phenomenon extends to prime 𝑘-tuples.

Definition 18.1 Let 𝒉 = ℎ1, . . . , ℎ𝑘 be a 𝑘–tuple of distinct non–negative
integers and let 𝜈𝑝 (𝒉) denote the number of different residue classes modulo 𝑝
among the ℎ1, . . . , ℎ𝑘 . If 𝜈𝑝 (𝒉) < 𝑝 for every 𝑝, then 𝒉 is called admissible.

If 𝒉 is inadmissible, then there exists a prime 𝑝 such that 𝜈𝑝 (𝒉) = 𝑝, and
hence for any 𝑛, the prime 𝑝 divides at least one of the numbers 𝑛+ℎ1, . . . , 𝑛+ℎ𝑘 .
We conjecture that the necessary condition that 𝒉 should be admissible is also
sufficient to ensure the existence of infinitely many prime 𝑘–tuples with the
spacing 𝒉.

Conjecture 18.1 (The prime 𝑘-tuple conjecture) If 𝒉 is admissible, then there
are infinitely many positive integers 𝑛 such that 𝑛 + ℎ1, 𝑛 + ℎ2, . . . , 𝑛 + ℎ𝑘 are
simultaneously prime.

We note that a translation of an admissible 𝑘-tuple is again admissible, since
𝜈𝑝 (𝒉) is unchanged by translation. Also, if 𝒉 is a 𝑘-tuple of integers, 𝜈𝑝 (𝒉) ≤ 𝑘 ,
and this is < 𝑝 if 𝑝 > 𝑘 . Thus to determine whether 𝒉 is admissible it suffices to
calculate 𝜈𝑝 (𝒉) for 𝑝 ≤ 𝑘 . Also, if the members of 𝒉 lie in an interval of length
𝑁 , then 𝜈𝑝 (𝒉) = 𝑘 for all 𝑝 > 𝑁 . Useful admissible 𝑘-tuples are provided by

Theorem 18.17 Suppose that 𝑘 ≥ 2, and that the primes 𝑝1, 𝑝2, . . . , 𝑝𝑘
satisfy

𝑘 < 𝑝1 < 𝑝2 < · · · < 𝑝𝑘 .

Then the 𝑘-tuple 𝒉 = (𝑝1, 𝑝2, . . . , 𝑝𝑘) is admissible. If these 𝑝 𝑗 are the least
distinct primes > 𝑘 , then 𝑝𝑘 − 𝑝1 < 𝑘 log 𝑘 + 𝑘 log log 𝑘 +𝑂 (𝑘).

Proof If 𝑝 > 𝑘 , then 𝜈𝑝 (𝒉) ≤ 𝑘 < 𝑝. If 𝑝 ≤ 𝑘 , then 𝑝 𝑗 . 0 (mod 𝑝) for
1 ≤ 𝑗 ≤ 𝑘 , and so 𝜈𝑝 (𝒉) ≤ 𝑝 − 1 < 𝑝. Let 𝑃𝑛 denote then 𝑛th prime. From a
quantitative version of the Prime Number Theorem it follows that

𝑃𝑛 = 𝑛 log 𝑛 + 𝑛 log log 𝑛 +𝑂 (𝑛).

In Exercise 6.2.1.5 a more precise estimate for 𝑃𝑛 was proposed, but the weaker check number
estimate above is sufficient to give the desired estimate. □

In §7.3 we introduced the functions

𝜌(𝑦) = lim sup
𝑥→∞

𝜋(𝑥 + 𝑦) − 𝜋(𝑥), 𝜌(𝑁) = max
𝑀

𝑀+𝑁∑︁
𝑛=𝑀+1

𝑝 |𝑛 =⇒ 𝑝>𝑁

1.
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It is clear that 𝜌(𝑁) ≤ 𝜌(𝑁). If 𝑘 = 𝜌(𝑁), then the 𝑛 counted in the above sum
form an admissible 𝑘-tuple, so the 𝑘-tuple conjecture implies that 𝜌(𝑁) = 𝜌(𝑁)
for all positive 𝑁 . Also, in Theorem 7.16 we showed that there is a positive
constant 𝐶 such that 𝜌(𝑁) ≥ 𝜋(𝑁) + 𝐶𝑁 (log 𝑁)−2 for all sufficiently large
𝑁 . In the reverse direction, in Theorem 3.3 we showed that 𝜌(𝑁) ≤ 2𝜋(𝑁) +
𝑂

(
𝑁 (log 𝑁)−2) for all 𝑁 ≥ 2.
We have already failed to prove what we want when 𝑘 = 2, and the situation is

of course no better for larger 𝑘 , but we can still make some useful observations
and formulate a quantitative conjecture, similar to the one in (18.38). We work
now with the 𝑘-tuple 𝒉 = (0, ℎ1, . . . , ℎ𝑘−1) where 0 < ℎ1 < · · · < ℎ𝑘 . Set

𝑅(𝑋, 𝒉) =
∑︁

𝑛0≤𝑋−ℎ𝑘−1

Λ(𝑛0)Λ(𝑛0 + ℎ1) · · ·Λ(𝑛0 + ℎ𝑘−1).

With 𝜶 = (𝛼1, 𝛼2, . . . , 𝛼𝑘−1) we find that

=

∫
T𝑘−1

𝑆(𝛼1 + · · · + 𝛼𝑘−1)
𝑘−1∏
𝑗=1

(
𝑆(−𝛼 𝑗 )𝑒(ℎ 𝑗𝛼 𝑗 )

)
𝑑𝜶

=
∑︁
𝑛0≤𝑋

Λ(𝑛0) · · ·
∑︁

𝑛𝑘−1≤𝑋
Λ(𝑛𝑘−1)

𝑘−1∏
𝑗=1

∫
T
𝑒((𝑛0 − 𝑛 𝑗 + ℎ 𝑗 )𝛼 𝑗 ) 𝑑𝛼 𝑗

= 𝑅(𝑋, 𝒉).

In this new setting, the analogue of a major arc is a small (𝑘 − 1)-dimensional
block. To identify the blocks that we should attend to, we appeal to Dirichlet’s
theorem on Diophantine approximation (Lemma 15.10), which asserts that for
any 𝜶 ∈ T𝑘−1 and any integer 𝑄 ≥ 1, there exists in integer 𝑞, 1 ≤ 𝑞 ≤ 𝑄𝑘−1,
such that ∥𝑞𝛼 𝑗 ∥ ≤ 1/𝑄 for 1 ≤ 𝑗 ≤ 𝑘 − 1. Let 𝑎 𝑗 be the integer nearest 𝑞𝛼 𝑗 .
Then ���𝛼 𝑗 − 𝑎 𝑗

𝑞

��� ≤ 1
𝑞𝑄

.

Let 𝑑 = (𝑎1, 𝑎2, . . . , 𝑎𝑘−1, 𝑞). By replacing each 𝑎 𝑗 by 𝑎 𝑗/𝑑 and 𝑞 by 𝑞/𝑑, we
may suppose that (𝑎1, 𝑎2, . . . , 𝑎𝑘−1, 𝑞) = 1. The largest contributions are made
by the smallest values of 𝑞. Let 𝑃 = 𝑁 𝛿 . We restrict our attention to 𝑞 ≤ 𝑃 and
|𝛽 𝑗 | ≤ 1/𝑃 where 𝛽 𝑗 = 𝛼 𝑗 − 𝑎 𝑗/𝑞. The approximation

𝑆(𝛼) ∼ 𝜇(𝑞)
𝜑(𝑞)𝑉 (𝛼 − 𝑎/𝑞)

applies only when |𝛼 − 𝑎/𝑞 | is small and (𝑎, 𝑞) = 1. In our current situation, it



18.5 Prime 𝑘-tuples 135

may be that (𝑎 𝑗 , 𝑞) > 1, but we note that

𝑐𝑞 (𝑎)
𝜑(𝑞) =

𝜇

(
𝑞

(𝑎,𝑞)

)
𝜑

(
𝑞

(𝑎,𝑞)

) ,
so

𝑆(𝛼 𝑗 ) ∼
𝑐𝑞 (𝑎 𝑗 )
𝜑(𝑞) 𝑉 (𝛽 𝑗 )

for all 𝑗 . Writing 𝒂 = (𝑎1, . . . , 𝑎𝑘−1) with 1 ≤ 𝑎 𝑗 ≤ 𝑞, put reordered to
fix v bad break

𝑓 (𝑞; 𝒉) =
∑︁∗

𝒂

𝑐𝑞 (𝑏)
𝜑(𝑞)𝑘

𝑘−1∏
𝑗=1

(
𝑐𝑞 (−𝑎 𝑗 )𝑒(𝑎 𝑗ℎ 𝑗/𝑞)

)
(18.39)

where
∑∗ runs over 𝒂 subject to (𝑎1, . . . , 𝑎𝑘−1, 𝑞) = 1. Set

𝔖(𝒉; 𝑃) =
∑︁
𝑞≤𝑃

𝑓 (𝑞; 𝒉).

and put

𝐽 (𝑃) =
∫
|𝛽 𝑗 | ≤1/𝑃

𝑉 (𝛽1 + · · · + 𝛽𝑘−1)
𝑘−1∏
𝑗=1

(
𝑉 (−𝛽 𝑗 )𝑒(ℎ 𝑗 𝛽 𝑗 )

)
𝑑𝜷

Then we expect that 𝑅(𝑋, 𝒉) ∼ 𝐽 (𝑃)𝔖(𝒉; 𝑃). It is not hard to show that 𝐽 (𝑃)
is within 𝑂

(
𝑃−1+𝜀 ) of∫

T𝑘−1
𝑉 (𝛽1 + · · · + 𝛽𝑘−1)

𝑘−1∏
𝑗=1

(
𝑉 (−𝛽 𝑗 )𝑒(ℎ 𝑗 𝛽 𝑗 )

)
𝑑𝜷

=
∑︁

𝑛0 ,...,𝑛𝑘−1
0<𝑛 𝑗≤𝑋

𝑘−1∏
𝑗=1

∫
T
𝑒((𝑛0 + ℎ 𝑗 − 𝑛 𝑗 )𝛽 𝑗 ) 𝑑𝛽 𝑗 = 𝑋 − ℎ𝑘−1 +𝑂 (1).

In order to assess the size of 𝑓 (𝑞; 𝒉) is it helpful to observe that this quantity
is a multiplicative function of 𝑞. Moreover, if 𝑟 > 1 and (𝑎, 𝑝) = 1, then
𝑐𝑝𝑟 (𝑎) = 0, so 𝑓 (𝑝𝑟 , 𝒉) = 0 since (𝑎 𝑗 , 𝑝) = 1 for at least one of the 𝑎 𝑗 .
Thus 𝑓 (𝑞, 𝒉) is supported on squarefree integers. This is not such a surprise,
since 𝑆(𝛼) has its peaks at Farey points with squarefree denominators. Now
suppose that 𝑞 = 𝑝. In the sum over 𝒂, the only term that must be avoided is
𝒂 = (𝑝, . . . , 𝑝). That single term, if it were included, would contribute exactly
1. So we sum over 𝑎 𝑗 ’s without restriction, and then subtract 1. We expand the
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sum 𝑐𝑝 (𝑏) to see that∑︁
𝑎1 ,...𝑎𝑘−1
1≤𝑎 𝑗≤𝑝

𝑐𝑝 (𝑏)
𝑘−1∏
𝑗=1

(
𝑐𝑝 (−𝑎 𝑗 )𝑒(𝑎 𝑗ℎ 𝑗/𝑝)

)
=

𝑝−1∑︁
𝑛0=1

𝑘−1∏
𝑗=1

( 𝑝∑︁
𝑎 𝑗=1

𝑐𝑝 (−𝑎 𝑗 )𝑒(𝑎 𝑗 (𝑛0 + ℎ 𝑗 )/𝑝)
)
.

Here 𝑐𝑝 (−𝑎 𝑗 ) = 𝑝 − 1 if 𝑎 𝑗 = 𝑝, and 𝑐𝑝 (𝑎 𝑗 ) = −1 if 0 < 𝑎 𝑗 < 𝑝, so the sum
over 𝑎 𝑗 is

𝑝 − 1 −
𝑝−1∑︁
𝑎 𝑗=1

𝑒(𝑎 𝑗 (𝑛0 + ℎ 𝑗 )/𝑝) = 𝑝 −
𝑝∑︁

𝑎 𝑗=1
𝑒(𝑎 𝑗 (𝑛0 + ℎ 𝑗 )/𝑝)

=

{
𝑝 if ℎ 𝑗 . −𝑛0 (mod 𝑝),
0 if ℎ 𝑗 ≡ −𝑛0 (mod 𝑝).

The product of these sums is therefore 𝑝𝑘−1 if there is no 𝑗 , 1 ≤ 𝑗 ≤ 𝑘 − 1,
such that ℎ 𝑗 ≡ −𝑛0 (mod 𝑝). Since 𝑛0 runs through all 𝑝 − 1 nonzero residue
classes (mod 𝑝), this first alternative arises exactly 𝑝 − 1− 𝜈′𝑝 (𝒉) times, where
𝜈′𝑝 (𝒉) is the number of nonzero residue classes (mod 𝑝) found among the ℎ 𝑗
with 1 ≤ 𝑗 ≤ 𝑘 − 1. Since 𝒉 = (0, ℎ1, . . . , ℎ𝑘−1), 𝜈𝑝 (𝒉) = 1 + 𝜈′𝑝 (𝒉). In
case ℎ 𝑗 ≡ −𝑛0 (mod 𝑝) for one or more values of 𝑗 , the product is 0, so our
expression is 𝑝𝑘−1 (𝑝 − 𝜈𝑝 (𝒉)) and

𝑓 (𝑝; 𝒉) =
(𝑝 − 𝜈𝑝 (𝒉))𝑝𝑘−1

(𝑝 − 1)𝑘
− 1. (18.40)

Let
𝐷 =

∏
𝑖< 𝑗

(ℎ 𝑗 − ℎ𝑖).

If 𝑝 ∤ 𝐷, then 𝜈𝑝 (𝒉) = 𝑘 , and so 𝑓 (𝑝; 𝒉) ≪ 𝑝−2 for such 𝑝. Hence 𝔖(𝒉; 𝑃)
converges absolutely to 𝔖(𝒉) as 𝑃 → ∞ where

𝔖(𝒉) =
∞∑︁
𝑞=1

𝑓 (𝑞; 𝒉) =
∏
𝑝

(1 + 𝑓 (𝑝; 𝒉)) =
∏
𝑝

(
1 −

𝜈𝑝 (𝒉)
𝑝

) (
1 − 1

𝑝

)−𝑘
,

(18.41)

and

𝔖(𝒉) ≪𝑘 (log log(3𝐷))𝑘 ≪𝑘 (log log(3 max
𝑗

|ℎ 𝑗 |))𝑘 . (18.42)

Thus when the ℎ 𝑗 are distinct, if 𝒉 is inadmissible, then 𝔖(𝒉) = 0. If 𝒉 is
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admissible, then 𝜈𝑝 (𝒉) ≤ min(𝑘, 𝑝 − 1), and so 1 − 𝜈𝑝 (𝒉)/𝑝 ≥ 1/𝑝 when
𝑝 ≤ 𝑘 and is ≥ 1 − 𝑘/𝑝 when 𝑝 > 𝑘 . Thus there is a positive constant 𝐶 (𝑘)
such that, when the ℎ 𝑗 are distinct, 𝒉 is admissible if and only if

𝔖(𝒉) > 𝐶 (𝑘). (18.43)

As an extension of the quantitative twin prime conjecture, we have

Conjecture 18.2 Suppose that 𝒉 = (ℎ1, ℎ2, . . . , ℎ𝑘) is an admissible 𝑘-tuple
of distinct integers. Then

𝑅(𝑋; 𝒉) ∼ 𝑋𝔖(𝒉)

as 𝑋 → ∞.

As with twin primes, the barrier to proving the above is our lack of suitable
bounds for the size of the integrand outside the regions that we have identified
as major ‘arcs’. It is generally believed that there are no secondary main terms,
and that the error term in the above is ≪ 𝑋1/2+𝜀 . We note that the quantity 𝑋
on the right hand side above reflects the size of the singular integral, which in
turn is the density of solutions of our system in real variables. Also, the factor
1 + 𝑓 (𝑝; 𝒉) of 𝔖(𝒉) is the density of 𝑝-adic solutions of our system. Thus
the right hand side above is the product of local densities, extended over all
valuations of the rational field. While we seem at present to be very far from
proving the Prime 𝑘-Tuple Conjecture, we accept it as guide to our thinking as
to how primes are distributed in short intervals.

In Exercise 18.2.1.5 we noted that the mean value of singular series 𝔖2 (𝑛) check ex num-
beris asymptotically 1. We now extend this to prime 𝑘-tuples.

Theorem 18.18 (Gallagher, 1976) Let 𝑘 ≥ 2 be fixed, and let 𝐻 run through
positive integers. Further, letℋ denote the set of 𝑘-tuples 𝒉 of distinct integers
ℎ1, . . . , ℎ𝑘 with 1 ≤ ℎ 𝑗 ≤ 𝐻, and let 𝒜 be the subset of those 𝒉 that are also
admissible. Then ∑︁

𝒉∈𝒜
𝔖(𝒉) = 𝐻𝑘 +𝑂

(
𝐻𝑘−1+𝜀 ) .

Proof We first show that the case 𝑘 = 2 is an easy consequence of the result
of Exercise 18.2.1.5, whose notation we adopt. Thus check ex num-

ber
check ex num-
ber

∑︁
0<ℎ1 ,ℎ2≤𝐻
ℎ1≠ℎ2

𝔖(ℎ1, ℎ2) = 2
𝐻∑︁
ℎ2=2

ℎ2−1∑︁
ℎ1=1

𝔖2 (ℎ2 − ℎ1)
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which by Exercise 18.2.1.5(d) is

= 2
𝐻∑︁
ℎ2=2

(
ℎ2 +𝑂 (log ℎ2)

)
= 𝐻2 +𝑂 (𝐻 log𝐻).

From now on we assume that 𝑘 ≥ 3. Since 𝔖(𝒉) = 0 if 𝒉 is inadmissible,
it suffices to prove the conclusion with 𝒜 replaced by ℋ. We argue from the
original definition (18.39) of 𝑓 (𝑞, 𝒉). We note that 𝑓 (1, 𝒉) = 1 for all 𝒉, which
gives the main term 𝐻 (𝐻 − 1) · · · (𝐻 − 𝑘 + 1) = 𝐻𝑘 +𝑂

(
𝐻𝑘−1) . It remains to

bound the contributions of 𝑞 > 1. From (18.40) we see that if 𝜈𝑝 (𝒉) = 𝑘 , then

| 𝑓 (𝑝; 𝒉) | ≤ 𝐶𝑘

𝑝2

and otherwise

| 𝑓 (𝑝; 𝒉) | ≤ 𝐶𝑘

𝑝

where 𝐶𝑘 is a suitable positive number. Let 𝐷 =
∏

1≤𝑖< 𝑗≤𝑘 |ℎ 𝑗 − ℎ𝑖 |, so that
𝐷 ≤ 𝐻𝑘 (𝑘−1)/2. Then

| 𝑓 (𝑞; 𝒉) | ≤ 𝑞−2𝐶
𝜔 (𝑞)
𝑘

(𝐷, 𝑞) ≪𝜀 𝑞
𝜀−2 (𝐷, 𝑞).

For convenience we introduce the parameter 𝑄 ≥ 1 which is at our disposal.
Then∑︁
𝑞>𝑄

| 𝑓 (𝑞; 𝒉) | ≪
∑︁
𝑟 |𝐷

𝑟
∑︁
𝑞>𝑄

(𝐷,𝑞)=𝑟

𝑞𝜀−2 ≪
∑︁
𝑟 |𝐷

𝑟 𝜀−1
∑︁
𝑡>𝑄/𝑟

𝑡 𝜀−2 ≪ 𝑄𝜀−1𝑑 (𝐷).

Hence ∑︁
𝑞>𝑄

| 𝑓 (𝑞; 𝒉) | ≪ 𝑄𝜀−1𝐻 𝜀 . (18.44)

For convenience we write

𝑔(𝑞; 𝒉) = 𝜑(𝑞)𝑘 𝑓 (𝑞; 𝒉). (18.45)

Crudely, from (18.39) we have

|𝑔(𝑞 ; 𝒉) | ≤ 𝑔∗ (𝑞)

for any 𝒉 where

𝑔∗ (𝑞) =
∑︁
𝒂

(𝒂,𝑞)=1

|𝑐𝑞 (𝑎1 + · · · + 𝑎𝑘−1)𝑐𝑞 (−𝑎1) · · · 𝑐𝑞 (−𝑎𝑘−1) |.

This is also a multiplicative function of 𝑞 (with its support on the square-
free numbers). Consider the 𝑘 numbers −𝑎1 − · · · − 𝑎𝑘−1, 𝑎1, . . . , 𝑎𝑘−1. When
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(𝒂, 𝑝) = 1 at least two of these numbers are not multiples of 𝑝. Moreover
in 𝑔∗ (𝑝) the terms with exactly 𝑗 of the 𝑎2, . . . , 𝑎𝑘 , 𝑎2 + · · · + 𝑎𝑘 divisible
by 𝑝 contribute (𝑝 − 1) 𝑗 and since the 𝑎1, . . . , 𝑎𝑘−1, 𝑎1 + · · · + 𝑎𝑘−1 are lin-
early dependent the number of such terms is at most

(𝑘
𝑗

)
(𝑝 − 1)𝑘−1− 𝑗 . Hence

𝑔∗ (𝑝) ≤ 2𝑘 (𝑝 − 1)𝑘−1 and 𝑔∗ (𝑞)𝜑(𝑞)−𝑘 ≪ 𝑞𝜀−1. Hence∑︁
𝒉∈[1,𝐻 ]𝑘\ℋ

∑︁
1<𝑞≤𝑄

𝑓 (𝑞; 𝒉) ≪ 𝐻𝑘−1
∑︁

1<𝑞≤𝑄
𝑞𝜀−1 ≪ 𝐻𝑘−1𝑄𝜀 . (18.46)

Returning to (18.39) when 𝑞 > 1 at least two of 𝑎1, . . . , 𝑎𝑘−1,−𝑎1−· · ·−𝑎𝑘−1
are non-zero modulo 𝑞. If there are at least two such of the 𝑎𝑖 , then we pick two
and call them 𝑏1, 𝑏2. The remaining 𝑎𝑖 can be listed in the form 𝑏3, . . . , 𝑏𝑘−1 so
that −𝑎1 − · · · − 𝑎𝑘−1 = −𝑏1 − 𝑏2 − · · · − 𝑏𝑘−1. If only one of the 𝑎𝑖 is non-zero
modulo 𝑞, then call it 𝑏1 and take 𝑏2 = −𝑎1 − · · · − 𝑎𝑘−1. In that case any one
of the other 𝑎𝑖 can be rewritten in the form in the form −𝑏1 − 𝑏2 − 𝑠 (mod 𝑞)
where 𝑠 is the sum of the remaining 𝑎𝑡 . Thus∑︁

𝒉∈[1,𝐻 ]𝑘
𝑔(𝑞; 𝒉) ≪ 𝐻𝑘−2

𝑞−1∑︁
𝑏1=1

|𝑐𝑞 (𝑏1) |
∥𝑏1/𝑞∥

𝑞−1∑︁
𝑏2=1

|𝑐𝑞 (𝑏2) |
∥𝑏2/𝑞∥

×
∑︁

𝒃∈[1,𝑞 ]𝑘−3

|𝑐𝑞 (𝑏3) . . . 𝑐𝑞 (𝑏𝑘−1)𝑐𝑞 (𝑏1 + · · · + 𝑏𝑘−1) |

where 𝒃 = 𝑏3, . . . , 𝑏𝑘−1 and where the summand over 𝒃 is taken to
be |𝑐𝑞 (𝑏1 + 𝑏2) | when 𝑘 = 3. In general this multiple sum does not exceed

𝜑(𝑞)
( 𝑞∑︁
𝑏=1

|𝑐𝑞 (𝑏) |
) 𝑘−3

.

Since |𝑐𝑞 (𝑏) | ≤ (𝑞, 𝑏) the sum here is at most∑︁
𝑟 |𝑞

𝑟𝜑(𝑞/𝑟) ≤ 𝑑 (𝑞)𝑞.

Similarly

𝑞−1∑︁
𝑏=1

|𝑐𝑞 (𝑏) |
∥𝑏/𝑞∥ ≤

∑︁
𝑟 |𝑞

𝑟

𝑞/𝑟−1∑︁
𝑎=1

∥𝑎/(𝑞/𝑟)∥−1 ≪ 𝑑 (𝑞)𝑞 log 𝑞.

Therefore ∑︁
𝒉∈[1,𝐻 ]𝑘

∑︁
1<𝑞≤𝑄

𝑓 (𝑞, 𝒉) ≪ 𝐻𝑘−2𝑄1+𝜀 .

Hence, by (18.44) and (18.46) the choice 𝑄 = 𝐻 secures the theorem. □
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18.5.1 Exercises
1. (a) We observed that if the 𝑘-tuple 𝒉 is inadmissible, then the numbers
𝑛 + ℎ1, 𝑛 + ℎ2, . . . , 𝑛 + ℎ𝑘 are simultaneously prime for at most finitely many
nonnegative 𝑛. Show that in fact the number of such 𝑛 is ≤ 𝑘 .

(b) Suppose that 𝑝 is a prime for which 𝜈𝑝 (𝒉) = 𝑝 and that the ℎ𝑖 are all
nonnegative. Show that the numbers 𝑛 + ℎ1, 𝑛 + ℎ2, . . . , 𝑛 + ℎ𝑘 are not
all prime if 𝑛 > 𝑝.

2. Suppose that 𝑘 ≥ 2 and the 1 < 𝑞1 < 𝑞2 < · · · < 𝑞𝑘 . Suppose that none
of the 𝑞 𝑗 is divisible by a prime 𝑝 ≤ 𝑘 . Show that 𝑞1, . . . , 𝑞𝑘 forms an
admissible set.

3. Let ℎ 𝑗 = (2 𝑗 − 1)2 for 𝑗 = 1, . . . , 𝑘 . Prove that 𝒉 is an admissible set.
4. Call a set 𝒉 of distinct nonnegative integers ℎ1, . . . , ℎ𝑘 sf-admissible when

there is no prime 𝑝 such that every residue class modulo 𝑝2 contains at
least one of them. Let 𝑆(𝑥; 𝒉) denote the number of 𝑛 ≤ 𝑥 such that 𝑛 +
ℎ1, . . . , 𝑛 + ℎ𝑘 are simultaneously squarefree.

(a) Let 𝑓 (𝑛) denote the characteristic function of the squarefree numbers.
Prove that

𝑆(𝑥; 𝒉) =
∑︁
𝑛≤𝑥

𝑓 (𝑛 + ℎ1) . . . 𝑓 (𝑛 + ℎ𝑘)

and

𝑓 (𝑛) =
∑︁
𝑑2 |𝑛

𝜇(𝑑).

(b) Suppose that 0 < 𝛿 < 1/(3𝑘) and let 𝑦 = 𝑥 𝛿 and

𝑓 (𝑛; 𝑦) =
∑︁
𝑑≤𝑦
𝑑2 |𝑛

𝜇(𝑑).

Prove that for 𝑗 = 1, . . . , 𝑘

𝑆(𝑥; 𝒉) = 𝑇𝑗 (𝑥; 𝑦) +𝑂 (𝑥1+𝜀𝑦−1)

where

𝑇𝑗 (𝑥; 𝑦) =
∑︁
𝑛≤𝑥

𝑓 (𝑛 + ℎ1; 𝑦) . . . 𝑓 (𝑛 + ℎ 𝑗 ; 𝑦) 𝑓 (𝑛 + ℎ 𝑗+1) . . . 𝑓 (𝑛 + ℎ𝑘).

(c) Given a 𝑘-tuple of positive integers 𝒅 = 𝑑1, . . . , 𝑑𝑘 let 𝑑 = 𝑑1 . . . 𝑑𝑘 and
given another one 𝒓 we use 𝒅 |𝒓 to mean 𝑑 𝑗 |𝑟 𝑗 with 𝑗 = 1, . . . , 𝑘 , and 𝒅2

to mean 𝑑2
1 , . . . , 𝑑

2
𝑘
. Write 𝑛 + 𝒉 for the 𝑘-tuple 𝑛 + ℎ1, . . . , 𝑛 + ℎ𝑘 . Let
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𝜌(𝒅) denote the number of solutions of 𝒅2 |𝑛 + 𝒉 in 𝑛 modulo 𝑑2. Prove
that 𝜌(𝒅) ≤ 𝑑2 and

𝑇𝑘 (𝑥; 𝑦) = 𝑥
∑︁

𝑑1≤𝑦,...,𝑑𝑘≤𝑦

𝜇(𝑑1) . . . 𝜇(𝑑𝑘)
𝑑2 𝜌(𝒅) +𝑂 (𝑦3𝑘).

(d) Let 𝜈𝑝 (𝒉) denote the number of different residue classes modulo 𝑝2

amongst the ℎ1, . . . , ℎ𝑘 . Suppose that 𝑘 = 2. Prove that

𝑆(𝑥; ℎ) = 𝑥
∏
𝑝

(
1 −

𝜈𝑝 (𝒉)
𝑝2

)
+𝑂 (𝑥1−𝛿).

5. Given a 𝑘-tuple of positive integers 𝒅 = 𝑑1, . . . , 𝑑𝑘 let 𝑑 = 𝑑1 . . . 𝑑𝑘 and
given another one 𝒓 we use 𝒅 |𝒓 to mean 𝑑 𝑗 |𝑟 𝑗 ( 𝑗 = 1, . . . , 𝑘) and 𝒅2 to mean
𝑑2

1 , . . . , 𝑑
2
𝑘
. Write 𝑛 + 𝒉 for the 𝑘-tuple 𝑛 + ℎ1, . . . , 𝑛 + ℎ𝑘 . Let 𝜌(𝒅) denote

the number of solutions of 𝒅2 |𝑛 + 𝒉 in 𝑛 modulo 𝑑2 and let 𝜌∗ (𝒅) denote
the number of solutions of 𝒅2 |𝑛 + 𝒉 in 𝑛 modulo lcm[𝑑1, . . . , 𝑑𝑘]2. Let
𝜈𝑝 (𝒉) denote the number of different residue classes modulo 𝑝2 amongst
the ℎ1, . . . , ℎ𝑘 .

(a) Prove that 𝜌(𝒅) = 𝑑2lcm[𝑑1, . . . , 𝑑𝑘]−2𝜌∗ (𝒅) and 𝜌∗ (𝒅) ≤ 1.
(b) Prove that∑︁

max(𝑑 𝑗 )>𝑦

𝜇(𝑑1) . . . 𝜇(𝑑𝑘)
𝑑2 𝜌(𝒅) ≪

∑︁
max(𝑑 𝑗 )>𝑦

𝜇(𝑑1)2 . . . 𝜇(𝑑𝑘)2

[𝑑1, . . . , 𝑑𝑘]2

≪
∑︁
𝑚>𝑦

2𝑘𝜔 (𝑚)

𝑚2 ≪ 𝑦𝜀−1

and deduce that

𝑇𝑘 (𝑥, 𝑦) = 𝑥
∞∑︁
𝑚=1

𝑔(𝑚)
𝑚2 +𝑂

(
𝑥𝑦𝜀−1

)
where

𝑔(𝑚) =
∑︁
𝒅

[𝑑1 ,...,𝑑𝑘 ]=𝑚

𝜇(𝑑1) . . . 𝜇(𝑑𝑘)𝜌∗ (𝒅) .

(c) Prove that 𝜌(𝒅) is multiplicative, i.e. given 𝒅, 𝒆, define

𝒅𝒆 = 𝑑1𝑒1, . . . , 𝑑𝑘𝑒𝑘

and deduce that if (𝑑, 𝑒) = 1, then 𝜌(𝒅𝒆) = 𝜌(𝒅)𝜌(𝒆).
(d) Prove that 𝑔(𝑚) is multiplicative and has its support on the squarefree

numbers.
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(e) Deduce that
∞∑︁
𝑚=1

𝑔(𝑚)
𝑚2 =

∏
𝑝

(
1 + 𝑔(𝑝)𝑝−2

)
.

(f) Prove that 1 + 𝑔(𝑝)𝑝−2 = 1 − 𝜈𝑝 (𝒉)𝑝−2.
(g) (Pillai, 1936) Prove thatmade proper

cite

𝑆(𝑥; ℎ) = 𝑥
∏
𝑝

(
1 −

𝜈𝑝 (𝒉)
𝑝2

)
+𝑂 (𝑥1−𝛿)

and hence that if 𝒉 is sf-admissible, then there are infinitely many 𝑛
such that 𝑛 + ℎ 𝑗 are simultaneously square free for 𝑗 = 1, . . . , 𝑘 .

6. Find the minimal diameter of 20-tuples which are sf-admissible, i.e. max ℎ 𝑗−
ℎ𝑖 is minimal.

18.6 The distribution of primes in short intervals

For a 𝑘-tuple 𝒉 = (ℎ1, . . . , ℎ𝑘) of distinct integers let 𝜋(𝑀; 𝒉) denote the
number of integers 𝑚, 1 ≤ 𝑚 ≤ 𝑀 for which 𝑚 + ℎ1, 𝑚 + ℎ2, . . . , 𝑚 + ℎ𝑘 are all
prime. We now use Conjecture 18.2 to derive conjectures concerning moments
of the number of primes in short intervals. It is clear that if 𝐻 and 𝑛 are positive
integers, then∑︁

𝑚≤𝑀
(𝜋(𝑚 + ℎ) − 𝜋(𝑚))𝑛 =

∑︁
𝑚≤𝑀

∑︁
𝑚<𝑝1 ,..., 𝑝𝑛≤𝑚+𝐻

1.

Let 𝑘 denote the number of distinct primes among the 𝑝𝑖 , 𝑖 = 1, 2, . . . , 𝑛. Think
of indices 𝑖1 and 𝑖2 as being ‘related’ if 𝑝𝑖1 = 𝑝𝑖2 . Thus the 𝑝𝑖 partition the
set {1, 2, . . . , 𝑛} into 𝑘 nonempty subsets 𝒮1, . . . ,𝒮𝑘 of related indices. For
𝑖 ∈ 𝒮𝑗 the prime 𝑝𝑖 depends only on 𝑗 ; call it 𝑝( 𝑗). Suppose further that the
labelling of the subsets has been chosen so that 𝑝(1) < 𝑝(2) < · · · < 𝑝(𝑘).
Put ℎ 𝑗 = 𝑝( 𝑗) − 𝑚. Then 𝑝(1), . . . , 𝑝(𝑘) is a 𝑘-tuple of primes counted by
𝜋(𝑀; 𝒉), and this 𝑘-tuple has the property that 0 < ℎ1 < · · · < ℎ𝑘 ≤ 𝐻. Let{
𝑛
𝑘

}
denote the number of ways of partitioning {1, 2, . . . , 𝑛} into 𝑘 unordered

nonempty subsets. This is a Stirling number of the second kind and is the
number of ways of choosing the subsets 𝒮𝑗 , before they are given names with
subscripts. There are 𝑘! ways to order them, so the right hand side above is

=

𝑛∑︁
𝑘=1

{
𝑛

𝑘

}
𝑘!

∑︁
0<ℎ1<· · ·<ℎ𝑘≤𝐻

𝜋(𝑀; 𝒉) =
𝑛∑︁
𝑘=1

{
𝑛

𝑘

} ∑︁
0<ℎ1 ,...,ℎ𝑘≤𝐻
ℎ 𝑗 distinct

𝜋(𝑀; 𝒉).

(18.47)
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Suppose that the relation

𝜋(𝑀; 𝒉) ∼ 𝔖(𝒉) 𝑀

(log𝑀)𝑘

holds uniformly for all admissible 𝑘-tuples 𝒉 with 0 < ℎ1 < ℎ2 < · · · < ℎ𝑘 ≤
𝐻, 𝑘 ≤ 𝑛, and 𝐻 ≤ 𝐶 log𝑀 where 𝐶 is an arbitrarily large constant. Suppose
that 0 < 𝜆 ≤ 𝐶, and that 𝐻 = ⌊𝜆 log𝑀⌋. Then the expression (18.47) is

∼
𝑛∑︁
𝑘=1

{
𝑛

𝑘

}
𝑀

(log𝑀)𝑘
∑︁

0<ℎ1 ,...,ℎ𝑘≤𝐻
ℎ 𝑗 distinct

𝔖(𝒉),

which by Theorem 18.18 is ∼ 𝑚𝑛 (𝜆)𝑀 as 𝑀 → ∞ where

𝑚𝑘 (𝜆) =
𝑛∑︁
𝑘=1

{
𝑛

𝑘

}
𝜆𝑘 . (18.48)

This suggests a subsidiary

Conjecture 18.3 Let𝑚𝑛 (𝜆) be defined as above. Let𝐶 be an arbitrary positive
number. Then for any given 𝑛,

lim
𝑀→∞

1
𝑀

𝑀∑︁
𝑚=1

(𝜋(𝑚 + 𝜆 log𝑚) − 𝜋(𝑚))𝑛 = 𝑚𝑛 (𝜆)

uniformly for 0 < 𝜆 ≤ 𝐶.

It is very significant that the moments 𝑚𝑛 (𝜆) that arise here are precisely
the moments of a Poisson random variable 𝑋 with parameter 𝜆 (see Exercise
18.6.1.4). Such a variable takes nonnegative integer values, with the probabil- check ex num-

berities

𝑷(𝑋 = 𝑟) = 𝑒−𝜆𝜆
𝑟

𝑟!
for 𝑟 = 0, 1, . . .. It can happen that two different distributions have the same
moments. However, if the moment generating function is entire, it follows that
the two distributions must in fact be the same. In Exercise 18.6.1.5 we establish check ex no.
the (well-known) fact that the moment generating function of a Poisson random
variable is entire. Thus the distribution of 𝜋(𝑚 + 𝜆 log𝑚) − 𝜋(𝑚) should be
close to Poisson. This suggests a further conjecture.

Conjecture 18.4 Let 𝑃𝑟 (𝑀, 𝜆) be the number of𝑚 ≤ 𝑀 for which the interval
(𝑚, 𝑚 + 𝜆 log𝑚] contains exactly 𝑟 primes. Then

𝑃𝑟 (𝑀, 𝜆) ∼ 𝑒−𝜆
𝜆𝑟

𝑟!
𝑀
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as 𝑀 → ∞, provided that |𝑟 − 𝜆 | ≪
√

1 + 𝜆.

It may be the case that the constraint on 𝑟 can be gradually relaxed as𝑀 → ∞,
but the question of how quickly depends more on arithmetic than on probability
theory. The case 𝑟 = 0 is of course of great interest, and 𝑃(𝑋 = 0) = 𝑒−𝜆 for a
Poisson variable 𝑋 , but this is at the extreme end of the distribution when 𝜆 is
large, and the incidence of very long gaps between primes is expected to be a
more complicated issue.

Concerning the Stirling numbers of the second kind, it is customary to set{0
0
}
= 1, and

{
𝑛
0
}
= 0 for 𝑛 > 0. Given a partitioning of {1, . . . , 𝑛−1} into 𝑘 −1

parts, we can derive a partitioning of {1, . . . , 𝑛} into 𝑘 parts by introducing the
new part {𝑛}. Alternatively, given a partitioning of {1, . . . , 𝑛 − 1} into 𝑘 parts,
we can derive a partitioning of {1, . . . , 𝑛} into 𝑘 parts by adjoining 𝑛 to any of
the given 𝑘 subsets. Thus{

𝑛

𝑘

}
=

{
𝑛 − 1
𝑘 − 1

}
+ 𝑘

{
𝑛 − 1
𝑘

}
. (18.49)

This Pascal-like recurrence gives rise to a triangular array of numbers. Stirling
numbers of the first kind, which may be denoted

[
𝑛
𝑘

]
, count the number of

permutations of {1, . . . , 𝑛} with exactly 𝑘 cycles in their cycle decomposition.
Rather obviously,

[
𝑛
𝑘

]
=

[
𝑛−1
𝑘−1

]
+ (𝑛 − 1)

[
𝑛−1
𝑘

]
. The ‘factorial power’ is defined

to be 𝑥𝑛 = 𝑥(𝑥 − 1) · · · (𝑥 − 𝑛 + 1) with 𝑥0 = 1. Just as 1, 𝑥, 𝑥2, 𝑥3, . . . form a
basis for polynomials, so also do 𝑥0, 𝑥1, 𝑥3, . . .. In Exercise 18.6.1.2 below wechecK ex no.
use Stirling numbers of the second kind to express an ordinary power as a linear
combination of factorial powers. Stirling numbers of the first kind are similarly
useful in writing a factorial power as a linear combination of ordinary powers.

𝑛 \ 𝑘 0 1 2 3 4 5 6 7 8 9 10
0 1
1 0 1
2 0 1 1
3 0 1 3 1
4 0 1 7 6 1
5 0 1 15 20 10 1
6 0 1 31 90 65 15 1
7 0 1 63 301 350 140 21 1
8 0 1 127 966 1701 1050 266 28 1
9 0 1 255 3025 7770 6951 2646 642 36 1

10 0 1 511 9330 34105 42525 22827 7140 930 45 1

Table 18.1 Stirling numbers of the second kind
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18.6.1 Exercises
1. (a) By inclusion–exclusion, or otherwise, show that the number of surjective

maps from a set of 𝑛 elements to a set of 𝑘 elements is

𝑘∑︁
𝑗=0

(−1) 𝑗
(
𝑘

𝑗

)
(𝑘 − 𝑗)𝑛.

(b) Show that the number of surjective maps from a set of 𝑛 elements to a
set of 𝑘 elements is

{
𝑛
𝑘

}
𝑘!.

(c) Conclude that
{
𝑛
𝑘

}
= 1
𝑘!

∑𝑘
𝑗=0 (−1) 𝑗

(𝑘
𝑗

)
(𝑘 − 𝑗)𝑛.

(d) Explain why
∑𝑘
𝑗=0 (−1) 𝑗

(𝑘
𝑗

)
(𝑘 − 𝑗) = 0 for 𝑘 > 1.

(e) Show that
{
𝑝

𝑘

}
≡ 0 (mod 𝑝) for 1 < 𝑘 < 𝑝.

2. Use the recurrence (18.49) to give a proof by induction that
𝑛∑︁
𝑘=0

{
𝑛

𝑘

}
𝑥𝑘 = 𝑥𝑛 (18.50)

Hint: Note that 𝑥 · 𝑥𝑘 = 𝑥𝑘+1 + 𝑘𝑥𝑘 .
3. (a) Suppose that 𝑞 and 𝑛 are integers with 𝑞 > 𝑛 ≥ 0. Count 𝑛-tuples

(𝑎1, 𝑎2, . . . , 𝑎𝑛) in which each 𝑎𝑖 is an integer satisfying 1 ≤ 𝑎𝑖 ≤ 𝑞.

(b) Consider 𝑛-tuples as above, but with the restriction that the coordinates
take on exactly 𝑘 different values. Show that the number of such 𝑛-tuples
is

{
𝑛
𝑘

}
𝑞𝑘 .

(c) Deduce that
∑𝑛
𝑘=0

{
𝑛
𝑘

}
𝑞𝑘 = 𝑞𝑛.

(d) Argue that since each side above is a polynomial in 𝑞, and since these
two polynomials are equal at infinitely many arguments, they must be
identically equal.

4. If 𝑋 is a Poisson random variable with parameter 𝜆, then its 𝑛th moment is

𝐸
[
𝑋𝑛

]
= 𝑒−𝜆

∞∑︁
𝑟=0

𝑟𝑛
𝜆𝑟

𝑟!
. (18.51)

By taking 𝑥 = 𝑟 in (18.50), or otherwise, show that 𝐸
[
𝑋𝑛

]
= 𝑚𝑛 (𝜆) where

𝑚𝑛 (𝜆) defined in (18.48).
5. If 𝑋 is a random variable, then by definition, its moment generating function

is
∑∞
𝑛=0 𝐸

[
𝑋𝑛

]
𝑧𝑛

𝑛! . Use (18.51) to show that

∞∑︁
𝑛=0

𝑚𝑛 (𝜆)
𝑧𝑛

𝑛!
= 𝑒−𝜆 exp

(
𝜆𝑒𝑧

)
.
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6. Show that
𝑛∑︁
𝑘=1

𝑘

{
𝑛

𝑘

}
𝑥𝑘 = 𝑥𝑛+1 − 𝑥(𝑥 − 1)𝑛.

7. Let 𝑋1, . . . , 𝑋𝑘 be independent identically distributed random variables each
with the distribution 𝑃(𝑋 𝑗 = 𝑎) = 1/𝑝 for 𝑎 = 1, 2, . . . 𝑝. Let 𝜈(𝑿), a
dependent random variable, denote card{𝑋1, . . . , 𝑋𝑘}. This random variable
takes values from 1 to 𝑘 .
(a) Show that

𝑃(𝜈(𝑿) = 𝑟) =
{
𝑘

𝑟

}
𝑝𝑟 𝑝−𝑘

for 𝑟 = 1, 2, . . . , 𝑘 .
(b) Deduce that

𝐸

[
1 − 𝜈(𝑿)

𝑝

]
=

(
1 − 1

𝑝

) 𝑘
.

(c) Conclude that

𝐸

[(
1 − 𝜈(𝑿)

𝑝

) (
1 − 1

𝑝

)−𝑘 ]
= 1.

18.7 Notes

Section 18.1. Hardy & Littlewood (1922) determined the asymptotic number
of representations of a large odd number as a sum of three primes, assuming
GRH. Vinogradov (1937) gave the first unconditional proof.

Section 18.2. After the publication of Vinogradov in 1937, Corput (1937),
Chudakov (1938), and Estermann (1938) independently established Theorem
18.4, and with it the estimate for 𝐸 (𝑋) found in Corollary 18.5. This stood
as the best-known estimate for many years, but Vaughan (1975) showed that
𝐸 (𝑋) ≪ 𝑋 exp

(
−𝑐

√︁
log 𝑋

)
. Then Montgomery & Vaughan (1975) followed a

suggestion of Gallagher to show that there is an effectively computable constant
𝛿 > 0 such that 𝐸 (𝑋) ≪ 𝑋1−𝛿 for all large 𝑋 . Chen & Liu (1989) showed
that one can take 𝛿 = 0.05, and admissible values of 𝛿 were established in
small increments by (Li, 1999, 2000), and Lu (2010). Recently, Pintz (2023)
announced his intent to publish a proof that 𝐸 (𝑋) ≪ 𝑋3/4.

Section 18.3. Corollary 18.9 is a special case of Theorem A in §11.3 of
Hardy & Littlewood (1922), and Lemmas 18.10–18.12 are substantially the
same of those found in Hardy & Littlewood (ibid).

Section 18.4. The result here is due to Montgomery & Vaughan (1973).
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Section 18.5. Hardy & Littlewood (1922), pp. 54–62, gave a conditional de-
termination of the asymptotic number of prime 𝑘-tuples. Lavrik (1961) showed
that the proposed formulæ are correct in mean square.

Section 18.6. This section is based on Gallagher (1976), in which the proof
of Theorem 18.18 is based on the product formula (18.41) for the singular
series. Many systems of notation for the Stirling numbers have been used, with
none of them dominant. We have followed the example of Graham, Knuth, &
Patashnik (1989), who also provide a large collection of interesting identities.
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19
The Large Sieve

The large sieve takes various forms, as a mean square upper bound for a
trigonometric polynomial at well-spaced points, as a mean square upper bound
for the distribution of a set of integers into arithmetic progressions, and as a
mean square upper bound for character sums. We take the trigonometric form
to be fundamental, and derive the other versions from it.

19.1 Trigonometric polynomials

Let

𝑇 (𝑥) =
𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑛𝑒(𝑛𝑥) (19.1)

be a trigonometric polynomial. Suppose that 𝛿 > 0, and that the points 𝑥𝑟 are
well-spaced (mod 1) in the sense that

∥𝑥𝑟 − 𝑥𝑠 ∥ ≥ 𝛿 (19.2)

whenever 𝑟 ≠ 𝑠. We seek an inequality of the form

𝑅∑︁
𝑟=1

|𝑇 (𝑥𝑟 ) |2 ≤ Δ

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2, (19.3)

which is to hold for all possible choices of the 𝑐𝑛. Our object is to determine
how Δ must depend on 𝑁 and 𝛿. When 𝑅 = 1 it is easy to establish an inequality
of this form, since by Cauchy’s inequality

|𝑇 (𝑥1) |2 ≤ 𝑁

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2. (19.4)

149
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This is best possible, for if 𝑐𝑛 = 𝑒(−𝑛𝑥1) for all 𝑛, then 𝑇 (𝑥1) = 𝑁 . Thus if
(19.3) holds for all 𝑐𝑛, then Δ ≥ 𝑁 . We also observe that∫ 1

0

𝑅∑︁
𝑟=1

|𝑇 (𝑥 + 𝑟/𝑅) |2 𝑑𝑥 = 𝑅
∫ 1

0
|𝑇 (𝑥) |2 𝑑𝑥 = 𝑅

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

Hence there is an 𝑥 for which

𝑅∑︁
𝑟=1

|𝑇 (𝑥 + 𝑟/𝑅) |2 ≥ 𝑅

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

For any given 𝛿 > 0 we can choose 𝑅 = ⌊1/𝛿⌋, and then the points 𝑥 + 𝑟/𝑅
satisfy (19.2). Thus if Δ satisfies (19.3), then Δ ≥ 𝑅 ≥ 1/𝛿 − 1.

We now show that (19.3) holds with a value of Δ not much larger than
necessitated by the above considerations. Our first result in this direction is
somewhat inferior, but the approach is very direct, and generalizes usefully to
other situations. For each 𝑟 let 𝔐𝑟 = (𝑥𝑟 − 𝛿/2, 𝑥𝑟 + 𝛿/2) be a short interval
centred at 𝑥𝑟 . We note that if the 𝑥𝑟 satisfy (19.2), then the intervals 𝔐𝑟 are
disjoint (mod 1). The idea is that |𝑇 (𝑥𝑟 ) |2 approximately the average of |𝑇 (𝑥) |2
over 𝔐𝑟 unless 𝑇 ′ (𝑥) is very large, in which case the integral of |𝑇 ′ (𝑥) |2 over
𝔐𝑟 is large. To put this intuitive principle on a sound footing we prove

Lemma 19.1 (Sobolev) Suppose that 𝑎 < 𝑏 and that 𝑓 is a continuous
complex-valued function with a piecewise continuous and bounded first deriv-
ative on the interval [𝑎, 𝑏]. Then��� 𝑓 ( 𝑎 + 𝑏2

)��� ≤ 1
𝑏 − 𝑎

∫ 𝑏

𝑎

| 𝑓 (𝑥) | 𝑑𝑥 + 1
2

∫ 𝑏

𝑎

| 𝑓 ′ (𝑥) | 𝑑𝑥, (19.5)

and

| 𝑓 (𝑥) | ≤ 1
𝑏 − 𝑎

∫ 𝑏

𝑎

| 𝑓 (𝑢) | 𝑑𝑢 +
∫ 𝑏

𝑎

| 𝑓 ′ (𝑢) | 𝑑𝑢 (19.6)

for any 𝑥 ∈ [𝑎, 𝑏].

Proof Suppose that 𝑎 ≤ 𝑥 ≤ 𝑏. By integration by parts we see that∫ 𝑏

𝑥

𝑓 (𝑢) 𝑑𝑢 =

[
𝑓 (𝑢) (𝑢 − 𝑏)

���𝑏
𝑥
−

∫ 𝑏

𝑥

𝑓 ′ (𝑢) (𝑢 − 𝑏) 𝑑𝑢

= (𝑏 − 𝑥) 𝑓 (𝑥) −
∫ 𝑏

𝑥

𝑓 ′ (𝑢) (𝑢 − 𝑏) 𝑑𝑢,
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and similarly that∫ 𝑥

𝑎

𝑓 (𝑢) 𝑑𝑢 =

[
𝑓 (𝑢) (𝑢 − 𝑎)

���𝑥
𝑎
−

∫ 𝑥

𝑎

𝑓 ′ (𝑢) (𝑢 − 𝑎) 𝑑𝑢

= (𝑥 − 𝑎) 𝑓 (𝑥) −
∫ 𝑥

𝑎

𝑓 ′ (𝑢) (𝑢 − 𝑎) 𝑑𝑢.

On adding these two identities we deduce that

(𝑏 − 𝑎) 𝑓 (𝑥) =
∫ 𝑏

𝑎

𝑓 (𝑢) 𝑑𝑢 +
∫ 𝑥

𝑎

𝑓 ′ (𝑢) (𝑢 − 𝑎) 𝑑𝑢 +
∫ 𝑏

𝑥

𝑓 ′ (𝑢) (𝑢 − 𝑏) 𝑑𝑥.

Hence by the triangle inequality

(𝑏−𝑎) | 𝑓 (𝑥) | ≤
∫ 𝑏

𝑎

| 𝑓 (𝑢) | 𝑑𝑢+(𝑥−𝑎)
∫ 𝑥

𝑎

| 𝑓 ′ (𝑢) | 𝑑𝑢+(𝑏−𝑥)
∫ 𝑏

𝑥

| 𝑓 ′ (𝑢) | 𝑑𝑢.

Now 𝑥 − 𝑎 ≤ 𝑏 − 𝑎 and 𝑏 − 𝑥 ≤ 𝑏 − 𝑎, so we have (19.6). If 𝑥 = (𝑎 + 𝑏)/2, then
𝑥 − 𝑎 = 𝑏 − 𝑥 = (𝑎 + 𝑏)/2, which gives (19.5). □

Lemma 19.2 (Gallagher 1967) Let 𝑔(𝑥) be a continuous function with period
1, with a piecewise continuous and bounded first derivative. Suppose that 𝛿 > 0,
and that 𝑥1, 𝑥2, . . . , 𝑥𝑅 are well-spaced modulo 1 in the sense that (19.2) holds.
Then

𝑅∑︁
𝑟=1

|𝑔(𝑥𝑟 ) |2 ≤ 1
𝛿

∫ 1

0
|𝑔(𝑥) |2 𝑑𝑥 +

( ∫ 1

0
|𝑔(𝑥) |2 𝑑𝑥

)1/2 ( ∫ 1

0
|𝑔′ (𝑥) |2 𝑥

)1/2
.

Proof Let 𝔐𝑟 = (𝑥𝑟 − 𝛿/2, 𝑥𝑟 + 𝛿/2) for 1 ≤ 𝑟 ≤ 𝑅. By the Sobolev lemma
with 𝑓 (𝑥) = 𝑔(𝑥)2 and (𝑎, 𝑏) = 𝔐𝑟 we find that

|𝑔(𝑥𝑟 ) |2 ≤ 1
𝛿

∫
𝔐𝑟

|𝑔(𝑥) |2 𝑑𝑥 +
∫
𝔐𝑟

|𝑔(𝑥)𝑔′ (𝑥) | 𝑑𝑥.

The arcs 𝔐𝑟 are pairwise disjoint modulo 1, so

𝑅∑︁
𝑟=1

|𝑔(𝑥𝑟 ) |2 ≤ 1
𝛿

∫ 1

0
|𝑔(𝑥) |2 𝑑𝑥 +

∫ 1

0
|𝑔(𝑥)𝑔′ (𝑥) | 𝑑𝑥.

To complete the proof we apply the Cauchy–Schwarz inequality to the last
term. □

Suppose that𝑈 (𝑥) is a trigonometric polynomial of the special form

𝑈 (𝑥) =
𝐾∑︁

𝑘=−𝐾
𝑏𝑘𝑒(𝑘𝑥).
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By Gallagher’s lemma,

𝑅∑︁
𝑟=1

|𝑈 (𝑥𝑟 ) |2 ≤ 1
𝛿

𝐾∑︁
𝑘=−𝐾

|𝑏𝑘 |2 +
( 𝐾∑︁
𝑘=−𝐾

|𝑏𝑘 |2
)1/2 ( 𝐾∑︁

𝑘=−𝐾
|2𝜋𝑖𝑘𝑏𝑘 |2

)1/2
.

Since |2𝜋𝑖𝑘 | ≤ 2𝜋𝐾 for −𝐾 ≤ 𝑘 ≤ 𝐾 , it follows that

𝑅∑︁
𝑟=1

���� 𝐾∑︁
𝑘=−𝐾

𝑏𝑘𝑒(𝑘𝑥𝑟 )
����2 ≤

(1
𝛿
+ 2𝜋𝐾

) 𝐾∑︁
𝑘=−𝐾

|𝑏𝑘 |2.

This is a special case of (19.3). To obtain the general case let 𝐾 = ⌊𝑁/2⌋, put
𝐿 = 𝐾 + 𝑀 + 1, and set 𝑈 (𝑥) = 𝑇 (𝑥)𝑒(−𝐿𝑥). Then 𝑈 (𝑥) is of the required
shape, |𝑈 (𝑥) | = |𝑇 (𝑥) |, and 2𝐾 ≤ 𝑁 , so we have proved

Theorem 19.3 Suppose that 𝑀 and 𝑁 are integers, 𝑁 ≥ 1, and that 𝑇 (𝑥) is a
trigonometric polynomial as given in (19.1). Suppose that 𝛿 > 0, and that the
points 𝑥𝑟 are well-spaced in the sense that (19.2) holds. Then

𝑅∑︁
𝑟=1

|𝑇 (𝑥𝑟 ) |2 ≤
(1
𝛿
+ 𝜋𝑁

) 𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

For purposes of estimating character sums, the above estimate is perfectly
satisfactory, but when dealing with arithmetic progressions the coefficient of
𝑁 on the right hand side becomes important. To optimize this dependence we
adopt a different line of attack. The quantity to be estimated is a bilinear form
in the coefficients 𝑐𝑛. Often when presented with the problem of estimating a
bilinear form we simply expand, take the outer summation inside, and estimate
the resulting innermost sum:

𝑅∑︁
𝑟=1

���� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑛𝑒(𝑛𝑥𝑟 )
����2 =

𝑀+𝑁∑︁
𝑚=𝑀+1

𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑚𝑐𝑛

𝑅∑︁
𝑟=1

𝑒((𝑚 − 𝑛)𝑥𝑟 ).

Unfortunately, we have little control over the inner sum on the right, so this
approach, in its most direct form, leads nowhere. However, every bilinear form
inequality has a dual, and we have the option of passing to the dual before
performing the above manipulations. More precisely, by Theorem G.1 we see
that the inequality (19.3) holds for all choices of the 𝑐𝑛 if and only if

𝑀+𝑁∑︁
𝑛=𝑀+1

���� 𝑅∑︁
𝑟=1

𝑦𝑟 𝑒(𝑛𝑥𝑟 )
����2 ≤ Δ

𝑅∑︁
𝑟=1

|𝑦𝑟 |2 (19.7)

for all 𝑦𝑟 . On expanding and taking the sum over 𝑛 inside we find that the left
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hand side above is

=

𝑅∑︁
𝑟=1

𝑅∑︁
𝑠=1

𝑦𝑟 𝑦𝑠

𝑀+𝑁∑︁
𝑛=𝑀+1

𝑒(𝑛(𝑥𝑟 − 𝑥𝑠)).

By applying (16.4) to estimate the innermost sum we could demonstrate that
Δ ≤ 𝑁 + 𝑂 (𝛿−1 log 𝛿−1), which is good for 𝑁 but inferior for 𝛿. The extra
logarithm results from the inverse first power decay of the exponential sum,
which in turn is attributable to the jump discontinuity of the characteristic
function 𝜒

ℐ
(𝑥) of the intervalℐ = [𝑀 + 1, 𝑀 + 𝑁]. To obtain an exponential

sum that decays faster, we introduce a smooth weighting factor.

Theorem 19.4 Suppose that 𝑀 and 𝑁 are integers, 𝑁 ≥ 1, and that 𝑇 (𝑥) is a
trigonometric polynomial as given by (19.1). Suppose that 0 < 𝛿 ≤ 1, and that
the points 𝑥𝑟 are well-spaced in the sense that (19.2) holds. Then

𝑅∑︁
𝑟=1

|𝑇 (𝑥𝑟 ) |2 ≤
(
𝑁 + 1

𝛿
− 1

) 𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

Proof If 𝑅 = 1, then we have the stated result by Cauchy’s inequality, as in
(19.4). If 𝑅 ≥ 2, then 𝛿 ≤ 1/2. We proceed to (19.7), but before expanding we
introduce a weighting factor 𝑤(𝑛). If 𝜒

ℐ
(𝑛) ≤ 𝑤(𝑛) for all integers 𝑛, then the

left hand side of (19.7) is

≤
∑︁
𝑛∈Z

𝑤(𝑛)
���� 𝑅∑︁
𝑟=1

𝑦𝑟 𝑒(𝑛𝑥𝑟 )
����2.

Suppose that
∑
𝑛∈Z 𝑤(𝑛) < ∞, and put 𝑊 (𝑥) = ∑

𝑛∈Z 𝑤(𝑛)𝑒(𝑛𝑥). Thus 𝑊 (𝑥)
is a continuous function with period 1 whose Fourier coefficients are the 𝑤(𝑛).
On expanding the above we see that it is

=

𝑅∑︁
𝑟=1

𝑅∑︁
𝑠=1

𝑦𝑟 𝑦𝑠

∑︁
𝑛∈Z

𝑤(𝑛)𝑒(𝑛(𝑥𝑟 − 𝑥𝑠)) =
𝑅∑︁
𝑟=1

𝑅∑︁
𝑠=1

𝑦𝑟 𝑦𝑠𝑊 (𝑥𝑟 − 𝑥𝑠).

Let 𝐴 be a positive parameter, and set

𝑤(𝑛) =



0 (𝑛 ≤ 𝑀 + 1 − 𝐴),
1
𝐴
(𝑛 − 𝑀 − 1 + 𝐴) (𝑀 + 1 − 𝐴 ≤ 𝑛 ≤ 𝑀 + 1),

1 (𝑀 + 1 ≤ 𝑛 ≤ 𝑀 + 𝑁),
1
𝐴
(𝑁 + 𝐴 − 𝑛) (𝑁 ≤ 𝑛 ≤ 𝑁 + 𝐴),

0 (𝑛 ≥ 𝑁 + 𝐴),

then 𝑊 (𝑥) decays like an inverse square, and by choosing 𝐴 carefully with
𝐴 ≍ 1/𝛿 we can show that Δ ≤ 𝑁 + 2/𝛿. However, by employing the more
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sophisticated weighting given in Theorem E.5 we find that we can actually
ensure that 𝑊 (𝑥) = 0 for ∥𝑥∥ ≥ 𝛿, so that the bilinear form above consists
only of diagonal terms. Moreover, with this choice of the 𝑤(𝑛) we find that
𝑊 (0) = 𝑁 − 1 + 1/𝛿, so the proof is complete. □

In most arithmetic applications of the large sieve, the 𝑥𝑟 are simply taken to
be the Farey fractions of order 𝑄, as below.

Corollary 19.5 Let 𝑀 and 𝑁 be integers, 𝑁 ≥ 1, and suppose that 𝑇 (𝑥) is a
trigonometric polynomial of the form (19.1). Then for any positive integer 𝑄,

𝑄∑︁
𝑞=1

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇
(
𝑎/(𝑞)

)
|2 ≤ (𝑁 +𝑄2)

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

Proof By Cauchy’s inequality, |𝑇 (1) |2 ≤ 𝑁
∑
𝑛 |𝑐𝑛 |2, which suffices. For

𝑄 ≥ 2, the numbers 1/2 and 1/1 are among the Farey fractions of order 𝑄,
with the result that two adjacent Farey fractions, 𝑎/𝑞 and 𝑎′/𝑞′ differ by at most
1/2. Thus 𝑎

𝑞
− 𝑎′

𝑞′

 = ���𝑎
𝑞
− 𝑎′

𝑞′

��� = |𝑎𝑞′ − 𝑎′𝑞 |
𝑞𝑞′

≥ 1
𝑞𝑞′

.

Thus we may take 𝛿 = 1/𝑄2. □

19.1.1 Exercises
1. Let 𝑇 (𝑥) be defined as in (19.1).

(a) Show that∫ 1

0

𝑄∑︁
𝑞=1

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑥 + 𝑎/𝑞) |2 𝑑𝑥 =
( ∑︁
𝑞≤𝑄

𝜑(𝑞)
) 𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

(b) Deduce that there is an 𝑥 such that
𝑄∑︁
𝑞=1

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑥 + 𝑎/𝑞) |2 𝑑𝑥 ≳ 3
𝜋2𝑄

2
𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

2. Suppose that 𝑓 (𝑥) is a complex-valued function with a continuous first
derivative, and that 𝑓 (𝑥) → 0 as 𝑥 → ±∞. Show that

| 𝑓 (𝑥) | ≤ 1
2

∫ ∞

−∞
| 𝑓 ′ (𝑢) | 𝑑𝑢

for all real 𝑥. (Thus ∥ 𝑓 ∥∞ ≤ 1
2 ∥ 𝑓

′∥1.)
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3. Suppose that 𝑎 > 0, and that 𝑓 (𝑥) has a continuous first derivative for
−𝑎 ≤ 𝑥 ≤ 𝑎. Show that if −𝑎 ≤ 𝑥 ≤ 𝑎, then��� 𝑓 (𝑥) − 1

2𝑎

∫ 𝑎

−𝑎
𝑓 (𝑢) 𝑑𝑢

��� ≤ ∫ 𝑎

−𝑎
| 𝑓 ′ (𝑢) | 𝑑𝑢.

4. Suppose that 𝑓 ′ (𝑥) is continuous for 0 ≤ 𝑥 ≤ 1.

(a) Show that if 0 ≤ 𝑥 ≤ 1, then

𝑓 (𝑥) =
∫ 1

0
𝑓 (𝑢) 𝑑𝑢 +

∫ 𝑥

0
𝑓 ′ (𝑢)𝑢 𝑑𝑢 +

∫ 1

𝑥

𝑓 ′ (𝑢) (𝑢 − 1) 𝑑𝑢.

(b) Deduce that

max
0≤𝑥≤1

| 𝑓 (𝑥) | ≤
∫ 1

0
| 𝑓 (𝑢) | 𝑑𝑢 +

∫ 1

0
| 𝑓 ′ (𝑢) | 𝑑𝑢.

5. Suppose that 𝑓 (𝑥, 𝑦) has continuous derivatives through the second order
on [0, 1]2.

(a) Show that if 0 ≤ 𝑥 ≤ 1 and 0 ≤ 𝑦 ≤ 1, then

| 𝑓 (𝑥, 𝑦) | ≤
∫ 1

0

∫ 1

0
| 𝑓 (𝑢, 𝑣) | + | 𝑓1 (𝑢, 𝑣) | + | 𝑓2 (𝑢, 𝑣) | + | 𝑓12 (𝑢, 𝑣) | 𝑑𝑢 𝑑𝑣.

(b) Show that

| 𝑓 (1/2, 1/2) | ≤
∫ 1

0

∫ 1

0
| 𝑓 (𝑢, 𝑣) | + 1

2
| 𝑓1 (𝑢, 𝑣) |

+ 1
2
| 𝑓2 (𝑢, 𝑣) | +

1
4
| 𝑓12 (𝑢, 𝑣) | 𝑑𝑢 𝑑𝑣.

6. (a) Suppose that
∫ ∞

0 𝑓 (𝑥) 𝑑𝑥 is a convergent improper Riemann integral.
Show that if 𝑓 ′ (𝑥) → 0 as 𝑥 → ∞, then 𝑓 (𝑥) → 0 as 𝑥 → ∞.

(b) Show that if 𝑔(𝑥) → 0 as 𝑥 → ∞ and 𝑔′′ (𝑥) → 0 as 𝑥 → ∞, then
𝑔′ (𝑥) → 0 as 𝑥 → ∞.

7. Let 𝑥1, 𝑥2, . . . , 𝑥𝑅 be points in T. For 𝛿 > 0 let 𝑁𝛿 (𝑥) denote the number
𝑟 for which ∥𝑥𝑟 − 𝑥∥ < 𝛿.

(a) Show that ∑︁
1≤𝑟≤𝑅

∥𝑥𝑟−𝑥 ∥≤ 𝛿/2

1
𝑁𝛿 (𝑥𝑟 )

≤ 1

for all 𝑥 ∈ T.
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(b) Show that if 𝑀 and 𝑁 are integers, 𝑁 ≥ 1, and 𝑇 (𝑥) is given by (19.1),
then

𝑅∑︁
𝑟=1

|𝑇 (𝑥𝑟 ) |2
𝑁𝛿 (𝑥𝑟 )

≤
(1
𝛿
+ 𝜋𝑁

) 𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2

for all 𝛿 > 0.
(c) Show that the above includes Theorem 19.3.

8. Let 𝜇 be a nonnegative measure on T.

(a) Show that if 𝑇 (𝑥) is given as in (19.1), and if 𝛿 > 0, then∫
T
|𝑇 (𝑥) |2 𝑑𝜇(𝑥) ≤

(
max
𝑥∈T

𝜇((𝑥 − 𝛿/2, 𝑥 + 𝛿/2))
) (1
𝛿
+ 𝜋𝑁

) 𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

(b) Derive Theorem 19.3 from the above.

9. (P. J. Cohen, oral communication 1977) Suppose that𝑀 and 𝑁 are integers,
𝑁 ≥ 1, and that 𝑇 (𝑥) is a trigonometric polynomial as given in (19.1).
Suppose that 𝛿 > 0 and that the points 𝑥𝑟 are well spaced in the sense
that (19.2) holds. Suppose further that there are constants 𝐴, 𝐵 and a real
valued function 𝑓 (𝑁, 𝛿) such that

𝑁−1 sup
𝛿

𝑓 (𝑁, 𝛿) → 0 as 𝑁 → ∞

and such that for any choice of the above we have

𝑅∑︁
𝑟=1

|𝑇 (𝑥𝑟 ) |2 ≤ (𝐴𝑁 + 𝐵𝛿−1 + 𝑓 (𝑁, 𝛿))
𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

Let 𝐻 be a positive integer, and define

𝑥𝑟ℎ =
𝑥𝑟 + ℎ
𝐻

1 ≤ 𝑟 ≤ 𝑅, 0 ≤ ℎ < 𝐻,

𝑏𝑛 =

{
𝑐𝑛/𝐻 when 𝐻 |𝑛,
0 when 𝐻 ∤ 𝑛,

𝑇∗ (𝑥) =
𝐻𝑀+𝐻𝑁∑︁
𝑛=𝐻𝑁+𝐻

𝑏𝑛𝑒(𝑛𝑥).

(a) Prove that min ∥𝑥𝑟ℎ − 𝑥𝑠 𝑗 ∥ ≥ 𝛿/𝐻 where the minimum is taken over
pairs 𝑟, ℎ and 𝑠, 𝑗 with 𝑟, ℎ ≠ 𝑠, 𝑗 .
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(b) Prove that
𝑅∑︁
𝑟=1

𝐻−1∑︁
ℎ=0

|𝑇∗ (𝑥) |2 ≤ Δ

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2

where

Δ = 𝐴(𝐻𝑁 − 𝐻 + 1) + 𝐵𝐻
𝛿

+ 𝑓

(
𝐻𝑁 − 𝐻 + 1,

𝛿

𝐻

)
.

(c) Prove that
𝑅∑︁
𝑟=1

𝐻−1∑︁
ℎ=0

|𝑇∗ (𝑥) |2 = 𝐻

𝑅∑︁
𝑟=1

|𝑇 (𝑥𝑟 ) |2.

(d) Prove that
𝑅∑︁
𝑟=1

|𝑇 (𝑥𝑟 ) |2 ≤ (𝐴(𝑁 − 1) + 𝐵𝛿−1)
𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

10. Suppose that 𝛿 > 0 and that the points 𝑥𝑟 satisfy (19.2). Show that for any
𝑦𝑟 there is a number 𝜃, −1 ≤ 𝜃 ≤ 1 such that

𝑀+𝑁∑︁
𝑛=𝑀+1

���� 𝑅∑︁
𝑟=1

𝑦𝑟 𝑒(𝑛𝑥𝑟 )
����2 =

(
𝑁 − 1 + 𝜃

𝛿

) 𝑅∑︁
𝑟=1

|𝑦𝑟 |2.

11. Take

𝑇 (𝑥) =
𝐾∑︁
𝑘=1

𝑒(𝑘𝑅𝑥)

and set 𝑥𝑟 = 𝑟/𝑅 for 𝑟 = 1, 2, . . . , 𝑅.
(a) Show that when this particular trigonometric polynomial is expressed

in the notation of (19.1), the parameter 𝑁 is = 𝐾𝑅 − 𝑅 + 1.
(b) Compute all quantities in (19.2) in terms of 𝐾 and 𝑅, and show that

equality is achieved.
(c) Show that (𝑁 − 1)𝛿 is an integer.

12. (Montgomery, 1978) Let 𝑀 and 𝑁 ≥ 1 be integers, and suppose that 𝑇 (𝑥)
is given by (19.1). For given positive integers 𝑄, 𝑋 , let Δ = Δ(𝑁,𝑄, 𝑋) be
the optimal constant in the inequality∑︁

𝑞∈𝒬

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2 ≤ Δ

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2

where the 𝑐𝑛 are arbitrary and𝒬 is a set of 𝑋 positive integers not exceeding
𝑄. Show that Δ(𝑁,𝑄, 𝑋) ≍ min(𝑁 +𝑄2, 𝑋 (𝑁 +𝑄)).
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13. (Burgess, 1971) Let 𝑁𝛿 (𝑥) be defined as in Exercise 19.1.1.7, but take the check ex no
𝑥𝑟 to be as in the preceding exercise, namely the points 𝑎/𝑞 with (𝑎, 𝑞) = 1
and 𝑞 ∈ 𝒬.

(a) Show that if 𝛿 = (𝑄𝑋)−1, then∑︁
𝑞∈𝒬

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝑁𝛿 (𝑎/𝑞) ≪ 𝑄𝑋.

(b) By using Cauchy’s inequality and applying the above and Exercise
19.1.1.7, show thatcheck ex no ∑︁

𝑞∈𝒬

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) | ≪
(
𝑄𝑋 (𝑁 +𝑄𝑋)

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2
)1/2

.

14. We have discussed a bilinear form with a coefficient matrix of the form
[𝑒(𝑛𝑥𝑟 )] where the 𝑛 are consecutive integers and the 𝑥𝑟 are well-spaced
moduulo 1. We now consider a more general bilinear form with a coefficient
matrix of the form [𝑒(𝜆𝑚𝜇𝑛)] where the 𝜆𝑚 and 𝜇𝑛 are both well-spaced
sequences. Specifically, suppose that −𝐿/2 ≤ 𝜆𝑚 ≤ 𝐿/2 for all 𝑚, and
|𝜆𝑚 − 𝜆𝑚′ | ≥ 𝜂 > 0 for 𝑚 ≠ 𝑚′, while 0 ≤ 𝜇𝑛 ≤ 𝑀 for all 𝑛, and
|𝜇𝑛 − 𝜇𝑛′ | ≥ 𝛿 > 0 for 𝑛 ≠ 𝑛′. Our object is to find a number Δ =

Δ(𝐿, 𝜂, 𝑀, 𝛿) such that∑︁
𝑛

���∑︁
𝑚

𝑥𝑚𝑒(𝜆𝑚𝜇𝑛)
���2 ≤ Δ2

∑︁
𝑚

|𝑥𝑚 |2 (19.8)

for all choices of the variables 𝑥𝑚.

(a) Let 𝑆(𝜇) = ∑
𝑚 𝑥𝑚𝑒(𝜆𝑚𝜇). Show that∑︁

𝑛

|𝑆(𝜇𝑛) |2 ≤ 1
𝛿

∫ 𝑀+ 1
2 𝛿

− 1
2 𝛿

|𝑆(𝜇) |2 𝑑𝜇 +
∫ 𝑀+ 1

2 𝛿

− 1
2 𝛿

|𝑆(𝜇)𝑆′ (𝜇) | 𝑑𝜇.

(b) Let 𝑆+ (𝜇) be Selberg’s majorant function as in Theorem E.3, chosen
so that it majorizes the characteristic function of the interval [𝑎, 𝑏],
its Fourier transform has support in (−𝜂, 𝜂), and 𝑆+ (0) = 𝑏 − 𝑎 + 1/𝜂.
Show that if 𝑇 (𝜇) = ∑

𝑚 𝑐𝑚𝑒(𝜆𝑚𝜇), then∫ 𝑏

𝑎

|𝑇 (𝜇) |2 𝑑𝜇 ≤
∫ ∞

−∞
𝑆+ (𝜇) |𝑇 (𝜇) |2 𝑑𝜇 = (𝑏 − 𝑎 + 1/𝜂)

∑︁
𝑚

|𝑐𝑚 |2.
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(c) Deduce that∫ 𝑀+ 1
2 𝛿

− 1
2 𝛿

|𝑆(𝜇) |2 𝑑𝜇 ≤ (𝑀 + 𝛿 + 1/𝜂)
∑︁
𝑚

|𝑥𝑚 |2,∫ 𝑀+ 1
2 𝛿

− 1
2 𝛿

|𝑆′ (𝜇) |2 𝑑𝜇 ≤ 𝜋2𝐿2 (𝑀 + 𝛿 + 1/𝜂)
∑︁
𝑚

|𝑥𝑚 |2.

(d) Deduce that (19.8) holds with Δ2 = (𝜋𝐿 + 1/𝛿) (𝑀 + 𝛿 + 1/𝜂).
(e) Show that the same bound holds when the intervals [−𝐿/2, 𝐿/2],

[0, 𝑀] are replaced by [𝐴, 𝐴 + 𝐿], [𝐵, 𝐵 + 𝑀] for any 𝐴 and 𝐵.
(f) Show that the number of 𝑚 is ≤ 1 + 𝐿/𝜂. Deduce that |𝑆(𝜇1) |2 ≤

(1 + 𝐿/𝜂)∑𝑚 |𝑥𝑚 |2. Show that if there are two or more values of 𝑛,
then 𝛿 ≤ 𝑀 , in which case Δ2 ≤ (𝜋𝐿 + 1/𝛿) (2𝑀 + 1/𝜂).

Selberg (1991, pp. 221–224) used a different method to show that one can
take Δ2 = (𝐿 + 1/𝛿) (𝑀 + 1/𝜂) + 1 + min(𝛿𝐿, 𝜂𝑀), and speculated that
the inequality will still hold without the last term (min(· · · )). Preissmann
(1985) had shown earlier that the inequality is in general false when Δ2 =

(𝐿 + 1/𝛿) (𝑀 + 1/𝜂).

19.2 Mean square distribution in arithmetic progressions

Suppose that we have a sequence of numbers 𝑐𝑛 for 𝑀 + 1 ≤ 𝑛 ≤ 𝑀 + 𝑁 .
We now consider how these numbers are distributed when 𝑛 falls in various
arithmetic progressions. Let

𝑍 (𝑞, ℎ) =
𝑀+𝑁∑︁
𝑛=𝑀+1
𝑛≡ℎ (𝑞)

𝑐𝑛. (19.9)

If 𝑇 (𝑥) is given as in (19.1), then

𝑇 (𝑎/𝑞) =
𝑞∑︁
ℎ=1

𝑍 (𝑞, ℎ)𝑒(𝑎ℎ/𝑞),

and hence by the orthogonality of the additive characters (mod 𝑞) (or, in other
words, Parseval’s identity for the Discrete Fourier Transform, as we treated in
§4.1) it follows that

𝑞∑︁
𝑎=1

|𝑇 (𝑎/𝑞) |2 = 𝑞

𝑞∑︁
ℎ=1

|𝑍 (𝑞, ℎ) |2. (19.10)
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Let

𝑍 = 𝑍 (1, 0) = 𝑇 (0) =
𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑛. (19.11)

Thus the average of the 𝑍 (𝑞, ℎ) is 𝑍/𝑞. It is natural to consider the mean square
difference of the 𝑍 (𝑞, ℎ) from its mean (called the ‘variance’ in probability
theory). We now express this variance in terms of 𝑇 .

Lemma 19.6 Let𝑇 , 𝑍 (𝑞, ℎ), and 𝑍 be defined as in (19.1), (19.9), and (19.11),
respectively. Then

𝑞

𝑞∑︁
ℎ=1

|𝑍 (𝑞, ℎ) − 𝑍/𝑞 |2 =

𝑞−1∑︁
𝑎=1

|𝑇 (𝑎/𝑞) |2

for arbitrary complex numbers 𝑐𝑛.

Proof On expanding, we see that the left hand side above is

= 𝑞

𝑞∑︁
ℎ=1

|𝑍 (𝑞, ℎ) |2 − 2 Re 𝑍
𝑞∑︁
ℎ=1

𝑍 (𝑞, ℎ) + |𝑍 |2.

Here the second sum is 𝑍 , so the above is

= 𝑞

𝑞∑︁
ℎ=1

|𝑍 (𝑞, ℎ) |2 − |𝑍 |2.

The stated identity now follows by appealing to (19.10) and (19.11). □

In the above we have restricted 𝑎 to nonzero residue classes modulo 𝑞, but not
to reduced residue classes, as would be required in order to appeal to Corollary
19.5. However, for a prime modulus the reduced residues and nonzero residues
coincide, so we have

Theorem 19.7 Let𝒩 ⊆ [𝑀 + 1, 𝑀 + 𝑁] be a aset of 𝑍 integers. Let 𝑍 (𝑞, ℎ)
denote the number of 𝑛 ∈ 𝒩 such that 𝑛 ≡ ℎ (mod 𝑞). Then for any positive
integer 𝑄, ∑︁

𝑝≤𝑄
𝑝

𝑝∑︁
ℎ=1

(𝑍 (𝑝, ℎ) − 𝑍/𝑝)2 ≤ (𝑁 +𝑄2)𝑍.

Proof Take 𝑐𝑛 = 1 if 𝑛 ∈ 𝒩, and 𝑐𝑛 = 0 otherwise. In Lemma 19.6, replace
𝑞 by 𝑝, sum over 𝑝 ≤ 𝑄, and then apply Corollary 19.5. □

From the above estimate we see that if 𝑍 > 𝑁1/2+𝜀 , then most of the numbers
𝑍 (𝑝, ℎ) are near their mean, 𝑍/𝑝, for 𝑝 ≤ 𝑁1/2. In particular, we note the
following consequence.
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Corollary 19.8 Let 𝒩 ⊆ [𝑀 + 1, 𝑀 + 𝑁] be a set of 𝑍 integers. Choose 𝜏,
0 < 𝜏 ≤ 1, and let 𝒫 denote the set of primes 𝑝 ≤ 𝑄 such that 𝑍 (𝑝, ℎ) = 0 for
at least 𝜏𝑝 residue classes ℎ (mod 𝑝). Put 𝑃 = card(𝒫). Then

𝑍 ≤ 𝑁 +𝑄2

𝜏𝑃
.

Here we finally see how the large sieve got its name: We are estimating how
many integers remain in an interval after a large amount of sifting has been
done. We find, not surprisingly, that 𝑍 is small if 𝑃 is large, and vice versa.

Proof If 𝑝 ∈ 𝒫, then the inner sum in Theorem 19.7 is (𝑍/𝑝)2 for at least 𝜏𝑝
values of ℎ. Hence the prime 𝑝 contributes at least 𝜏𝑍2 to the left hand side, so
we see that

𝜏𝑃𝑍2 ≤ (𝑁 +𝑄2)𝑍.

If 𝑍 = 0, then there is nothing to prove. Otherwise 𝑍 > 0, and we may cancel
𝑍 from both sides to obtain the stated inequality. □

To exemplify the sorts of arithmetic applications that these tools might find,
we apply Corollary 19.8 to show that the least quadratic non-residue of a prime
𝑝 > 2 is not often very large. For an odd prime 𝑝, let 𝑛2 (𝑝) denote the least
positive quadratic nonresidue. The distribution of this quantity is quite easy to
determine: We first observe that 𝑛2 (𝑝) is a prime number, for if 𝑛2 (𝑝) = 𝑎𝑏,
then

(
𝑎𝑏
𝑝

)
= −1, and hence

(
𝑎
𝑝

)
= −1 or

(
𝑏
𝑝

)
= −1. We note by quadratic

reciprocity that 𝑛2 (𝑝) = 2 if 𝑝 ≡ ±3 (mod 8), which by the prime number
theorem for arithmetic progressions is the case for asymptotically 1/2 of the
primes 𝑝. Also, 𝑛2 (𝑝) = 3 if

( 2
𝑝

)
= 1 and

( 3
𝑝

)
= −1. That is, either 𝑝 ≡ 1

(mod 8) and
( 𝑝

3
)
= −1 or if 𝑝 ≡ 7 (mod 8) and

( 𝑝
3
)
= 1. Hence 𝑛2 (𝑝) = 3

for asymptotically 1/4 of the primes. Let 𝑝1 < 𝑝2 < 𝑝3 < . . . be the prime
numbers listed in increasing order. Then by continuing in this way we see that
𝑛2 (𝑝) = 𝑝𝑘 for asymptotically 2−𝑘 of the primes. Using the Siegel-Walfisz
theorem (Corollary 11.19) to the modulus 𝑞 = 4

∏𝑘
𝑗=1 𝑝 𝑗 < 𝑒 (1+𝜀)𝑘 log 𝑘 , we

can state this quantitatively:

card{𝑝 ≤ 𝑥 : 𝑛2 (𝑝) = 𝑝𝑘} =
li 𝑥
2𝑘

+𝑂
(
𝑥 exp(−𝑐

√︁
log 𝑥)

)
(19.12)

for 𝑝𝑘 ≪ log log 𝑥. For somewhat larger 𝑘 we can appeal to the Brun–
Titchmarsh inequality (Theorem 3.9). Thus we see that

card{𝑝 ≤ 𝑥 : 𝑛2 (𝑝) ≥ 𝑝𝑘} ≪
𝑥

2𝑘 log 𝑥
(19.13)

uniformly for 𝑝𝑘 ≤ 1
2 log 𝑥. The presumption that this bound might hold for
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still larger 𝑝𝑘 suggests the conjecture that

𝑛2 (𝑝) ≤ (1 + 𝑜(1)) (log 𝑝) log log 𝑝 (19.14)

for large primes. This is stronger than the bound we derived from the Gener-
alized Riemann Hypothesis (cf. Theorem 13.11). To bound the frequency with
which 𝑛2 (𝑝) might be larger, we employ Corollary 19.8.

Theorem 19.9 Let 𝑎 be fixed, 𝑎 > 2. The number of primes 𝑝, 2 < 𝑝 ≤ 𝑥 for
which 𝑛2 (𝑝) > (log 𝑝)𝑎 is < 𝑥2/𝑎+𝑜 (1) .

Proof We apply Corollary 19.8 with 𝑁 = 𝑄2, 𝒩 = {𝑛 ∈ [1, 𝑁] : 𝑝 |𝑛⇒ 𝑝 <

(log𝑄/2)𝑎}, and 𝒫 = {𝑝 ∈ (𝑄/2, 𝑄] : 𝑛2 (𝑝) > (log 𝑝)𝑎}. Thus if 𝑛 ∈ 𝒩
and 𝑝 ∈ 𝒫, then all the prime factors of 𝑛 are so small that they are quadratic
residues (mod 𝑝), and hence

(
𝑛
𝑝

)
= 1. Hence 𝑍 (𝑝, ℎ) = 0 for at least (𝑝 + 1)/2

residue classes ℎ (mod 𝑝), and so we may take 𝜏 = 1/2. By Corollary 7.9
we know that 𝑍 = 𝑁1−1/𝑎+𝑜 (1) . Consequently 𝑃 ≪ 𝑁1/𝑎+𝑜 (1) = 𝑄2/𝑎+𝑜 (1) . To
complete the proof it suffices to set 𝑄 = 2− 𝑗𝑥 and sum over 𝑗 = 0, 1, 2, . . .. □

We recall from Chapter 9 that Vinogradov’s Hypothesis asserts that 𝑛2 (𝑝) ≪𝜀

𝑝𝜀 for all 𝜀 > 0. Although this has not yet been proved for all 𝑝, we can use
the above method to show that any possible exceptions are exceedingly rare.

Theorem 19.10 (Linnik, 1942) If 𝛿 > 0, then the number of primes 𝑝 ≤ 𝑥 for
which 𝑛2 (𝑝) > 𝑝 𝛿 is ≪𝛿 log log 𝑥.

Proof Let𝒫 be the set of primes 𝑝,𝑄1/2 < 𝑝 ≤ 𝑄, for which 𝑛2 (𝑝) > 𝑝 𝛿 . We
show that 𝑃 ≪𝛿 1; then the stated result follows on summing over 𝑄 = 𝑥1/2 𝑗 .
Put 𝑁 = 𝑄2, and let 𝒩 be the set of integers 𝑛, 1 ≤ 𝑛 ≤ 𝑁 , composed entirely
of prime numbers not exceeding 𝑁 𝛿/4. As in the preceding proof we may take
𝜏 = 1/2 in Corollary 19.8. By Dickman’s Theorem (Theorem 7.2) we know
that 𝑍 ≫𝛿 𝑁 . Hence by Corollary 19.8 we see that 𝑃 ≪𝛿 1, and the proof is
complete. □

Since we have determined the distribution function of the 𝑛2 (𝑝), and have
also shown that large values of 𝑛2 (𝑝) are rare, we can deduce that a moment of
the 𝑛2 (𝑝) tends to the moment of the distribution function.

Theorem 19.11 (Erdős, 1961) Suppose that 𝛿 ≥ 0 is chosen so that 𝑛2 (𝑝) <
𝑝 𝛿+𝜀 for all 𝑝 > 𝑝0 (𝜀). Let 𝛾 be a fixed real number such that 𝛾 < 1/𝛿. Then∑︁

2<𝑝≤𝑥
𝑛2 (𝑝)𝛾 ∼ 𝑐(𝛾)𝜋(𝑥) (19.15)
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as 𝑥 tends to infinity, where

𝑐(𝛾) =
∞∑︁
𝑘=1

𝑝
𝛾

𝑘
/2𝑘

and 2 = 𝑝1 < 𝑝2 < · · · are the primes in increasing order.

From (19.15) it is easy to deduce that 𝑛2 (𝑝) ≪ 𝑝1/𝛾 , so it is to be expected
that we can prove (19.15) only under the assumption that 𝛾 < 1/𝛿. By our
remarks following Theorem 9.27 we may take 𝛿 = 1/(4

√
𝑒). Thus it follows

that (19.15) holds for all 𝛾 < 4
√
𝑒 = 6.59 . . ..

Proof By (19.12) we see that the primes 𝑝 ≤ 𝑥 for which 𝑛2 (𝑝) ≤ log log 𝑥
contribute to the left hand side of (19.15) an amount that is asymptotic to the
right hand side of (19.15). Thus it remains to show that those 𝑝 for which 𝑛2 (𝑝)
is larger make a smaller contribution. Suppose that log log 𝑥 < 𝑝𝑘 ≤ 1

2 log 𝑥. By
(19.13) we see that the number of 𝑝 ≤ 𝑥 for which 𝑛2 (𝑝) = 𝑝𝑘 is ≪ 2−𝑘𝜋(𝑥).
On summing this over the appropriate range of 𝑘 we obtain a contribution
that is 𝑜(𝜋(𝑥)). Next suppose that 1

2 log 𝑥 < 𝑝𝑘 ≤ (log 𝑥)𝐶 where 𝐶 is to be
determined later. By (19.13) we see that the number of 𝑝 ≤ 𝑥 for which 𝑛2 (𝑝)
falls in this range is ≪ 𝑥 exp(−𝑐(log 𝑥)/log log 𝑥). The maximum contribution
made by such a prime is (log 𝑥)𝐶 . Since the product of these last two quantities
is 𝑜(𝜋(𝑥)) this suffices. Finally consider primes 𝑝 for which 𝑛2 (𝑝) > (log 𝑥)𝐶 .
By Theorem 19.9 the number of such primes is < 𝑥2/𝐶+𝜀 . The maximum
contribution made by such a prime is < 𝑥𝛾 (𝛿+𝜀) . Hence the total contribution
by all such primes is < 𝑥𝛾 (𝛿+𝜀)+2/𝐶+𝜀 . Now 𝛾𝛿 < 1, so we may choose 𝜀 > 0
so small that 𝛾(𝛿 + 𝜀) ≤ 1 − 3𝜀. If we take 𝐶 = 2/𝜀, then the contribution in
question is < 𝑥1−𝜀 = 𝑜(𝜋(𝑥)), so the proof is complete. □

Suppose that we try to use Theorem 19.7 as a small sieve. For example,
suppose that 𝒩 = {𝑝 : 𝑁1/2 < 𝑝 ≤ 𝑁} and that 𝑄 = 𝑁1/2. Then 𝑍 (𝑝, 0) = 0
for all 𝑝 ≤ 𝑄, and hence we obtain the estimate

𝑍 ≪ 𝑁∑
𝑝≤𝑄 1/𝑝 ≪ 𝑁

log log 𝑁
,

which is vastly inferior to the bounds we obtained by Selberg’s method (cf.
Theorem 3.3). Of course the log log 𝑁 arises because the sum is restricted to
primes. If we were able to sum over all 𝑞 ≤ 𝑄, then we might expect to get a
bound 𝑂 (𝑁/log 𝑁), comparable to our prior estimates. We now show that this
can be done.

Lemma 19.12 (Montgomery, 1968) For 𝑀 + 1 ≤ 𝑛 ≤ 𝑀 +𝑁 let the numbers
𝑐𝑛 be given. For each prime 𝑝 let𝒟(𝑝) be the collection of those residue classes
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𝑑 (mod 𝑝) for which 𝑐𝑛 = 0 whenever 𝑛 ≡ 𝑑 (mod 𝑝). Let 𝛿(𝑝) = card𝒟(𝑝),
and let ℛ(𝑝) be the complementary set of 𝑝 − 𝛿(𝑝) residue classes (mod 𝑝).
Finally, let 𝑇 (𝑥), 𝑍 (𝑞, ℎ), and 𝑍 be defined as in (19.1), (19.9) and (19.11). If
𝑞 is squarefree, then

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2 ≥ |𝑍 |2
∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝) . (19.16)

We think of the residue classes 𝒟(𝑝) as being deleted, so that ℛ(𝑝) is the
set of residue classes that remain. We note that if we replace the 𝑐𝑛 by 𝑐𝑛𝑒(𝑛𝛽),
then the numbers 𝛿(𝑝) are unchanged, so that not only do we have (19.16), but
more generally

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞 + 𝛽) |2 ≥ |𝑇 (𝛽) |2
∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝) (19.17)

for any real number 𝛽.

Proof We proceed by induction on the number of primes dividing 𝑞. The
assertion is trivial when 𝑞 = 1. Suppose that 𝑞 is prime, say 𝑞 = 𝑝. By
Lemma 19.6 we know that

𝑝−1∑︁
𝑎=1

|𝑇 (𝑎/𝑝) |2 = 𝑝

𝑝∑︁
ℎ=1

���𝑍 (𝑝, ℎ) − 𝑍

𝑝

���2. (19.18)

Clearly

𝑝
∑︁

ℎ∈𝒟(𝑝)

���𝑍 (𝑝, ℎ) − 𝑍

𝑝

���2 = 𝑝
∑︁

ℎ∈𝒟(𝑝)

���𝑍
𝑝

���2 = |𝑍 |2 𝛿(𝑝)
𝑝
. (19.19)

On the other hand,∑︁
ℎ∈ℛ(𝑝)

(
𝑍 (𝑝, ℎ) − 𝑍

𝑝

)
= 𝑍 − (𝑝 − 𝛿(𝑝)) 𝑍

𝑝
=
𝛿(𝑝)
𝑝

𝑍,

so by Cauchy’s inequality

𝛿(𝑝)2

𝑝2 |𝑍 |2 =

���� ∑︁
ℎ∈ℛ(𝑝)

(
𝑍 (𝑝, ℎ) − 𝑍

𝑝

)����2 ≤ (𝑝 − 𝛿(𝑝))
∑︁

ℎ∈ℛ(𝑝)

���𝑍 (𝑝, ℎ) − 𝑍

𝑝

���2.
Thus

𝑝
∑︁

ℎ∈ℛ(𝑝)

���𝑍 (𝑝, ℎ) − 𝑍

𝑝

���2 ≥ 𝛿(𝑝)2

𝑝(𝑝 − 𝛿(𝑝)) |𝑍 |
2.
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On combining this with (19.19), we find that

𝑝

𝑝∑︁
ℎ=1

���𝑍 (𝑝, ℎ) − 𝑍

𝑝

���2 ≥ |𝑇 (0) |2 𝛿(𝑝)
𝑝 − 𝛿(𝑝) ,

which is (19.16) when 𝑞 is prime.
Now suppose that 𝑞 is the product of two or more primes, so that we may

write 𝑞 = 𝑞1𝑞2 with (𝑞1, 𝑞2) = 1, 𝑞1 > 1, 𝑞2 > 1. Since 𝑞1 and 𝑞2 each
has fewer prime factors than 𝑞, by the inductive hypothesis we know that the
inequality (19.16) (and hence also (19.17)) hold for 𝑞1 and for 𝑞2. By the
Chinese Remainder Theorem we see that

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2 =

𝑞1∑︁
𝑎1=1

(𝑎1 ,𝑞1 )=1

𝑞2∑︁
𝑎2=1

(𝑎2 ,𝑞2 )=1

|𝑇 (𝑎1/𝑞1 + 𝑎2/𝑞2) |2.

By taking 𝛽 = 𝑎1/𝑞1 in (19.17) we see that the above is

≥
𝑞1∑︁
𝑎1=1

(𝑎1 ,𝑞1 )=1

|𝑇 (𝑎1/𝑞1) |2
∏
𝑝 |𝑞2

𝛿(𝑝)
𝑝 − 𝛿(𝑝) .

By (19.16) this is

≥ |𝑇 (0) |2
∏
𝑝 |𝑞1

𝛿(𝑝)
𝑝 − 𝛿(𝑝)

∏
𝑝 |𝑞2

𝛿(𝑝)
𝑝 − 𝛿(𝑝) = |𝑇 (0) |2

∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝) ,

so the induction is complete. □

Theorem 19.13 Let𝒩 be a set of 𝑍 integers in the interval𝑀+1 ≤ 𝑛 ≤ 𝑀+𝑁 .
For each prime 𝑝 let 𝛿(𝑝) denote the number of residue classes (mod 𝑝) not
represented by any member 𝑛 ∈ 𝒩. Then for any integer 𝑄 ≥ 1,

𝑍 ≤ 𝑁 +𝑄2

𝐿

where

𝐿 =
∑︁
𝑞≤𝑄

𝜇2 (𝑞)
∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝) .

Precisely the same estimate can be obtained by Selberg’s Λ2 method, if
Theorem E.5 is used to eliminate the non-diagonal terms (see Exercise 19.2.1.5
below). ex no
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Proof By Lemma 19.12 it is clear that

𝑍2𝜇2 (𝑞)
∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝) ≤

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2. (19.20)

We sum this over 𝑞 ≤ 𝑄 and apply Corollary 19.5 to see that

𝑍2𝐿 ≤ (𝑁 +𝑄2)𝑍.

If 𝑍 = 0, then there is nothing to prove. If 𝑍 > 0, then we cancel 𝑍 from both
sides to obtain the stated inequality. □

We now give a second proof of Lemma 19.12, by exhibiting an explicit
expression for the difference between the two sides of the inequality (19.16).

Theorem 19.14 (Huxley, 1972) For 𝑀 + 1 ≤ 𝑛 ≤ 𝑀 + 𝑁 let the numbers 𝑐𝑛
be given. For each prime 𝑝 let𝒟(𝑝) be the collection of those residue classes 𝑑
(mod 𝑝) for which 𝑐𝑛 = 0 whenever 𝑛 ≡ 𝑑 (mod 𝑝). Let 𝛿(𝑝) = card𝒟(𝑝), and
let ℛ(𝑝) be the complementary set of 𝑝 − 𝛿(𝑝) residue classes (mod 𝑝). For
general 𝑞 let ℛ(𝑞) be the collection of those residue classes 𝑟 (mod 𝑞) such
that 𝑟 ∈ ℛ(𝑝) for all 𝑝 |𝑞. Put 𝑟 (𝑞) = cardℛ(𝑞). Finally, let 𝑇 (𝑥), 𝑍 (𝑞, ℎ),
and 𝑍 be defined as in (19.1), (19.9) and (19.11). If 𝑞 is squarefree, then

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2 = |𝑍 |2
∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝)

+
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

��� ∑︁
𝑟∈ℛ(𝑞)

𝑒(𝑎𝑟/𝑞)
(
𝑍 (𝑞, 𝑟) − 𝑍/𝑟 (𝑞)

) ���2. (19.21)

Proof We first show that if 𝑘 ∈ ℛ(𝑞), then∑︁
ℎ∈ℛ(𝑞)

𝑐𝑞 (ℎ − 𝑘) =
∏
𝑝 |𝑞

𝛿(𝑝) (19.22)

where 𝑐𝑞 (𝑛) is Ramanujan’s sum (cf. §4.1). We recall from Theorem 4.1 that
𝑞𝑞 (𝑛) =

∑
𝑑 | (𝑞,𝑛) 𝑑𝜇(𝑞/𝑑). Thus the left hand side above is

=
∑︁

ℎ∈ℛ(𝑞)

∑︁
𝑑 |𝑞

𝑑 | (ℎ−𝑘 )

𝑑𝜇(𝑞/𝑑) =
∑︁
𝑑 |𝑞

𝑑𝜇(𝑞/𝑑)
∑︁

ℎ∈ℛ(𝑞)
ℎ≡𝑘 (𝑑)

1.

In the inner sum, ℎ (mod 𝑝) is fixed if 𝑝 |𝑑, but is free to take on any value
in ℛ(𝑝) if 𝑝 ∤ 𝑑. Thus there are

∏
𝑝 |𝑞/𝑑 (𝑝 − 𝛿(𝑝)) such ℎ, and hence the
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expression above is

=
∑︁
𝑑 |𝑞

𝑑𝜇(𝑞/𝑑)
∏
𝑝 |𝑞/𝑑

(
𝑝 − 𝛿(𝑝)

)
=

∏
𝑝 |𝑞

(
𝑝 − (𝑝 − 𝛿(𝑝))

)
,

and so we have (19.22).
To establish (19.21) we expand the second term on the right hand side, and

find that it is
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

��� ∑︁
ℎ∈ℛ(𝑞)

𝑍 (𝑞, ℎ)𝑒(𝑎ℎ/𝑞)
���2

− 2 Re
𝑍

𝑟 (𝑞)

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

∑︁
ℎ∈ℛ(𝑞)

𝑍 (𝑞, ℎ)
∑︁

𝑘∈ℛ(𝑞)
𝑒(𝑎(ℎ − 𝑘)/𝑞)

+ |𝑍 |2
𝑟 (𝑞)2

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

��� ∑︁
ℎ∈ℛ(𝑞)

𝑒(𝑎ℎ/𝑞)
���2

= 𝑇1 − 2 Re𝑇2 + 𝑇3,

say. Clearly 𝑇1 is equal to the left hand side of (19.21). By taking the sum over
𝑎 inside and applying (19.22) we see that

𝑇2 =
𝑍

𝑟 (𝑞)
∑︁

ℎ∈ℛ(𝑞)
𝑍 (𝑞, ℎ)

∏
𝑝 |𝑞

𝛿(𝑝) = 𝑍
(∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝)

) ∑︁
ℎ∈ℛ(𝑞)

𝑍 (𝑞, ℎ)

= |𝑍 |2
∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝) .

Finally, we see that

𝑇3 =
|𝑍 |2
𝑟 (𝑞)2

∑︁
𝑘∈ℛ(𝑞)

∑︁
ℎ∈ℛ(𝑞)

𝑐𝑞 (ℎ − 𝑘),

which by (19.22) is

=
|𝑍 |2
𝑟 (𝑞)2

∑︁
𝑘∈ℛ(𝑞)

∏
𝑝 |𝑞

𝛿(𝑝).

The number of terms in the sum is 𝑟 (𝑞), so

𝑇3 = |𝑍 |2
∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝) .

On combining these observations we obtain (19.21) and the proof is complete.
□
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19.2.1 Exercises
1. Let 𝒬 be a set of pairwise coprime positive integers not exceeding 𝑄,

suppose that 𝑇 (𝑥) is given as in (19.1), and that 𝑍 (𝑞, ℎ) is defined by
(19.9).

(a) Show that ∑︁
𝑞∈𝒬

𝑞−1∑︁
𝑎=1

|𝑇 (𝑎/𝑞) |2 ≤ (𝑁 +𝑄2)
𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

(b) Show that∑︁
𝑞∈𝒬

𝑞

𝑞∑︁
ℎ=1

|𝑍 (𝑞, ℎ) − 𝑍/𝑞 |2 ≤ (𝑁 +𝑄2)
𝑀+𝑁∑︁
𝑛=𝑀+!

|𝑐𝑛 |2.

(c) Show that this includes Theorem 19.7.

2. Let ℛ(𝑝) and 𝛿(𝑝) be defined as in Theorem 19.14. Show that if 𝑞 is
squarefree, then

𝑞∑︁
ℎ=1

( ∏
𝑝 |𝑞

ℎ∈ℛ(𝑝)

𝛿(𝑝)
𝑝 − 𝛿(𝑝)

)2
= 𝑞

∏
𝑝 |𝑞

𝛿(𝑝)
𝑝 − 𝛿(𝑝) .

3. (Montgomery, 1968) Let 𝑇 (𝑥) be defined as in (19.1), and 𝑍 (𝑞, ℎ) be
defined as in (19.9). Put 𝑓 (𝑎) = 𝑇 (𝑎/𝑞) if (𝑎, 𝑞) = 1, 𝑓 (𝑎) = 0 otherwise.
Let �̂� (ℎ) = 1

𝑞

∑𝑞

𝑎=1 𝑓 (𝑎)𝑒(−𝑎ℎ/𝑞) be the Discrete Fourier Transform of
𝑓 .

(a) Show that

�̂� (ℎ) = 1
𝑞

∑︁
𝑑 |𝑞

𝜇(𝑞/𝑑)𝑑𝑍 (𝑑, ℎ).

(b) Deduce that
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2 =
1
𝑞

𝑞∑︁
ℎ=1

����∑︁
𝑑 |𝑞

𝜇(𝑞/𝑑)𝑑𝑍 (𝑑, ℎ)
����2.

4. Let 𝑤± (𝑛) be defined as in Theorem E.5. Show that if 𝑞 ≤ 1/𝛿, then∑︁
𝑛≡𝑎 (𝑞)

𝑤± (𝑛) = 𝑊± (0)/𝑞

for all 𝑎 (mod 𝑞).
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5. Let𝑤+ and𝑊+ be as in Theorem E.5, let 𝑓 (𝑥) be a polynomial with integral
coefficients, and let 𝛿(𝑝) denote the number of solutions of the congruence
𝑓 (𝑥) ≡ 0 (mod 𝑝). Suppose that 𝜆𝑑 is real and subject to the conditions
𝜆1 = 1, 𝜆𝑑 = 0 for 𝑑 > 𝑧. Assume that 𝑃 is a positive squarefree integer.

(a) Explain why

𝑀+𝑁∑︁
𝑛=𝑀+1

( 𝑓 (𝑛) ,𝑃)=1

1 ≤
∑︁
𝑛

( 𝑓 (𝑛) ,𝑃)=1

𝑤+ (𝑛)

≤
∑︁
𝑛

𝑤+ (𝑛)
( ∑︁
𝑑 | 𝑓 (𝑛)
𝑑 |𝑃

𝜆𝑑

)2
. (19.23)

(b) Show that if 𝑞 is squarefree, then∑︁
𝑛

𝑞 | 𝑓 (𝑛)

𝑤+ (𝑛) = 𝑊+ (0)
𝛿(𝑞)
𝑞

if 𝑞 ≤ 1/𝛿, where 𝛿(𝑞) = ∏
𝑝 |𝑞 𝛿(𝑝).

(c) Explain why it may be assumed that 𝛿(𝑝) > 0 for all 𝑝 |𝑃.
(d) Set 𝛿 = 𝑧−2, and show that the right hand side of (19.23) is

= (𝑁 − 1 + 𝑧2)
∑︁
𝑑𝑖 |𝑃
𝑑𝑖≤𝑧
𝑖=1,2

𝜆𝑑1𝛿(𝑑1)
𝑑1

𝜆𝑑2𝛿(𝑑2)
𝑑2

(𝑑1, 𝑑2)
𝛿((𝑑1, 𝑑2))

. (19.24)

(e) Put 𝑔(𝑞) = ∏
𝑝 |𝑞 (𝑝 − 𝛿(𝑝))/𝛿(𝑝). Show that if 𝑞 is squarefree, then∑︁

𝑑 |𝑞
𝑔(𝑑) = 𝑞

𝛿(𝑞) .

(f) Show that the right hand side of (19.24) is

= (𝑁 − 1 + 𝑧2)
∑︁
𝑞 |𝑃
𝑞≤𝑧

𝑔(𝑞)𝑦2
𝑞 (19.25)

where

𝑦𝑞 =
∑︁
𝑑

𝑞 |𝑑 |𝑃
𝑑≤𝑧

𝜆𝑑𝛿(𝑑)
𝑑

. (19.26)



170 The Large Sieve

(g) Show that if the 𝑦𝑞 are given as above, then

𝜆𝑑 =
𝑑

𝛿(𝑑)
∑︁
𝑞

𝑑 |𝑞 |𝑃
𝑞≤𝑧

𝜇(𝑞/𝑑)𝑦𝑞 . (19.27)

(h) Show that the 𝑦𝑞 are real, that 𝑦𝑞 = 0 if 𝑞 > 𝑧, and that∑︁
𝑞 |𝑃
𝑞≤𝑧

𝜇(𝑞)𝑦𝑞 = 1.

(i) Show that configurations of 𝑦𝑞 with the properties described in the pre-
ceding part are in one-to-one correspondence with admissible choices
of the 𝜆𝑑 .

(j) Show that the sum in (19.25) is

=
∑︁
𝑞 |𝑃
𝑞≤𝑧

𝑔(𝑞)
(
𝑦𝑞 −

𝜇(𝑞)
𝑔(𝑞)𝐿

)2
+ 1
𝐿

where

𝐿 =
∑︁
𝑞 |𝑃
𝑞≤𝑧

𝜇2 (𝑞)
𝑔(𝑞) .

(k) Show that 𝑦𝑞 = 𝜇(𝑞)/(𝑔(𝑞)𝐿) is an admissible choice of the 𝑦𝑞 , and
hence deduce that

card{𝑛 ∈ [𝑀 + 1, 𝑀 + 𝑛] : ( 𝑓 (𝑛), 𝑃) = 1} ≤ 𝑁 − 1 + 𝑧2

𝐿
.

(l) Suppose that 𝑃 is a positive integer, and that for each prime 𝑝 |𝑃 a set
𝒟(𝑝) of 𝛿(𝑝) residue classes is given. Show that there is a polynomial
𝑓 (𝑥) such that if 𝑝 |𝑃, then 𝑓 (𝑥) ≡ 0 (mod 𝑝) if and only if 𝑥 ∈ 𝒟(𝑝).

An old conjecture, which perhaps dates to Gauss, is that if 𝑎 is a given
integer, then there exist infinitely many primes for which 𝑎 is a primitive
root, unless 𝑎 = −1 , 0, 1 or 𝑎 is a perfect square. Suppose now that 𝑎
meets these requirements, and let 𝑁𝑎 (𝑥) denote the number of primes not
exceeding 𝑥 for which 𝑎 is a primitive root. Artin (1927) conjectured that
a formula known as Artin’s Conjectureadd Artin

1927 to refs so
that it can be
cited
something
missing? or
maybe delete
‘that’?

𝑁𝑎 (𝑥) ∼ 𝐴(𝑎) 𝑥

log 𝑥
(𝑥 → ∞).

Artin overlooked some considerations, with the result that his proposed
formula for the constant 𝐴(𝑎) was incorrect; the definition was amended
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by Heilbronn. Hooley (1967) showed that the (adjusted) Artin Conjecture is
true, provided that the Riemann Hypothesis for the Dedekind zeta functions
of a certain family of Galois number fields is true. From the next exercise
we find that any possible exceptions to Artin’s Conjecture are quite rare.

6. (Gallagher, 1967)

(a) Let 𝑝 be an odd prime. Note that the number of primitive roots modulo
𝑝 is 𝜑(𝑝 − 1).

(b) Use the Siegel–Walfisz theorem and the Brun–Titchmarsh inequality
to show that ∑︁

𝑝≤𝑋

𝜑(𝑝 − 1)
𝑝 − 1

= 𝑐 li 𝑥 +𝑂
(
𝑋 (log 𝑋)−𝐴

)
for 𝑋 ≥ 2, where 𝑐 =

∏
𝑝

(
1 − 1

𝑝 (𝑝−1)
)
.

(c) In Theorem 19.7, let 𝒩 be the set of those integers 𝑛, 1 ≤ 𝑛 ≤ 𝑁 ,
such that 𝑛 is not a primitive root (mod 𝑝) for any prime 𝑝 ≤

√
𝑁 . Set

𝑄 =
⌊√
𝑁

⌋
. Explain why

𝑝∑︁
ℎ=1

(𝑍 (𝑝, ℎ) − 𝑍/𝑝)2 ≥ 𝑍2 𝜑(𝑝 − 1)
𝑝

for all 𝑝 ≤ 𝑄.
(d) Conclude that card𝒩 ≪ 𝑁1/2 log 𝑁 . Note 𝒩 includes squares, so

card𝒩 ≫ 𝑁1/2. Vaughan (1973) derived a better bound for card𝒩 by
arguing instead from Theorem 19.13.

7. Let 𝑝 be a prime with (𝑝, 10) = 1.

(a) Let ℎ be the order of 10 modulo 𝑝. Show that the decimal expansion
of 1/𝑝 is periodic with least period ℎ.

(b) Deduce that the decimal expansion of 1/𝑝 has least period 𝑝 − 1 if and
only if 10 is a primitive root of 𝑝. (The first such primes are 7, 17, 19,
23, 29, 47, . . . .)

8. Suppose that 𝑝 and 𝑞 are primes, with 𝑝 = 4𝑞+1. Show that 2 is a primitive
root of 𝑝. (To show that there are infinitely many such (𝑝, 𝑞) pairs would
be similar to proving the twin prime conjecture. One would conjecture
that there are infinitely many such pairs, the first few being (13,3), (29,7),
(53,13), (149,37).)

9. (Vaughan, 1973) Erdős (1947) conjectured that 7, 15, 21, 45, 75 and 105
are the only values of 𝑛 for which 𝑛 − 2𝑘 is prime for all positive integers
𝑘 for which this expression is positive. Let 𝐸 (𝑁) be the number of such 𝑛
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not exceeding 𝑁 . Prove that there is a positive constant 𝑐 such that

𝐸 (𝑁) ≪ 𝑁 exp
(
− 𝑐(log 𝑁) log log 𝑁

log log 𝑁

)
.

10. Suppose that 𝑘 ≥ 2 and that ℎ1, . . . , ℎ𝑘 are 𝑘 distinct nonnegative admiss-
ible integers in the sense of Definition 18.1. Define 𝜈𝑝 (𝒉) to be the number
of different residue classes modulo 𝑝 amongst the 𝒉 and, when 𝑁 ∈ N,
𝑅(𝑁; 𝒉) to be the number of 𝑛 ≤ 𝑁 such that the 𝑛+ ℎ 𝑗 are simultaneously
prime.
(a) Suppose that 𝑄 ≥ 1. Prove that

𝑅(𝑁; 𝒉) ≤ 𝑁 +𝑄2

𝐿 (𝑄) +𝑂𝑘 (𝑄)

where

𝐿 (𝑄) =
∑︁
𝑞≤𝑄

𝜇(𝑞)2
∏
𝑃 |𝑞

𝜈𝑝 (𝒉)
𝑝 − 𝜈𝑝 (𝒉)

(b) Suppose that 𝑄 ≥ 3. Prove that

𝐿 (𝑄) = (log𝑄)𝑘
𝑘!𝔖(𝒉) +𝑂𝒉

(
(log𝑄)𝑘−1)

where 𝔖(𝒉) is given by (18.41).
(c) Suppose that 𝑁 ≥ 3. Prove that

𝑅(𝑁; 𝒉) ≤ 2𝑘𝑘!𝔖(𝒉) 𝑁

(log 𝑁)𝑘
+𝑂𝒉

(
𝑁 log log 𝑁
(log 𝑁)𝑘−1

)
.

11. (The ‘Larger Sieve’ of Gallagher, 1971) Suppose that 𝑄 ≥ 1 and 𝑁 ≥ 1
and 𝑀 are integers, and {𝑐𝑛} is a sequence of nonnegative real numbers
such that 𝑐𝑛 > 0 only when 𝑀 + 1 ≤ 𝑛 ≤ 𝑀 + 𝑁 . Define 𝑍 (𝑞, ℎ) =∑
𝑛≡ℎ (mod 𝑞) 𝑐𝑛, 𝑍 = 𝑍 (1, 0) and let A𝑞 be a set of residue classes ℎ

modulo 𝑞 such that 𝑍 (𝑞, ℎ) = 0 when ℎ ∉ A𝑞 and let 𝑟 (𝑞) = card𝒜𝑞 .
(a) Suppose that 𝑟 (𝑞) ≠ 0. Prove that∑︁

ℎ∈𝒜𝑞

(
𝑍 (ℎ, 𝑞) − 𝑍

𝑟 (𝑞)

)2
=

∑︁
ℎ∈𝒜𝑞

𝑍 (𝑞, ℎ)2 − 𝑍2

𝑟 (𝑞) .

(b) Let 𝒬 be a finite set of prime powers such that for 𝑞 ∈ 𝒬, 𝑟 (𝑞) ≠ 0.
Group pairs 𝑛1, 𝑛2 of members of [𝑀 + 1, 𝑀 + 𝑁] according to their
common difference, and hence show that∑︁

𝑞∈𝒬
Λ(𝑞)

∑︁
ℎ∈𝒜𝑞

𝑍 (ℎ, 𝑞)2 =
∑︁
𝑛1 ,𝑛2

𝑐𝑛1𝑐𝑛2

∑︁
𝑞∈𝒬

𝑞 |𝑛2−𝑛1

Λ(𝑞)
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(c) Prove that ∑︁
𝑛1 ,𝑛2
𝑛1≠𝑛2

𝑐𝑛1𝑐𝑛2

∑︁
𝑞∈𝒬

𝑞 |𝑛2−𝑛1

Λ(𝑞) ≤
(
𝑍2 −

∑︁
𝑛

𝑐2
𝑛

)
log 𝑁.

(d) Deduce that∑︁
𝑞∈𝒬

Λ(𝑞)
∑︁
ℎ∈𝒜𝑞

𝑍 (𝑞, ℎ)2 ≤
(
𝑍2 −

∑︁
𝑛

𝑐2
𝑛

)
log 𝑁 +

∑︁
𝑛

𝑐2
𝑛

∑︁
𝑞∈𝒬

Λ(𝑞),

and so

0 ≤
(
𝑍2 −

∑︁
𝑛

𝑐2
𝑛

)
log 𝑁 +

∑︁
𝑛

𝑐2
𝑛

∑︁
𝑞∈𝒬

Λ(𝑞) − 𝑍2
∑︁
𝑞∈𝒬

Λ(𝑞)
𝑟 (𝑞) .

(e) Conclude that

𝑍2 ≤
∑
𝑞∈𝒬 Λ(𝑞) − log 𝑁∑

𝑞∈𝒬 Λ(𝑞)/𝑟 (𝑞) − log 𝑁

𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐2
𝑛

provided that the denominator is positive, and that if 𝑐𝑛 = 0 or 1 for
every 𝑛, then

𝑍 ≤
∑
𝑞∈𝒬 Λ(𝑞) − log 𝑁∑

𝑞∈𝒬 Λ(𝑞)/𝑟 (𝑞) − log 𝑁
.

12. Let 𝒩 denote the set of those integers 𝑛, 1 ≤ 𝑛 ≤ 𝑁 such that 𝑛 is a
quadratic or zero residue modulo 𝑝 for every 𝑝 ≤

√
𝑁 . Show that card𝒩 ≪√

𝑁 . (This is best possible, since squares ≤ 𝑁 are members of 𝒩.)
13. (Vaughan, 2014) Prove if 𝑛 ∈ N, then the number 𝑅(𝑛) of solutions of

𝑥3 + 𝑦2 = 𝑛 in positive integers 𝑥 and 𝑦 satisfies 𝑅(𝑛) ≪ 𝑛1/6.

19.3 Character sums

Let

𝑆(𝜒) =
𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑛𝜒(𝑛). (19.28)

We reduce the question of the mean square size of 𝑆(𝜒) for primitive characters
to the mean square size of the corresponding trigonometric polynomial.
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Lemma 19.15 Let 𝑆(𝜒) be defined as in (19.28), and 𝑇 (𝑥) be defined as in
(19.1). Then

𝑞

𝜑(𝑞)
∑︁★

𝜒

|𝑆(𝜒) |2 ≤
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2 (19.29)

where
∑★
𝜒 denotes a sum over all primitive characters (mod 𝑞).

Proof We recall (cf. Theorem 9.7) that if 𝜒 is a primitive character (mod 𝑞),
then 𝜒(𝑛) can be expressed in a simple way in terms of the additive characters
𝑒(𝑎𝑛/𝑞), namely

𝜏(𝜒)𝜒(𝑛) =
𝑞∑︁
𝑎=1

𝜒(𝑎)𝑒(𝑎𝑛/𝑞) (19.30)

for all 𝑛. On multiplying by 𝑐𝑛 and summing, we see that

𝜏(𝜒)𝑆(𝜒) =
𝑞∑︁
𝑎=1

𝜒(𝑎)𝑇 (𝑎/𝑞).

From Theorem 9.7 we know that |𝜏(𝜒) | = √
𝑞 for all primitive 𝜒, so on taking

the modulus-squared and summing over primitive 𝜒 it follows that

𝑞
∑︁★

𝜒

|𝑆(𝜒) |2 =
∑︁★

𝜒

���� 𝑞∑︁
𝑎=1

𝜒(𝑎)𝑇 (𝑎/𝑞)
����2

On the right hand side we drop the condition that 𝜒 be primitive, and invoke
the orthogonality of characters (as expressed in (4.14)) to see that the above is

≤
∑︁
𝜒

���� 𝑞∑︁
𝑎=1

𝜒(𝑎)𝑇 (𝑎/𝑞)
����2 = 𝜑(𝑞)

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2.

This gives the stated result. □

On combining Lemma 19.15 with Corollary 19.5 we obtain

Theorem 19.16 Let 𝑀 and 𝑁 be integers with 𝑁 ≥ 1, and let 𝑆(𝜒) be defined
as in (19.28). Then for any integer 𝑄 ≥ 1,∑︁

𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

|𝑆(𝜒) |2 ≤ (𝑁 +𝑄2)
𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2

for arbitrary complex numbers 𝑐𝑛.
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19.3.1 Exercises
1. Some parts of this exercise may be familiar. Let 𝑠(𝑛) denote the ‘squarefree

part’ of 𝑛, which is to say that 𝑠(𝑛) is the largest squarefree divisor of 𝑛.
(a) Show that if 𝑛 is squarefree, then

1
𝜑(𝑛) =

1
𝑛

∏
𝑝 |𝑛

(
1 + 1

𝑝
+ 1
𝑝2 + · · ·

)
=

∑︁
𝑚>0
𝑠 (𝑚)=𝑛

1
𝑚
.

(b) Deduce that ∑︁
𝑛≤𝑥

𝜇(𝑛)2

𝜑(𝑛) =
∑︁
𝑚>0

𝑠 (𝑚)≤𝑥

1
𝑚
.

(c) Show that the above is

≥
∑︁
𝑚≤𝑥

1
𝑚
.

(d) By considering the sum above to be a Riemann sum, show that∑︁
𝑛≤𝑥

𝜇(𝑛)2

𝜑(𝑛) ≥ log 𝑥.

(e) (van Lint & Richert, 1965) Show that if 𝑞 is a positive integer, then made proper
cite; aindex
here∑︁

𝑛≤𝑥

𝜇(𝑛)2

𝜑(𝑛) ≤
(∑︁
𝑑 |𝑞

𝜇(𝑑)2

𝜑(𝑑)

) ( ∑︁
𝑚≤𝑥

(𝑚,𝑞)=1

𝜇(𝑚)2

𝜑(𝑚)

)
.

(f) Conclude that ∑︁
𝑚≤𝑥

(𝑚,𝑞)=1

𝜇(𝑚)2

𝜑(𝑚) ≥ 𝜑(𝑞)
𝑞

log 𝑥.

2. (Bombieri & Davenport, 1968) Recall from Theorem 9.5 that (19.30) holds
for all 𝜒 modulo 𝑞, if (𝑛, 𝑞) = 1.
(a) Show that if 𝑐𝑛 = 0 whenever (𝑛, 𝑞) > 1, then∑︁

𝜒

|𝜏(𝜒) |2 |𝑆(𝜒) |2 = 𝜑(𝑞)
𝑞∑︁★

𝑎=1
|𝑇 (𝑎/𝑞) |2.

(b) Suppose that 𝑐𝑛 = 0 whenever 𝑛 has a prime factor ≤ 𝑄. Show that∑︁
𝑞≤𝑄

1
𝜑(𝑞)

∑︁
𝜒

|𝜏(𝜒) |2 |𝑆(𝜒) |2 ≤ (𝑁 +𝑄2)
𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.
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(c) Suppose that 𝑐𝑛 = 0 whenever (𝑛, 𝑞) > 1, and that the character 𝜒
(mod 𝑞) is induced by the primitive character 𝜒★ (mod 𝑑). Show that
𝑆(𝜒) = 𝑆(𝜒★).

(d) Recall from Theorem 9.10 that

𝜏(𝜒) =
{
𝜏(𝜒★)𝜇(𝑞/𝑑)𝜒★(𝑞/𝑑) if (𝑞/𝑑, 𝑑) = 1
0 otherwise.

Also, recall from Theorem 9.7 that |𝜏(𝜒) | = √
𝑞 if 𝜒 is a primitive

character modulo 𝑞. Show that if the 𝑐𝑛 are as in (b), then∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)

(∑︁★

𝜒

|𝑆(𝜒) |2
)( ∑︁
𝑘≤𝑄/𝑞
(𝑘,𝑞)=1

𝜇(𝑘)2

𝜑(𝑘)

)
≤ (𝑁 +𝑄2)

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

(e) Show that if the 𝑐𝑛 are as in (b), then∑︁
𝑞≤𝑄

(
log𝑄/𝑞

) ∑︁★

𝜒

|𝑆(𝜒) |2 ≤ (𝑁 +𝑄2)
𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

(f) Let𝒩 be the set of those integers 𝑛 ∈ [𝑀+1, 𝑀+𝑁] such that (𝑛, 𝑞) = 1
for all 𝑞 ≤ 𝑄. Put 𝑍 = card𝒩. Show that

𝑍2 log𝑄 +
∑︁

1<𝑞≤𝑄

(
log𝑄/𝑞

) ∑︁★

𝜒

��� ∑︁
𝑛∈𝒩

𝜒(𝑛)
���2 ≤ (𝑁 +𝑄2)𝑍.

(g) Now suppose that 𝑀 = 0, that 𝑄 = 𝑁1/2/log 𝑁 , that 𝑐𝑝 = log 𝑝 for
𝑁1/2 < 𝑝 ≤ 𝑁 , and that 𝑐𝑛 = 0 otherwise. Then

∑𝑁
𝑛=1 |𝑐𝑛 |2 = 𝑁 log 𝑁 +

𝑂 (𝑁), and the first term on the left hand side is ∼ 1
2𝑁

2 log 𝑁 . If there
exists an exceptional real character 𝜒1 with conductor 𝑞1 < 𝑁

𝜀 , then this
character also contributes an amount ∼ 1

2𝑁
2 log 𝑁 . The consequence

is that the combined contribution of all other primitive characters is
𝑜
(
𝑁2 log 𝑁

)
.

3. (Erdős & Shapiro, 1957) Let 𝜒 be a primitive character modulo 𝑞.

(a) Show that
𝑞∑︁
𝑚=1

𝜒(𝑚 + 𝑛1)𝜒(𝑚 + 𝑛2) = 𝑐𝑞 (𝑛1 − 𝑛2)

where 𝑐𝑞 is Ramanujan’s sum, as defined in (4.5). (Suggestion: Write 𝜒
in terms of additive characters, as in Corollary 9.8.)
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(b) Deduce that for arbitrary numbers 𝑏𝑛,
𝑞∑︁
𝑚=1

��� 𝑞∑︁
𝑛=1

𝑏𝑛𝜒(𝑚 + 𝑛)
���2 =

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

��� 𝑞∑︁
𝑛=1

𝑏𝑛𝑒(𝑎𝑛/𝑞)
���2.

(c) Explain why the right hand side above is

≤ 𝑞

𝑞∑︁
𝑛=1

|𝑏𝑛 |2. (19.31)

(d) Show that��� 𝑞∑︁
𝑚=1

𝑞∑︁
𝑛=1

𝑎𝑚𝑏𝑛𝜒(𝑚 + 𝑛)
��� ≤ √

𝑞

( 𝑞∑︁
𝑚=1

|𝑎𝑚 |2
)1/2 ( 𝑞∑︁

𝑛=1
|𝑏𝑛 |2

)1/2

for arbitrary numbers 𝑎𝑚 and 𝑏𝑛.
(e) Show that equality holds in (19.31) if 𝑏𝑛 = 𝑒(𝑐𝑛/𝑞) with (𝑐, 𝑞) = 1.
(f) Show that equality holds in (19.31) if 𝑏𝑛 = 𝜒(𝑛).
(g) Compare the results here with those of Exercise G.2.17. check ex no

4. (Norton, 1972) Let 𝜒 be a primitive character modulo 𝑞.
(a) Show that if 1 ≤ ℎ ≤ 𝑞, then

𝑞∑︁
𝑛=1

��� ℎ∑︁
𝑚=1

𝜒(𝑚 + 𝑛)
���2 =

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

��� ℎ∑︁
𝑛=1

𝑒(𝑎𝑛/𝑞)
���2.

(b) Deduce that
𝑞∑︁
𝑛=1

��� ℎ∑︁
𝑚=1

𝜒(𝑚 + 𝑛)
���2 = 𝑞ℎ − ℎ2 −

∑︁
1<𝑎<𝑞
(𝑎,𝑞)>1

(
sin 𝜋𝑎ℎ/𝑞
sin 𝜋𝑎/𝑞

)2
.

(Norton conjectured that the left hand side above is < 𝑞ℎ for all non-
principal 𝜒; this was proved by Burgess 1975.)

(c) Show that if 𝜒 is nonprincipal (mod 𝑝) and 1 ≤ ℎ ≤ 𝑝, then
𝑝∑︁
𝑛=1

��� ℎ∑︁
𝑚=1

𝜒(𝑚 + 𝑛)
���2 = 𝑝ℎ − ℎ2.

5. Suppose that 𝑞 > 1 is an integer, that (𝑏, 𝑞) = 1, and that 𝑏 has order ℎ
modulo 𝑞. Show that∏

𝜒

(1 − 𝜒(𝑏)𝑧) =
(
1 − 𝑧ℎ

) 𝜑 (𝑞)/ℎ
for all 𝑧. (Hint: Recall Exercise 4.2.1.4(c).)
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6. Suppose that 𝜒 is a character modulo 𝑞, and that ℎ is the order of 𝜒.

(a) Show that for each integer 𝑎, the number of residue classes modulo 𝑞
for which 𝜒(𝑛) = 𝑒(𝑎/ℎ) is exactly 𝜑(𝑞)/ℎ.

(b) Show that

𝑞∏
𝑛=1

(𝑛,𝑞)=1

(1 − 𝜒(𝑛)𝑧) =
(
1 − 𝑧ℎ

) 𝜑 (𝑞)/ℎ
.

19.4 Maximal variants

We begin with a somewhat inferior bound, but one that suffices in many ap-
plications.

Theorem 19.17 (Uchiyama, 1972) For given real or complex numbers 𝑐𝑛, let

𝑇∗ (𝑥) = max
1≤𝑛≤𝑁

��� 𝑀+𝑛∑︁
𝑚=𝑀+1

𝑐𝑚𝑒(𝑚𝑥)
���.

Suppose that 𝑥1, 𝑥2, . . . , 𝑥𝐾 are well-spaced to the extent that ∥𝑥 𝑗 − 𝑥𝑘 ∥ ≥ 𝛿

for 𝑗 ≠ 𝑘 . Then

𝐾∑︁
𝑘=1

𝑇∗ (𝑥𝑘)2 ≪
(
𝑁 log 2𝑁 + 𝛿−1 (log 2𝑁)2) 𝑀+𝑁∑︁

𝑛=𝑀+1
|𝑐𝑛 |2.

Proof From (E.28) we see that

𝑇∗ (𝑥𝑘)2 ≤ 𝑅

𝑅∑︁
𝑟=1

2𝑟−1−1∑︁
𝑠=0

���� ∑︁
𝑁𝑠

2𝑟−1 <𝑛≤
𝑁𝑠

2𝑟−1 +
𝑁
2𝑟

𝑐𝑛𝑒(𝑥𝑘)
����2

where 𝑅 = ⌈(log 𝑁)/(log 2)⌉. Thus

𝐾∑︁
𝑘=1

𝑇 (𝑥𝑘)2 ≤ 𝑅

𝑅∑︁
𝑟=1

2𝑟−1−1∑︁
𝑠=0

𝐾∑︁
𝑘=1

���� ∑︁
𝑀+ 𝑁𝑠

2𝑟−1 <𝑛≤𝑀+ 𝑁𝑠

2𝑟−1 +
𝑁
2𝑟

𝑐𝑛𝑒(𝑥𝑘)
����2, (19.32)
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which by Theorem 19.4 is

≤ 𝑅

𝑅∑︁
𝑟=1

( 𝑁
2𝑟

+ 𝛿−1
) ∑︁
𝑀+ 𝑁𝑠

2𝑟−1 <𝑛≤𝑀+ 𝑁𝑠

2𝑟−1 +
𝑁
2𝑟

|𝑐𝑛 |2

≤
𝑅∑︁
𝑟=1

( 𝑁
2𝑟

+ 𝛿−1
) 𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2

≪
(
𝑁 log 2𝑁 + 𝛿−1 (log 2𝑁)2) 𝑀+𝑁∑︁

𝑛=𝑀+1
|𝑐𝑛 |2. □

For 𝑓 ∈ 𝐿1 (T), let �̂� (𝑛) =
∫ 1

0 𝑓 (𝑥)𝑒(−𝑛𝑥) 𝑑𝑥 denote its Fourier coefficients,
and set

𝑠𝑁 ( 𝑓 ; 𝑥) =
𝑁∑︁

𝑛=−𝑁
�̂� (𝑛)𝑒(𝑛𝑥), 𝑠★( 𝑓 , 𝑥) = sup

𝑁≥1
|𝑠𝑁 ( 𝑓 ; 𝑥) |.

Kolmogorov (1926) exhibited an 𝑓 ∈ 𝐿1 (T) for which the sequence 𝑠𝑁 ( 𝑓 , 𝑥)
diverges for all 𝑥, but Carleson (1966) showed that 𝑠𝑁 ( 𝑓 ; 𝑥) → 𝑓 (𝑥) as 𝑁 → ∞
for almost all 𝑥, provided that 𝑓 ∈ 𝐿2 (T). Hunt (1968) extended this to 𝑓 ∈
𝐿𝑝 (T) for all 𝑝 > 1, and established a quantitative inequality: ∥𝑠★( 𝑓 )∥ 𝑝 ≪𝑝

∥ 𝑓 ∥ 𝑝 . The case 𝑝 = 2 of this is particularly useful for us: There is an absolute
constant 𝐶H (‘Hunt’s constant’) such that∫ 1

0
max

1≤𝐾≤𝑁

���� 𝐾∑︁
𝑛=1

𝑎𝑛𝑒(𝑛𝑥)
����2 𝑑𝑥 ≤ 𝐶H

𝑁∑︁
𝑛=1

|𝑎𝑛 |2 (19.33)

for arbitrary complex numbers 𝑎𝑛. We now use this bound to derive a more
precise maximal variant of the large sieve.

Theorem 19.18 Let 𝑥1, 𝑥2, . . . , 𝑥𝑅 be points of T that satisfy (19.2), let 𝐶H be
defined as in (19.33), and let 𝑎𝑛 be arbitrary complex numbers, for 𝑀 + 1 ≤
𝑛 ≤ 𝑀 + 𝑁 . Then

𝑅∑︁
𝑟=1

max
1≤𝐾≤𝑁

���� 𝑀+𝐾∑︁
𝑛=𝑀+1

𝑎𝑛𝑒(𝑛𝑥𝑟 )
����2 ≤ 𝐶H

(
𝛿−1 + 𝜋𝑁

) 𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑎𝑛 |2.

Proof Let

𝑆(𝑥) =
𝑀+𝑁∑︁
𝑛=𝑀+1

𝑎𝑛𝑒(𝑛𝑥).

If we replace 𝑆(𝑥) by 𝑒(−𝐿𝑥)𝑆(𝑥), then each partial sum is multiplied by the
unimodular factor 𝑒(−𝐿𝑥). Thus the size of the largest parial sum, and its
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length, are unchanged. Hence through a suitable choice of 𝐿 we may assume
that the interval [𝑀 +1, 𝑀 +𝑁] is a subset of [−𝑁/2, 𝑁/2]. Let 𝐾 (𝑥) be chosen
so that ���� 𝑀+𝐾 (𝑥 )∑︁

𝑛=𝑀+1
𝑎𝑛𝑒(𝑛𝑥)

���� = max
1≤𝐾≤𝑁

���� 𝑀+𝐾∑︁
𝑛=𝑀+1

𝑎𝑛𝑒(𝑛𝑥)
����,

and let 𝑆★(𝑥) denote this common value. Here 𝐾 (𝑥) is piecewise constant, with
at most finitely many jump discontinuities. The function 𝑆★(𝑥) is continuous,
and differentiable except possibly at the discontinuities of 𝐾 (𝑥). By Lemma
19.2 it follows that

𝑅∑︁
𝑟=1

|𝑆★(𝑥𝑟 ) |2 ≤ 1
𝛿

∫ 1

0
|𝑆★(𝑥) |2 𝑑𝑥

+
( ∫ 1

0
|𝑆★(𝑥) |2 𝑑𝑥

)1/2 ( ∫ 1

0

��� 𝑑
𝑑𝑥
𝑆★(𝑥)

���2 𝑑𝑥)1/2
.

From (19.33) we see that∫ 1

0
|𝑆★(𝑥) |2 𝑑𝑥 ≤ 𝐶H

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑎𝑛 |2.

If 𝑓 (𝑥) is a complex-valued differentiable function of the real variable 𝑥, then�� 𝑑
𝑑𝑥

| 𝑓 (𝑥) |
�� ≤ | 𝑓 ′ (𝑥) |. Hence

��� 𝑑
𝑑𝑥
𝑆★(𝑥)

��� ≤ ���� 𝑑𝑑𝑥 𝑀+𝐾 (𝑥 )∑︁
𝑛=𝑀+1

𝑎𝑛𝑒(𝑛𝑥)
���� = ���� 𝑀+𝐾 (𝑥 )∑︁

𝑛=𝑀+1
2𝜋𝑖𝑛𝑎𝑛𝑒(𝑛𝑥)

����
≤ 2𝜋 max

1≤𝐾≤𝑁

���� 𝑀+𝐾∑︁
𝑛=𝑀+1

𝑛𝑎𝑛𝑒(𝑛𝑥)
����.

From (19.33) we deduce that∫ 1

0

��� 𝑑
𝑑𝑥
𝑆★(𝑥)

���2 𝑑𝑥 ≤ 4𝜋2𝐶H

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑛𝑎𝑛 |2 ≤ 𝜋2𝑁2𝐶H

𝑀+𝑁∑︁
𝑛=1

|𝑎𝑛 |2

since |𝑛| ≤ 𝑁/2 when 𝑀 + 1 ≤ 𝑛 ≤ 𝑀 + 𝑁 . These bounds combine to give the
stated result. □
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Theorem 19.19 If 𝑀 , 𝑁 , and 𝑄 are positive integers, then∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦

��� ∑︁
1≤𝑚≤𝑀
1≤𝑛≤𝑁
𝑚𝑛≤𝑦

𝑎𝑚𝑏𝑛𝜒(𝑚𝑛)
���

≪
(
𝑀 +𝑄2)1/2 (

𝑁 +𝑄2)1/2
( 𝑀∑︁
𝑚=1

|𝑎𝑚 |2
)1/2 ( 𝑁∑︁

𝑛=1
|𝑏𝑛 |2

)1/2
log 2𝑀𝑁 (19.34)

for arbitrary complex numbers 𝑎𝑚 and 𝑏𝑛.

Proof By Cauchy’s inequality and the large sieve (Theorem 19.16), we see
that∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

��� 𝑀∑︁
𝑚=1

𝑁∑︁
𝑛=1

𝑎𝑚𝑏𝑛𝜒(𝑚𝑛)
���

≤
( ∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

��� 𝑀∑︁
𝑚=1

𝑎𝑚𝜒(𝑚)
���2)1/2 ( ∑︁

𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

��� 𝑁∑︁
𝑛=1

𝑏𝑛𝜒(𝑛)
���2)1/2

≪
(
𝑀 +𝑄2)1/2 (

𝑁 +𝑄2)1/2
( 𝑀∑︁
𝑚=1

|𝑎𝑚 |2
)1/2 ( 𝑁∑︁

𝑛=1
|𝑏𝑛 |2

)1/2
. (19.35)

In order to truncate this to𝑚𝑛 ≤ 𝑦, we use a device discussed in Appendix E.4.1.
Specifically, by (E.26) we find that

sup
𝑦

��� ∑︁
1≤𝑚≤𝑀
1≤𝑛≤𝑁
𝑚𝑛≤𝑦

𝑎𝑚𝑏𝑛𝜒(𝑚𝑛)
���

≪
∫ 𝑇

−𝑇

��� ∑︁
1≤𝑚≤𝑀
1≤𝑛≤𝑁

𝑎𝑚𝑏𝑛𝜒(𝑚𝑛) (𝑚𝑛)−𝑖𝑡
��� min(log𝑀𝑁, 1/|𝑡 |) 𝑑𝑡

+ 𝑀𝑁
𝑇

∑︁
1≤𝑚≤𝑀
1≤𝑛≤𝑁

|𝑎𝑚𝑏𝑛 |.

By Cauchy’s inequality, the last term is

≪ 𝑀3/2𝑁3/2

𝑇

( 𝑀∑︁
𝑚=1

|𝑎𝑚 |2
)1/2 ( 𝑁∑︁

𝑛=1
|𝑏𝑛 |2

)1/2
.

In order that this term should not be troublesome, we take 𝑇 = (𝑀𝑁)3/2. Since∫ 𝑇

−𝑇
min(log𝑀𝑁, 1/|𝑡 |) 𝑑𝑡 ≪ log(𝑇 log 2𝑀𝑁),

the desired result follows from (19.35). □
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19.4.1 Exercises
1. (Uchiyama, 1972) Show that for arbitrary integers 𝑀 , 𝑁 > 1, 𝑄 > 1, and

complex numbers 𝑎𝑛,∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

max
1≤𝜈≤𝑁

��� 𝑀+𝜈∑︁
𝑛=𝑀+1

𝑎𝑛𝜒(𝑛)
���2

≪ (𝑄2 (log 𝑁)2 + 𝑁 log 𝑁)
𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑎𝑛 |2.

2. Let 𝐶H be defined as in (19.33). Show that∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞) max
1≤𝐾≤𝑁

∑︁★

𝜒

���� 𝑀+𝐾∑︁
𝑛=𝑀+1

𝑎𝑛𝜒(𝑛)
����2 ≤ 𝐶H

(
𝜋𝑁 +𝑄2) 𝑀+𝑁∑︁

𝑛=𝑀+1
|𝑎𝑛 |2

for arbitrary complex numbers 𝑎𝑛, 𝑀 + 1 ≤ 𝑛 ≤ 𝑀 + 𝑁 .
3. Show that∑︁

𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

max
1≤𝐾≤𝑁

���� 𝑀+𝐾∑︁
𝑛=𝑀+1

𝑎𝑛𝜒(𝑛)
����2

≪
(
𝑁 +𝑄2) (log 𝑁)2

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑎𝑛 |2

for arbitrary complex numbers 𝑎𝑛, 𝑀 + 1 ≤ 𝑛 ≤ 𝑀 + 𝑁 .

19.5 Notes

The large sieve was introduced by Linnik (1941), already with the aim in mind
of treating the least quadratic non-residue in Linnik (1942). Rényi (1948) used
the large sieve to show that every large even number 2𝑛 can be written in the
form

2𝑛 = 𝑝 + 𝑃𝑘 (19.36)

where 𝑃𝑘 denotes a number that is a product of at most 𝑘 prime numbers.
Rényi developed the large sieve in several papers, culminating in Rényi (1959),
where the result, stronger than those in prior formulations, is equivalent to
the assertion that the bound (G.9) implies the bound (G.7) in Theorem G.12.
When the vectors 𝝓𝑟 in that theorem are taken to have coordinates 𝜒𝑟 (𝑛) for
𝑀 < 𝑛 ≤ 𝑀 + 𝑁 and 𝜒𝑟 runs over all primitive characters with conductor
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𝑞 ≤ 𝑄, it follows by the Pólya–Vinogradov inequality (Theorem 9.18) that
Δ2 ≪ 𝑁 +𝑄3 log𝑄. Consequently,∑︁

𝑞≤𝑄

∑︁★

𝜒

��� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑛𝜒𝑟 (𝑛)
���2 ≪ (𝑁 +𝑄3 log𝑄)

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2 (19.37)

for arbitrary complex numbers 𝑐𝑛. Barban (1963) used the above estimate to
show that most 𝐿 functions do not have a zero at small height and real part near
1, and from those estimates deduced an bound of the form∑︁

𝑞≤𝑥𝑎−𝜀
𝜇(𝑞)2 max

ℎ (mod 𝑞)
(ℎ,𝑞)=1

���𝜋(𝑥; 𝑞, ℎ) − li 𝑥
𝜑(𝑞)

��� ≪ 𝑥(log 𝑥)−𝐴 (19.38)

with 𝑎 = 1/3. By introducing an appeal to the sixth moment estimate of Linnik
(1960), he improved this to 𝑎 = 3/8. To obtain the representation (19.36), we
fix a large even number 2𝑛, allow 𝑝 to range over all primes ≤ 2𝑛, and sift
the numbers 2𝑛 − 𝑝. To do this, we need to know, for small 𝑑, the number of
𝑝 such that 𝑑 | (2𝑛 − 𝑝); that is, 𝜋(2𝑛; 𝑑, 2𝑛). When (𝑑, 2𝑛) = 1, this number
should be close to (li 2𝑛)/𝜑(𝑑) for most 𝑑. The small sieve only requires
that the approximation here is good on average, as in the above bound. Thus
Levin (1963a,b) showed that Rényi’s Theorem (19.36) holds for 𝑘 = 4 if the
above holds for some 𝑎 ≥ 0.3058 and for 𝑘 = 3 if the above holds for some
𝑎 ≥ 0.401. Hence Barban’s result implies that (19.36) holds with 𝑘 = 4. Pan
(1963) independently achieved 𝑎 = 3/8 and 𝑘 = 4. Wang (1960) earlier showed
that GRH implies that one can take 𝑘 = 3.

Barban (1966) wrote a detailed survey of the large sieve and its applications,
as it existed up to 1964. However, Roth (1965) revolutionized the subject
with the brilliant idea of taking the vectors 𝝓𝑟 to have coordinates 𝑒(𝑛𝑥𝑟 ) for
𝑀 < 𝑛 ≤ 𝑀 + 𝑁 . Thus 𝝓𝑟 and 𝝓𝑠 are nearly orthogonal if ∥𝑥𝑟 − 𝑥𝑠 ∥ is large
compared with 1/𝑁 . These vectors are much closer to being orthogonal than
were Rényi’s. Arithmetic applications follow by taking the 𝑥𝑟 to be Farey points
of order𝑄, in which case the 𝑥𝑟 differ by 1/𝑄2. Thus where Rényi had𝑄3 log𝑄,
Roth had 𝑄2 log𝑄. Bombieri (1965), working independently of Roth, reduced
Rényi’s 𝑄3 log𝑄 to 𝑄2, and derived improved zero-density estimates for 𝐿-
functions, which yielded (19.38) with 𝑎 = 1/2. Previously, this was only known
as a consequence of GRH. Conjecture 20.2 (known as the Elliott–Halberstam
Hypothesis) asserts that (19.38) holds for 𝑎 = 1, but this is not known to hold
for any 𝑎 > 1/2, even under the assumption of GRH.
Section 19.1. Let 𝑓 be a measurable function defined over R𝑛. In seminal
work, Sobolev (1938) initiated the study of bounds for norms of 𝑓 in terms of
norms of partial derivatives of 𝑓 . Leoni (2017) and Saloff-Coste (2002) have
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provided introductions to this subject. Gallagher (1967) used Lemma 19.2 to
prove Theorem 19.3. The idea that Lemma 19.1 can be used to derive a discrete
mean upper bound at well-spaced points from a continuous mean value is
invaluable, and has been used in many other situations. Theorem 19.4 in the
slightly weaker form with 𝑁 + 1

𝛿
− 1 replaced by 𝑁 + 1

𝛿
is due to Montgomery

& Vaughan (1973, 1974). Paul Cohen (unpublished; see Exercise 19.1.1.9)
observed that from the large sieve with this larger factor one can deduce thecheck ex no
smaller one. The proof we give is due to Selberg (see Montgomery (1978)).
The factor 𝑁 − 1 + 1/𝛿 is quite sharp when 𝑁𝛿 is large, and indeed equality
can be achieved when (𝑁 − 1)𝛿 is an integer, as we see in Exercise 19.1.1.11.check ex no
Bombieri & Davenport (1969) showed that when 𝑁𝛿 ≤ 1/4, the large sieve
(19.3) holds with Δ = 1

𝛿

(
1 + 270(𝑁𝛿)3) . Bombieri and Selberg (see Bombieri

(1971) and Chapter 1 of Montgomery (1971)) were among the first to consider
the use of bilinear forms (as we discuss in G.1 and G.2) in the context of
the large sieve. Soon after, Matthews (1972a, 1872b, 1973), Kobayashi (1971,
1973), and Elliott (1971) also treated the large sieve in this way.

Section 19.2. Theorems of the general kind (Theorem 19.7 and Corollary 19.8)added parens
were first obtained by Linnik (1941) and developed by Rényi (1948, 1949b).
Theorem 19.10 is in Linnik (1942). Erdős (1961) established the case 𝛾 = 1
of Theorem 19.11 and the argument displayed here is a simple generalization.
Theorem 19.13 is due to Montgomery (1968), although the special case 𝛿(𝑝) =
1 was obtained first by Bombieri & Davenport (1968). Montgomery established
the critical inequality (19.20) by a judicious application of Cauchy’s inequality
coupled with Möbius inversion. Our simple proof of (19.20) is due to Gallagher.

Ramaré (2007, 2009); Ramaré (2010) has studied the large sieve in great de-fixed split of
ramaré cites tail, while Wolke (1971/1972) and Baier & Zhao (2005, 2008) have considered

sparse sets of moduli. Huxley (1968, 1970, 1971) extended the large sieve to
algebraic number fields, and Hlawka (1970) established a version of the large
sieve for T𝑛. Kowalski (2006, 2008) has extended the large sieve in a number of
directions, including to arithmetic geometry and to discrete groups. As it stands,
the large sieve is only an upper bound, but Conrey, Iwaniec & Soundararajan
(2011, 2013, 2019) have constructed a more elaborate asymptotic large sieve.

The larger sieve of Gallagher (1971), established in Exercise 19.2.1.11 andnot sure which
ex you meant
by ‘19.2.9’.
Guessed at
this

subsequently applied, has had many applications and has been especially use-
ful in establishing the density of squarefree values of polynomials. See, for
example, Hooley (1976) and Hooley (2009).

Section 19.3. Lemma 19.15 is due to Gallagher (1967).

Section 19.4. Theorem 19.17 is due to Uchiyama (1972). Hunt’s Theorem,
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even when restricted to 𝑝 = 2, remains challenging to prove. For an accessible
exposition of this, see the Lacey (2004).

Maximal variants that flow from the Hardy–Littlewood maximal theorem are
available without appealing to the Carleson–Hunt Theorem, as follows: Let 𝑓
be a bounded meeasureable function with period 1 and let the maximal function
𝑀 𝑓 (𝑥) be defined as in (E.27). Montgomery (1982) showed that if Δ( 𝑓 , 𝛿) has
the property that

𝑅∑︁
𝑟=1

| 𝑓 (𝑥𝑟 ) |2 ≤ Δ( 𝑓 , 𝛿)

whenever the 𝑥𝑟 are well-spaced as in (19.2), then
𝑅∑︁
𝑟=1

𝑀 𝑓 (𝑥𝑟 ) |2 ≤ 200Δ( 𝑓 , 𝛿).

Thus if 𝑇 is defined as in (19.1), then by Theorem 19.4 it follows that
𝑅∑︁
𝑟=1

𝑀𝑇 (𝑥𝑟 ) |2 ≤ 200
(
𝑁 + 𝛿−1 − 1

) 𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2. (19.39)

The estimate (19.35) and Theorem 19.19 are Lemmas 1 and 2 of Vaughan
(1980).
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181–196.
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Our best unconditional bound for 𝜓(𝑥, 𝜒) (cf. Theorem 11.16) is not very good,
owing to our rather limited knowledge of the zero-free region of 𝐿 (𝑠, 𝜒). If we
assume GRH, then we have a much better estimate (cf. Theorem 13.7). In some
situations, a good bound for an average of |𝜓(𝑥, 𝜒) | is all that is required, and
such bounds can be obtained by combining our methods of Chapter 17 with the
large sieve.

20.1 Averages of |𝜓(𝑥, 𝜒) |

As in §19.3, we let
∑★
𝜒 denote a sum over all primitive characters modulo 𝑞. In

this notation, we have

Theorem 20.1 For arbitrary 𝑄 ≥ 1 and 𝑥 ≥ 2,∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝜓(𝑦, 𝜒) | ≪
(
𝑥 + 𝑥5/6𝑄 + 𝑥1/2𝑄2) (log 𝑥)3. (20.1)

The term 𝑞 = 1 contributes an amount ∼ 𝑥, but otherwise we expect that
|𝜓(𝑦, 𝜒) | is usually of the size 𝑦1/2 (log 𝑞)1/2. Thus we expect that the left
hand side above is ≪ 𝑥 + 𝑄2𝑥1/2 (log𝑄)1/2. From GRH it follows that it is
≪ 𝑥 +𝑄2𝑥1/2 (log𝑄𝑥)2.

Proof If𝑄2 > 𝑥, then we obtain (20.1) from (19.34) by taking 𝑀 = 1, 𝑎1 = 1,
𝑁 = [𝑥], and 𝑏𝑛 = Λ(𝑛). Suppose that 𝑄 ≤ 𝑥1/2. By Vaughan’s identity (17.6)

189
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with 𝑓 (𝑛) = 𝜒(𝑛) we find that 𝜓(𝑦, 𝜒) = 𝑆1 + 𝑆2 + 𝑆3 + 𝑆4 where

𝑆1 (𝑦, 𝜒) =
∑︁
𝑛≤𝑈

Λ(𝑛)𝜒(𝑛), (20.2)

𝑆2 (𝑦, 𝜒) ≪ (log𝑈𝑉)
∑︁
𝑡≤𝑈𝑉

��� ∑︁
𝑟≤𝑦/𝑡

𝜒(𝑟𝑡)
���, (20.3)

𝑆3 (𝑦, 𝜒) ≪ (log 𝑦)
∑︁
𝑘≤𝑉

sup
𝑤

��� ∑︁
𝑤≤𝑚≤𝑦/𝑘

𝜒(𝑚)
���, (20.4)

𝑆4 (𝑦, 𝜒) =
∑︁

𝑈<𝑚≤𝑦/𝑉
𝑏(𝑚)

∑︁
𝑉<𝑘≤𝑦/𝑚

𝜇(𝑘)𝜒(𝑚𝑘) (20.5)

where 𝑏(𝑚) ≪ log𝑚. Thus by (19.34),∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

��� ∑︁
𝑀<𝑚≤2𝑀
𝑈<𝑚≤𝑦/𝑉

𝑏(𝑚)
∑︁

𝑉<𝑘≤𝑦/𝑚
𝜇(𝑘)𝜒(𝑚𝑘)

���
≪

(
𝑥 +𝑄𝑥𝑀−1/2 +𝑄𝑥1/2𝑀1/2 +𝑄2𝑥1/2) (log 𝑥)2.

On summing this over 𝑀 = 2ℓ for𝑈/2 ≤ 𝑀 = 2ℓ ≤ 𝑥/𝑉 , we deduce that∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝑆4 (𝑦, 𝜒) |

≪
(
𝑥 +𝑄𝑥𝑈−1/2 +𝑄𝑥𝑉−1/2 +𝑄2𝑥1/2) (log 𝑥)3. (20.6)

We write

𝑆2 (𝑦, 𝜒) =
∑︁
𝑡≤𝑈𝑉

=
∑︁
𝑡≤𝑈

+
∑︁

𝑈<𝑡≤𝑈𝑉
= 𝑆′2 (𝑦, 𝜒) + 𝑆

′′
2 (𝑦, 𝜒), (20.7)

and treat 𝑆′′2 in the same way that we treated 𝑆4. Thus∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝑆′′2 (𝑦, 𝜒) |

≪
(
𝑥 +𝑄𝑥𝑈−1/2 +𝑄𝑥1/2𝑈1/2𝑉1/2 +𝑄2𝑥1/2) (log 𝑥)3. (20.8)

For 𝑞 = 1, 𝑆′2 (𝑦, 𝜒) ≪ 𝑦(log𝑈)2. For 𝑞 > 1 we apply the Pólya–Vinogradov
inequality (Theorem 9.18) to see that

𝑆′2 (𝑦, 𝜒) ≪ 𝑞1/2𝑈 (log 𝑞𝑈)2.

Hence ∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝑆′2 (𝑦, 𝜒) | ≪
(
𝑥 +𝑄5/2𝑈

)
(log𝑈𝑥)2. (20.9)
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We treat 𝑆3 in the same way that we treated 𝑆′2, and hence find that∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝑆3 (𝑦, 𝜒) | ≪
(
𝑥 +𝑄5/2𝑉

)
(log𝑉𝑥)2. (20.10)

Finally, it is trivial that∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝑆1 (𝑦, 𝜒) | ≪ 𝑄2𝑈. (20.11)

On combining (20.6)–(20.11), we conclude that∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝜓(𝑦, 𝜒) |

≪
(
𝑥 +𝑄𝑥𝑈−1/2 +𝑄𝑥𝑉−1/2 +𝑄2𝑥1/2

+𝑈1/2𝑉1/2𝑄𝑥1/2 +𝑄5/2𝑈 +𝑄5/2𝑉
)
(log 𝑥𝑈𝑉)3.

By allowing 𝑈 and 𝑉 to vary with 𝑈𝑉 held constant, we see that 𝑈 = 𝑉 is
optimal. For 𝑥1/3 ≤ 𝑄 ≤ 𝑥1/2, we obtain the stated bound by taking 𝑈 = 𝑉 =

𝑥2/3/𝑄. For 1 ≤ 𝑄 ≤ 𝑥1/3, we obtain the stated bound by taking 𝑈 = 𝑉 =

𝑥1/3. □

20.1.1 Exercises
1. Let 𝜋(𝑥, 𝜒), 𝜋(𝑥; 𝑞, 𝑎), 𝜗(𝑥, 𝜒), and 𝜗(𝑥; 𝑞, 𝑎) be defined as in (11.20) and

(11.21).

(a) Show that |𝜓(𝑥, 𝜒) − 𝜗(𝑥, 𝜒) | ≤ 𝜓(𝑥) − 𝜗(𝑥) ≪ 𝑥1/2.
(b) Show that∑︁

𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝜗(𝑦, 𝜒) | ≪
(
𝑥 + 𝑥5/6𝑄 + 𝑥1/2𝑄2) (log 𝑥)3.

(c) Show that

𝜋(𝑥, 𝜒) = 𝜓(𝑥, 𝜒)
log 𝑥

+
∫ 𝑥

2

𝜓(𝑢, 𝜒)
𝑢(log 𝑢)2 𝑑𝑢.

(d) Show that

𝜋(𝑥, 𝜒) ≪ 1
log 𝑥

sup
𝑥1/2≤𝑦≤𝑥

|𝜓(𝑦, 𝜒) | + 𝑥1/2.

(e) Show that

sup
𝑦≤𝑥

|𝜋(𝑦, 𝜒) | ≪ 1
log 𝑥

sup
𝑦≤𝑥

|𝜓(𝑦, 𝜒) | + 𝑥1/2.
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(f) Conclude that if 𝑥 ≥ 2, then∑︁
𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝜋(𝑦, 𝜒) | ≪
(
𝑥 + 𝑥5/6𝑄 + 𝑥1/2𝑄2) (log 𝑥)3.

2. Show that ∑︁
𝜒

��� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑛𝜒(𝑛)
���2 = 𝜑(𝑞)

𝑞∑︁
ℎ=1

(ℎ,𝑞)=1

��� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑛≡ℎ (mod 𝑞)

𝑐𝑛

���2
where

∑
𝜒 denotes a sum over all characters modulo 𝑞.

3. Show that ∑︁
𝜒

��� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑛𝜒(𝑛)
���2 ≤ (𝑁 + 𝑞)

𝑀+𝑁∑︁
𝑛=𝑀+1

|𝑐𝑛 |2.

4. Show that∑︁
𝜒

��� 𝑀∑︁
𝑚=1

𝑁∑︁
𝑛=1

𝑎𝑚𝑏𝑛𝜒(𝑚𝑛)
��� ≤ (𝑀 + 𝑞)1/2 (𝑁 + 𝑞)1/2

×
( 𝑀∑︁
𝑚=1

|𝑎𝑚 |2
)1/2 ( 𝑁∑︁

𝑛=1
|𝑏𝑛 |2

)1/2
.

5. Show that∑︁
𝜒

sup
𝑦

��� ∑︁
1≤𝑚≤𝑀
1≤𝑛≤𝑁
𝑚𝑛≤𝑦

𝑎𝑚𝑏𝑛𝜒(𝑚𝑛)
���

≪ (𝑀 + 𝑞)1/2 (𝑁 + 𝑞)1/2
( 𝑀∑︁
𝑚=1

|𝑎𝑚 |2
)1/2 ( 𝑁∑︁

𝑛=1
|𝑏𝑛 |2

)1/2
log 2𝑀𝑁.

6. Show that if 𝑞 ≥ 𝑥, then∑︁
𝜒

sup
𝑦≤𝑥

|𝜓(𝑦, 𝜒) | ≪ 𝑞𝑥1/2 (log 2𝑥)3/2.

7. (a) Show that∑︁
𝜒

sup
𝑦≤𝑥

��� ∑︁
𝑀<𝑚≤2𝑀
𝑈<𝑚≤𝑦/𝑉

𝜇(𝑚)
∑︁

𝑉<𝑘≤𝑦/𝑚
𝑐(𝑘)𝜒(𝑚𝑘)

���
≪

(
𝑥 + 𝑞1/2𝑥𝑀−1/2 + 𝑞1/2𝑥1/2𝑀1/2 + 𝑞𝑥1/2) (log 𝑥)2.
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(b) Deduce that∑︁
𝜒

sup
𝑦≤𝑥

|𝑆4 (𝑦, 𝜒) |

≪
(
𝑥 + 𝑞1/2𝑥𝑈−1/2 + 𝑞1/2𝑥𝑉−1/2 + 𝑞𝑥1/2) (log 𝑥)3.

(c) Let 𝑆′2 and 𝑆′′2 be defined as in (20.7). Show that∑︁
𝜒

sup
𝑦≤𝑥

|𝑆′′2 (𝑦, 𝜒) |

≪
(
𝑥 + 𝑞1/2𝑥𝑈−1/2 + 𝑞1/2𝑥1/2𝑈1/2𝑉1/2 + 𝑞𝑥1/2) (log 𝑥)3.

(d) Show that if 1 < 𝑞 ≤ 𝑥, then∑︁
𝜒

sup
𝑦≤𝑥

|𝑆′2 (𝑦, 𝜒) | ≪ 𝑞3/2𝑈 (log 𝑥𝑈)2.

(e) Show that if 1 < 𝑞 ≤ 𝑥, then∑︁
𝜒

sup
𝑦≤𝑥

|𝑆3 (𝑦, 𝜒) | ≪ 𝑞3/2𝑉 (log 𝑥)2.

(f) Conclude that if 𝑥 ≥ 2 and 𝑞 > 1, then∑︁
𝜒

sup
𝑦≤𝑥

|𝜓(𝑦, 𝜒) | ≪
(
𝑥 + 𝑞1/6𝑥2/3 + 𝑞𝑥1/2) (log 2𝑥)3.

20.2 The Bombieri–Vinogradov Theorem

For (𝑎, 𝑞) = 1, let

𝐸 (𝑥; 𝑞, 𝑎) = 𝜓(𝑥; 𝑞, 𝑎) − 𝑥

𝜑(𝑞) , (20.12)

put

𝐸 (𝑥, 𝑞) = sup
𝑎

(𝑎,𝑞)=1

|𝐸 (𝑥; 𝑞, 𝑎) |, (20.13)

and set

𝐸∗ (𝑥, 𝑞) = sup
𝑦≤𝑥

𝐸 (𝑦, 𝑞). (20.14)

We show that 𝐸∗ (𝑥, 𝑞) is considerably smaller than 𝑥/𝜑(𝑞) for most 𝑞 ≤
𝑥1/2 (log 𝑥)−𝐴.



194 Primes in arithmetic progressions: III

Theorem 20.2 (The Bombieri–Vinogradov Theorem) Let 𝐴 be a fixed positive
number. Then ∑︁

𝑞≤𝑄
𝐸∗ (𝑥, 𝑞) ≪ 𝑥1/2𝑄(log 𝑥)3 (20.15)

for 𝑥1/2 (log 𝑥)−𝐴 ≤ 𝑄 ≤ 𝑥1/2.

The implicit constant in (20.15) is non-effective, since our proof will involve
an appeal to the Siegel–Walfisz theorem.

Let 𝒬 be the set of those 𝑞 ≤ 𝑄 for which 𝐸∗ (𝑥, 𝑞) > 𝑥/(𝜑(𝑞) (log 𝑥)𝐵).
Since 𝜑(𝑞) ≤ 𝑞, we deduce that the number of members of 𝒬 is

≪ 𝑄2𝑥−1/2 (log 𝑥)𝐵+4.

This is small compared with 𝑄 if 𝑥1/2 (log 𝑥)−𝐴 ≤ 𝑄 and

𝑄 = 𝑜
(
𝑥1/2 (log 𝑥)−𝐵−4) .

We recall (11.22), which is to say that

𝜓(𝑥; 𝑞, 𝑎) = 1
𝜑(𝑞)

∑︁
𝜒

𝜒(𝑎)𝜓(𝑥, 𝜒).

If we assume GRH, then we have a good estimate for 𝜓(𝑥, 𝜒), namely (by
Theorem 13.7)

𝜓(𝑥, 𝜒) = 𝐸0 (𝜒)𝑥 +𝑂
(
𝑥1/2 (log 𝑥) (log 𝑞𝑥)

)
where

𝐸0 (𝜒) =
{

1 (𝜒 = 𝜒0 ),
0 (otherwise).

Put 𝜓′ (𝑥, 𝜒) = 𝜓(𝑥, 𝜒) − 𝐸0 (𝜒)𝑥. Then

𝜓(𝑥; 𝑞, 𝑎) − 𝑥/𝜑(𝑞) = 1
𝜑(𝑞)

∑︁
𝜒

𝜒(𝑎)𝜓′ (𝑥, 𝜒), (20.16)

and so

𝐸 (𝑥, 𝑞) ≤ 1
𝜑(𝑞)

∑︁
𝜒

|𝜓′ (𝑥, 𝜒) | (20.17)

by the triangle inequality. Thus on GRH,

𝐸 (𝑥, 𝑞) ≪ 𝑥1/2 (log 𝑥)2, (20.18)

as was already noted in Corollary 13.8. In view of the Brun–Titchmarsh in-
equality (Theorem 3.9) we know that 𝐸 (𝑥, 𝑞) ≪ 𝑥/𝜑(𝑞) for 𝑞 ≤ 𝑥1−𝛿 . Thus
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the estimate (20.18) – despite being a consequence of GRH – is worse than
trivial when 𝑞 > 𝑥1/2/log 𝑥. Here GRH gives a weak result (when 𝑞 is large)
because we have eliminated any possible cancellation that presumably occurs
in the sum over 𝜒 in (20.16). Indeed, by Corollary 13.10 we know that on GRH
the root mean square size of 𝐸 (𝑥; 𝑞, 𝑎) is ≪ 𝑥1/2𝜑(𝑞)−1/2 (log 𝑥)2 when 𝑞 ≤ 𝑥,
and we expect that 𝐸 (𝑥, 𝑞) is not much larger.

Conjecture 20.1 If (𝑎, 𝑞) = 1 and 𝑞 ≤ 𝑥, then

𝜓(𝑥; 𝑞, 𝑎) = 𝑥

𝜑(𝑞) +𝑂
(
𝑥1/2+𝜀/𝑞1/2) .

For many purposes, it would be enough to know this on average:

Conjecture 20.2 (The Elliott–Halberstam Hypothesis) Let 𝐴 and 𝜀 be fixed
positive numbers. In the notation of (20.14),∑︁

𝑞≤𝑄
𝐸∗ (𝑥, 𝑞) ≪ 𝑥(log 𝑥)−𝐴

provided that 𝑄 ≤ 𝑥1−𝜀 .

Proof of Theorem 20.2 From (20.17) we see that

𝐸∗ (𝑥, 𝑞) ≤ 1
𝜑(𝑞)

∑︁
𝜒

sup
𝑦≤𝑥

|𝜓′ (𝑦, 𝜒) |.

Suppose that 𝑑 |𝑞 and that the character 𝜒 (mod 𝑞) is induced by the primitive
character 𝜒★ (mod 𝑑). Then

𝜓′ (𝑦, 𝜒★) − 𝜓′ (𝑦, 𝜒) =
∑︁
𝑝 |𝑞

∑︁
𝑘

𝑝𝑘≤𝑦

𝜒★(𝑝)𝑘 log 𝑝

≪
∑︁
𝑝 |𝑞

log 𝑦 = 𝜔(𝑞) log 𝑦 ≪ (log 𝑞𝑦)2.

(20.19)

Hence∑︁
𝑞≤𝑄

𝐸∗ (𝑥, 𝑞) ≪
∑︁
𝑑≤𝑄

∑︁
𝜒★

(
sup
𝑦≤𝑥

|𝜓′ (𝑦, 𝜒★) | +𝑂
(
(log𝑄𝑥)2) ) ∑︁

𝑞≤𝑄
𝑑 |𝑞

1
𝜑(𝑞) .

Write 𝑞 = 𝑑𝑚. Since 𝜑(𝑑𝑚) ≥ 𝜑(𝑑)𝜑(𝑚), it follows that∑︁
𝑚≤𝑄/𝑑

1
𝜑(𝑑𝑚) ≤ 1

𝜑(𝑑)
∑︁

𝑚≤𝑄/𝑑

1
𝜑(𝑚) .
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Now ∑︁
𝑚≤𝑦

1
𝜑(𝑚) ≤

∑︁
𝑚

𝑝 |𝑚⇒𝑝≤𝑦

1
𝜑(𝑚) =

∏
𝑝≤𝑦

(
1 + 1

𝑝 − 1
+ 1
𝑝(𝑝 − 1) + · · ·

)
=

∏
𝑝≤𝑦

(
1 + 𝑝

(𝑝 − 1)2

)
=

∏
𝑝≤𝑦

(
1 − 1

𝑝

)−1 (
1 + 1

𝑝(𝑝 − 1)

)
≪ log 2𝑦

by Mertens’ formula (Theorem 2.7(e)). (Alternatively, we could appeal to (2.32)
with 𝜅 = 1, and then integrate by parts. The asymptotic formula of Exercise
2.1.1.13(d) would be overkill at this point.) Hencecheck ex no ∑︁

𝑞≤𝑄
𝑑 |𝑞

1
𝜑(𝑞) ≤ 1

𝜑(𝑞)
∑︁

𝑚≤𝑄/𝑑

1
𝜑(𝑚) ≪ 1

𝜑(𝑑) log
2𝑄
𝑑

(20.20)

for 𝑑 ≤ 𝑄, so∑︁
𝑞≤𝑄

𝐸∗ (𝑥, 𝑞) ≪ 𝑄(log𝑄𝑥)2 +
∑︁
𝑞≤𝑄

log 2𝑄/𝑞
𝜑(𝑞)

∑︁★

𝜒

sup
𝑦≤𝑥

|𝜓′ (𝑦, 𝜒) |. (20.21)

Put 𝑄1 = (log 𝑥)𝐴+1, and suppose that 𝑄1 ≤ 𝑈 ≤ 𝑄. By Theorem 20.1 we see
that ∑︁

𝑈<𝑞≤2𝑈

log 2𝑄/𝑞
𝜑(𝑞)

∑︁★

𝜒

sup
𝑦≤𝑥

|𝜓′ (𝑦, 𝜒) |

≪ log 4𝑄/𝑈
𝑈

∑︁
𝑈<𝑞≤2𝑈

𝑞

𝜑(𝑞)
∑︁★

𝜒

sup
𝑦≤𝑥

|𝜓(𝑦, 𝜒) |

≪
(
𝑥/𝑈 + 𝑥5/6 + 𝑥1/2𝑈

)
(log 𝑥)3 log 4𝑄/𝑈.

On summing over𝑈 = 2𝑘𝑄1, we deduce that∑︁
𝑄1<𝑞≤𝑄

log 2𝑄/𝑞
𝜑(𝑞)

∑︁★

𝜒

sup
𝑦≤𝑥

|𝜓′ (𝑦, 𝜒) |

≪ 𝑥𝑄−1
1 (log 𝑥)4 + 𝑥5/6 (log 𝑥)5 + 𝑥1/2𝑄(log 𝑥)3

≪ 𝑥1/2𝑄(log 𝑥)3 (20.22)

since 𝑄 ≥ 𝑥1/2 (log 𝑥)−𝐴. Suppose that 𝜒 is a primitive character modulo 𝑞
with 𝑞 ≤ 𝑄1. By the Siegel–Walfisz theorem (Corollary 11.18) we know that
sup𝑦≤𝑥 |𝜓′ (𝑦, 𝜒) | ≪ 𝑥 exp

(
− 𝑐1

√︁
log 𝑥

)
. Hence∑︁

𝑞≤𝑄1

log 2𝑄/𝑞
𝜑(𝑞)

∑︁★

𝜒

sup
𝑦≤𝑥

|𝜓′ (𝑦, 𝜒) | ≪ 𝑥 exp
(
− 𝑐2

√︁
log 𝑥

)
≪ 𝑥1/2𝑄(log 𝑥)3
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since𝑄 ≥ 𝑥1/2 (log 𝑥)−𝐴. We combine this with (20.22) in (20.21) to obtain the
desired bound. □

After we proved the Siegel–Walfisz Theorem for 𝜓(𝑥; 𝑞, 𝑎) in §11.3, in
Corollary 11.20 we derived analogues for 𝜗(𝑥; 𝑞, 𝑎) and 𝜋(𝑥; 𝑞, 𝑎). We follow
the approach used there to deduce

Corollary 20.3 For (𝑎, 𝑞) = 1 let

𝐸𝜗 (𝑥; 𝑞, 𝑎) = 𝜗(𝑥; 𝑞, 𝑎) − 𝑥

𝜑(𝑞) ,

𝐸𝜗 (𝑥, 𝑞) = sup
𝑎

(𝑎,𝑞)=1

|𝐸𝜗 (𝑥; 𝑞, 𝑎) |,

𝐸∗
𝜗 (𝑥, 𝑞) = sup

𝑦≤𝑥
𝐸𝜗 (𝑦, 𝑞),

𝐸𝜋 (𝑥; 𝑞, 𝑎) = 𝜋(𝑥; 𝑞, 𝑎) − li(𝑥)
𝜑(𝑞) ,

𝐸𝜋 (𝑥, 𝑞) = sup
𝑎

(𝑎,𝑞)=1

|𝐸𝜋 (𝑥; 𝑞, 𝑎) |,

𝐸∗
𝜋 (𝑥, 𝑞) = sup

𝑦≤𝑥
𝐸𝜋 (𝑦, 𝑞),

and let 𝐴 > 0 be fixed. Then∑︁
𝑞≤𝑄

𝐸∗
𝜗 (𝑥, 𝑞) ≪ 𝑥1/2𝑄(log 𝑥)3 (20.23)

and ∑︁
𝑞≤𝑄

𝐸∗
𝜋 (𝑥, 𝑞) ≪ 𝑥1/2𝑄(log 𝑥)2 (20.24)

provided that 𝑥1/2 (log 𝑥)−𝐴 ≤ 𝑄 ≤ 𝑥1/2.

Proof We first observe that

𝜓(𝑦; 𝑞, 𝑎) − 𝜗(𝑦; 𝑞, 𝑎) ≤ 𝜓(𝑦) − 𝜗(𝑦) ≪ 𝑦1/2.

Hence

|𝜗(𝑦; 𝑞, 𝑎) − 𝑦/𝜑(𝑞) | ≪ 𝐸 (𝑦; 𝑞, 𝑎) + 𝑦1/2.

Thus

𝐸∗
𝜗 (𝑥, 𝑞) ≪ 𝐸∗ (𝑥, 𝑞) + 𝑥1/2,

so (20.23) follows from Theorem 20.2. As for 𝜋(𝑦; 𝑞, 𝑎), we write

𝜋(𝑦; 𝑞, 𝑎) =
∫ 𝑦

2−

1
log 𝑢

𝑑𝜗(𝑢; 𝑞, 𝑎) = li(𝑦)
𝜑(𝑞) +

∫ 𝑦

2−

1
log 𝑢

𝑑 (𝜗(𝑢; 𝑞, 𝑎) −𝑢/𝜑(𝑢)).

By partial integration this last integral is

=
𝜗(𝑢; 𝑞, 𝑎) − 𝑢/𝜑(𝑞)

log 𝑢

���𝑦
2−

−
∫ 𝑦

2

𝜗(𝑢; 𝑞, 𝑎) − 𝑢/𝜑(𝑞)
𝑢(log 𝑢)2 𝑑𝑢.
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For 2 ≤ 𝑢 ≤
√
𝑥 we use the trivial bound 𝜗(𝑢; 𝑞, 𝑎) ≪ 𝑢(log 𝑢)/𝑞, and for√

𝑥 ≤ 𝑢 ≤ 𝑦 we use the inequality |𝐸𝜗 (𝑢; 𝑞, 𝑎) | ≤ 𝐸∗
𝜗
(𝑦, 𝑞). Thus

𝐸∗
𝜋 (𝑥; 𝑞, 𝑎) ≪ 𝑥1/2/𝑞 + 𝐸∗

𝜗 (𝑥; 𝑞)/log 𝑥.

Hence (20.24) follows from (20.23), and the proof is complete. □

The following variant of the Bombieri–Vinogradov Theorem is convenient
in some applications.

Corollary 20.4 Let 𝐴 > 0 be fixed. Then∑︁
𝑞≤𝑄

𝑞𝐸∗ (𝑥, 𝑞)2 ≪ 𝑥3/2𝑄(log 𝑥)4, (20.25)∑︁
𝑞≤𝑄

𝑞𝐸∗
𝜗 (𝑥, 𝑞)

2 ≪ 𝑥3/2𝑄(log 𝑥)4, (20.26)

and ∑︁
𝑞≤𝑄

𝑞𝐸∗
𝜋 (𝑥, 𝑞)2 ≪ 𝑥3/2𝑄(log 𝑥)2 (20.27)

provided that 𝑥1/2 (log 𝑥)−𝐴 ≤ 𝑄 ≤ 𝑥1/2.

Proof If 𝑞 ≤ 𝑥, then there are ≪ 𝑥/𝑞 integers 𝑛 ≤ 𝑥 such that 𝑛 ≡ 𝑎

(mod 𝑞). Thus it is trivial that𝜓(𝑥; 𝑞, 𝑎) ≪ 𝑥(log 𝑥)/𝑞. (The Brun–Titchmarsh
inequality gives a better bound.) Hence 𝑞𝐸∗ (𝑥, 𝑞)2 ≪ 𝐸∗ (𝑥, 𝑞)𝑥 log 𝑥, and so
(20.25) follows from Theorem 20.2. Similarly, (20.26) follows from (20.23). For
𝜋(𝑥; 𝑞, 𝑎) the trivial bound is 𝜋(𝑥; 𝑞, 𝑎) ≪ 𝑥/𝑞, so 𝑞𝐸∗

𝜋 (𝑥, 𝑞)2 ≪ 𝐸∗
𝜋 (𝑥, 𝑞)𝑥,

and thus (20.27) follows from (20.24). □

20.3 Applications of the Bombieri–Vinogradov Theorem

The twin prime problem is to show that there are infinitely many prime numbers
𝑝 such that 𝑝 + 2 is also prime. One way of attacking this problem would be to
sieve the numbers 𝑝 + 2, and try to estimate the number of survivors. However,
in order for a sieve to be applicable, we must know approximately how many
multiples of 𝑑 are in the set {𝑝 + 2 : 𝑝 ≤ 𝑥}. That is, we need to know that
𝜋(𝑥; 𝑑,−2) is approximately li(𝑥)/𝜑(𝑑) for most odd 𝑑 up to a certain size.
The Bombieri–Vinogradov Theorem gives us precisely the sort of information
we need for sifting up to 𝑥1/2 (log 𝑥)−𝐴. By Selberg’s lambda squared method
we can show that the number of primes 𝑝 ≤ 𝑥 for which 𝑝 + 2 is prime is

≤ (4 + 𝑜(1))𝑐𝑥/(log 𝑥)2
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where

𝑐 = 2
∏
𝑝>2

(
1 − 1

(𝑝 − 1)2

)
. (20.28)

(The details are outlined in Exercises 20.3.1.6–8.) This is a factor of 2 better check ex no
than the bound in Theorem 3.10, but is still a factor 4 larger than the conjectured
truth. The Bombieri–Vinogradov Theorem is also useful when a lower bound
sieve is applied to the twin prime problem. This will be explored in Chapter 21.

Theorem 20.5 The number of representations of a positive integer 𝑛 as a sum
of a prime and the product of two positive integers is∑︁

𝑝<𝑛

𝑑 (𝑛 − 𝑝) = 𝜁 (2)𝜁 (3)
𝜁 (6)

∏
𝑝 |𝑛

(
1 − 𝑝

𝑝2 − 𝑝 + 1

)
𝑛 +𝑂

(𝑛 log log 3𝑛
log 𝑛

)
.

Here the main term is ≫ 𝑛/log log 3𝑛, so the main term is definitely of a
larger order of magnitude than the error term.

Proof Let 𝒫 denote the set of primes, and put 𝑄 = 𝑛1/2/(log 𝑛)𝐴. Then by
the method of the hyperbola,∑︁

𝑝<𝑛

𝑑 (𝑛 − 𝑝) =
∑︁
𝑑,𝑒
𝑑𝑒≤𝑛

𝑛−𝑑𝑒∈𝒫

1 =
∑︁
𝑑≤𝑄

𝜋(𝑛; 𝑑, 𝑛) +
∑︁

𝑄<𝑑≤𝑛/𝑄
𝜋(𝑛; 𝑑, 𝑛)

+
∑︁
𝑒≤𝑄

𝜋(𝑛; 𝑒, 𝑛) −
∑︁
𝑑≤𝑛/𝑄
𝑒≤𝑄

𝑛−𝑑𝑒∈𝒫

1

= Σ1 + Σ2 + Σ3 − Σ4, (20.29)

say. If (𝑑, 𝑛) > 1, then 𝜋(𝑛; 𝑑, 𝑛) ≤ 1. Thus

Σ1=
∑︁
𝑑≤𝑄

(𝑑,𝑛)=1

𝜋(𝑛; 𝑑, 𝑛) +𝑂 (𝑄) = li(𝑛)
∑︁
𝑑≤𝑄

(𝑑,𝑛)=1

1
𝜑(𝑑) +

∑︁
𝑑≤𝑄

(𝑑,𝑛)=1

𝐸𝜋 (𝑛; 𝑑, 𝑛) +𝑂 (𝑄).

From Exercise 2.1.1.16(c) we see that check ex no∑︁
𝑛≤𝑄

(𝑛,𝑞)=1

1
𝜑(𝑛) =

𝜁 (2)𝜁 (3)
𝜁 (6)

∏
𝑝 |𝑞

(
1 − 𝑝

𝑝2 − 𝑝 + 1

)
×

(
log𝑄 + 𝐶0 +

∑︁
𝑝 |𝑞

log 𝑝
𝑝 − 1

−
∑︁
𝑝∤𝑞

log 𝑝
𝑝2 − 𝑝 + 1

)
+𝑂

(
2𝜔 (𝑞) (log𝑄)/𝑄

)
.
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By considering ‘record-breaking’ 𝑞 as in the proof of Theorem 2.9 we see that∑︁
𝑝 |𝑞

log 𝑝
𝑝 − 1

≪ log log 3𝑞

uniformly for 𝑞 ≥ 1. Thus by Corollary 20.3 we deduce that

Σ1 =
𝜁 (2)𝜁 (3)
𝜁 (6)

∏
𝑝 |𝑛

(
1 − 𝑝

𝑝2 − 𝑝 + 1

)
𝑛

log𝑄
log 𝑛

+𝑂
(𝑛 log log 𝑛

log 𝑛

)
+𝑂

(
𝑛(log 𝑛)−𝐴+2) . (20.30)

By the Brun–Titchmarsh inequality (Theorem 3.9),

Σ2 ≪ 𝑛

log 𝑛

∑︁
𝑄<𝑑≤𝑛/𝑄

1
𝜑(𝑑) ≪ 𝑛 log log 𝑛

log 𝑛
. (20.31)

Clearly Σ3 = Σ1. We note that

Σ4 =
∑︁
𝑒≤𝑄

∑︁
𝑛−𝑛𝑒/𝑄≤𝑝≤𝑛
𝑝≡𝑛 (mod 𝑒)

1.

Thus by the Brun–Titchmarsh inequality,

Σ4 ≪ 𝑛

𝑄 log 𝑛

∑︁
𝑒≤𝑄

𝑒

𝜑(𝑒) ≪ 𝑛

log 𝑛
. (20.32)

We take 𝐴 = 3, and note that log𝑄 = 1
2 log 𝑛 + 𝑂 (log log 𝑛). Thus the stated

result follows on combining (20.30)–(20.32) in (20.29). □

Let

𝐸 = lim inf
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛
log 𝑝𝑛

. (20.33)

By the Prime Number Theorem, 𝐸 ≤ 1. In an unpublished manuscript Partitio
Numerorum VII (ca 1926), Hardy & Littlewood showed (assuming GRH) that
𝐸 ≤ 2/3. In the arguments that follow, we use the Bombieri–Vinogradov
Theorem to show unconditionally that 𝐸 ≤ 1/2. This represents the state of
the art in the 1960’s. In Chapter 22 we show not only that 𝐸 = 0 but also that
lim inf𝑛→∞ 𝑝𝑛+1 − 𝑝𝑛 is bounded.

Let

𝑆(𝛼) =
∑︁
𝑝≤𝑁

(log 𝑝)𝑒(𝑝𝛼), 𝑇 (𝛼) =
𝐻∑︁
ℎ=1

𝑒(ℎ𝛼).
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Then

|𝑇 (𝛼) |2 =

𝐻∑︁
ℎ=−𝐻

(𝐻 − |ℎ|)𝑒(ℎ𝛼),

so ∫ 1

0
|𝑆(𝛼)𝑇 (𝛼) |2 𝑑𝛼 =

𝐻∑︁
ℎ=−𝐻

(𝐻 − |ℎ|)
∫ 1

0
|𝑆(𝛼) |2𝑒(ℎ𝛼) 𝑑𝛼

= 𝐻
∑︁
𝑝≤𝑁

(log 𝑝)2 + 2
𝐻∑︁
ℎ=1

(𝐻 − ℎ)𝑅(𝑁; ℎ)

where

𝑅(𝑁; ℎ) =
∑︁

𝑝,𝑝′≤𝑁
𝑝−𝑝′=ℎ

(log 𝑝) (log 𝑝′).

Since
∑
𝑝≤𝑁 (log 𝑝)2 = 𝑁 log 𝑁 + 𝑂 (𝑁) by the Prime Number Theorem, this

gives

Lemma 20.6 Let 𝑆(𝛼), 𝑇 (𝛼), and 𝑅(𝑁; ℎ) be defined as above. Then∫ 1

0
|𝑆(𝛼)𝑇 (𝛼) |2 𝑑𝛼 = 𝐻𝑁 log 𝑁 + 2

𝐻∑︁
ℎ=1

(𝐻 − ℎ)𝑅(𝑁; ℎ) +𝑂 (𝐻𝑁).

Our object is to derive a lower bound for the integral above that is sufficiently
large to prove that 𝑅(𝑁; ℎ) > 0 for at least one ℎ. To this end, we apply the
large sieve, which in the form of Corollary 19.5 gives∑︁

𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑆(𝑎/𝑞)𝑇 (𝑎/𝑞) |2 ≤
(
𝑁 + 𝐻 +𝑄2) ∫ 1

0
|𝑆(𝛼)𝑇 (𝛼) |2 𝑑𝛼.

We anticipate that 𝑆(𝑎/𝑞) is often near 𝜇 (𝑞)
𝜑 (𝑞) 𝑁 . Thus the next lemma provides

an asymptotic evaluation of the main term that we expect will emerge.

Lemma 20.7 Let 𝑇 (𝛼) be defined as above. If 2 ≤ 𝐻 ≤ 𝑄, then∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞)2

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2 = 𝐻 log𝑄 + 𝐻2 +𝑂 (𝐻 log𝐻).
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Proof The left hand side above is∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞)2

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝐻∑︁
ℎ=−𝐻

(𝐻 − |ℎ|)𝑒(ℎ𝑎/𝑞)

=
∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞)2

𝐻∑︁
ℎ=−𝐻

(𝐻 − |ℎ|)𝑐𝑞 (ℎ)

= 𝐻
∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞) + 2
𝐻∑︁
ℎ=1

(𝐻 − ℎ)
∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞)2 𝑐𝑞 (ℎ).

As we observed already in (18.15), if ℎ ≠ 0, then
∞∑︁
𝑞=1

𝜇(𝑞)2

𝜑(𝑞)2 𝑐𝑞 (ℎ) =
∏
𝑝

(
1 +

𝑐𝑝 (ℎ)
(𝑝 − 1)2

)
=

∏
𝑝 |ℎ

(
1 + 1

𝑝 − 1

) ∏
𝑝∤ℎ

(
1 − 1

(𝑝 − 1)2

)
= 𝔖2 (ℎ)

is the singular series for twin primes. As for the tail in this series, we note that
if ℎ ≠ 0, then∑︁

𝑞>𝑄

𝜇(𝑞)2

𝜑(𝑞)2 𝑐𝑞 (ℎ) =
∑︁
𝑞>𝑄

𝜇(𝑞)2

𝜑(𝑞)2

∑︁
𝑑 |𝑞
𝑑 |ℎ

𝑑𝜇(𝑞/𝑑) ≪
∑︁
𝑑 |ℎ

𝑑
∑︁
𝑞>𝑄
𝑑 |𝑞

𝜇(𝑞)2

𝜑(𝑞)2

≪
∑︁
𝑑 |ℎ

𝑑

𝜑(𝑑)2

∑︁
𝑚>𝑄/𝑑

1
𝜑(𝑚)2 ≪ 𝑄−1

∑︁
𝑑 |ℎ

𝑑2

𝜑(𝑑)2

≪ 𝑄−1𝑑 (ℎ) (ℎ/𝜑(ℎ))2.

Now multiply both sides of the above by 𝐻 − ℎ and sum over ℎ, to see that
𝐻∑︁
ℎ=1

(𝐻 − ℎ)
∑︁
𝑞>𝑄

𝜇(𝑞)2

𝜑(𝑞)2 𝑐𝑞 (ℎ) ≪ 𝑄−1𝐻2 log 2𝐻.

Thus ∑︁
𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2 = 𝐻
∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞) + 2
𝐻∑︁
ℎ=1

(𝐻 − ℎ)𝔖2 (ℎ)

+𝑂
(
𝑄−1𝐻2 log 2𝐻

)
.

In Exercise 2.1.1.17 it was shown that
∑
𝑞≤𝑄 𝜇(𝑞)2/𝜑(𝑞) = log𝑄 +𝑂 (1). (Ac-

tually, a more precise estimate was proved, with lower order terms.) In Exercise
3.4.1.3(a), and again in Exercise 18.2.1.5 it was shown that

∑𝐻
ℎ=1 𝔖2 (ℎ) =check ex no
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𝐻 +𝑂 (log𝐻). Thus

2
𝐻∑︁
ℎ=1

(𝐻 − ℎ)𝔖2 (ℎ) = 2
𝐻−1∑︁
ℎ=1

ℎ∑︁
𝑚=1

𝔖2 (𝑚)

= 2
𝐻−1∑︁
ℎ=1

(
ℎ +𝑂 (log 2ℎ)

)
= 𝐻2 +𝑂 (𝐻 log𝐻).

Thus the proof is complete. □

We now derive a lower bound for |𝑆(𝑎/𝑞) |2 in terms of the distribution of
primes into residue classes modulo 𝑞.

Lemma 20.8 Let 𝐸𝜗 (𝑁; 𝑞, 𝑎) be defined as in Corollary 20.3, and put

𝑈 (𝑎/𝑞) = 2
𝜇(𝑞)
𝜑(𝑞) 𝑁 Re

𝑞∑︁
𝑚=1

(𝑚,𝑞)=1

𝐸𝜗 (𝑁; 𝑞, 𝑚)𝑒(𝑎𝑚/𝑞). (20.34)

If (𝑎, 𝑞) = 1 and 𝑞 ≤ 𝑁 , then

|𝑆(𝑎/𝑞) |2 ≥ 𝜇(𝑞)2

𝜑(𝑞)2 𝑁
2 +𝑈 (𝑎/𝑞) +𝑂 (𝑁 log 𝑁).

Proof We write

𝑆(𝑎/𝑞) =
∑︁
𝑝≤𝑁

(log 𝑝)𝑒(𝑝𝑎/𝑞) =
𝑞∑︁
𝑚=1

𝑒(𝑎𝑚/𝑞)𝜗(𝑁; 𝑞, 𝑚).

If (𝑚, 𝑞) > 1, then 𝜗(𝑁; 𝑞, 𝑚) = 0 unless 𝑚 is a prime dividing 𝑞, in which
case 𝜗(𝑁; 𝑞, 𝑚) ≤ log𝑚. Since

∑
𝑝 |𝑞 log 𝑝 ≤ log 𝑞, it follows that the above is

=

𝑞∑︁
𝑚=1

(𝑚,𝑞)=1

𝑒(𝑎𝑚/𝑞)𝜗(𝑁; 𝑞, 𝑚) +𝑂 (log 𝑞).

We write 𝜗(𝑁; 𝑞, 𝑚) = 𝑁/𝜑(𝑞) + 𝐸𝜗 (𝑁; 𝑞, 𝑚) to see that the above is

=
𝜇(𝑞)
𝜑(𝑞) 𝑁 +

𝑞∑︁
𝑚=1

(𝑚,𝑞)=1

𝐸𝜗 (𝑁; 𝑞, 𝑚)𝑒(𝑎𝑚/𝑞) +𝑂 (log 𝑞).

Here we have used the fact that 𝑐𝑞 (𝑚) = 𝜇(𝑞) if (𝑚, 𝑞) = 1. If 𝐴 and 𝐵 are
complex numbers, then |𝐴|2 = |𝐴 + 𝐵 |2 + 𝑂

(
|𝐴𝐵| + |𝐵 |2

)
. Take 𝐴 = 𝑆(𝑎/𝑞)
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and note that 𝑆(𝑎/𝑞) ≪ 𝑁 . Take 𝐵 to be the error term above. Hence

|𝑆(𝑎/𝑞) |2 =

���� 𝜇(𝑞)𝜑(𝑞) 𝑁 +
𝑞∑︁
𝑚=1

(𝑚,𝑞)=1

𝐸𝜗 (𝑁; 𝑞, 𝑚)𝑒(𝑎𝑚/𝑞)
����2 +𝑂 (𝑁 log 𝑁).

The modulus-squared on the right hand side is

𝜇(𝑞)2

𝜑(𝑞)2 𝑁
2 +𝑈 (𝑎/𝑞) +

���� 𝑞∑︁
𝑚=1

(𝑚,𝑞)=1

𝐸𝜗 (𝑁; 𝑞, 𝑚)𝑒(𝑎𝑚/𝑞)
����2.

Here the last term is nonnegative, so we have the stated lower bound. □

The following simple estimate will be useful.

Lemma 20.9 For positive integers 𝑞 and 𝐻,
𝑞∑︁
𝑚=1

��� 𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2𝑒(𝑎𝑚/𝑞)
��� ≤ 𝑞𝑑 (𝑞)𝐻.

Proof We note that

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2𝑒(𝑎𝑚/𝑞) =
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝐻∑︁
ℎ=−𝐻

(𝐻 − |ℎ|)𝑒(𝑎(ℎ + 𝑚)/𝑞)

=

𝐻∑︁
ℎ=−𝐻

(𝐻 − |ℎ|)𝑐𝑞 (𝑚 + ℎ)

=

𝐻∑︁
ℎ=−𝐻

(𝐻 − |ℎ|)
∑︁
𝑑 |𝑞

𝑑 | (𝑚+ℎ)

𝑑𝜇(𝑞/𝑑).

Hence ��� 𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2𝑒(𝑎𝑚/𝑞)
��� ≤ 𝐻∑︁

ℎ=−𝐻
(𝐻 − |ℎ|)

∑︁
𝑑 |𝑞

𝑑 | (𝑚+ℎ)

𝑑.

The sum over 𝑚 of this upper bound is

𝐻∑︁
ℎ=−𝐻

(𝐻 − |ℎ|)
∑︁
𝑑 |𝑞

𝑞∑︁
𝑚=1

𝑚≡−ℎ (mod 𝑑)

𝑑 = 𝑞𝑑 (𝑞)𝐻2. □
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Lemma 20.10 If 𝑁1/2 (log 𝑁)−𝐴 ≤ 𝑄 ≤ 𝑁1/2, then

∑︁
𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2𝑈 (𝑎/𝑞) ≪ 𝐻2𝑁7/4𝑄1/2 (log 𝑁)4.

Proof From the definition of𝑈 (𝑎/𝑞) we see that the expression to be bounded
is exactly

2𝑁
∑︁
𝑞≤𝑄

𝜇(𝑞)
𝜑(𝑞)

𝑞∑︁
𝑚=1

(𝑚,𝑞)=1

𝐸𝜗 (𝑁; 𝑞, 𝑚) Re
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2𝑒(𝑎𝑚/𝑞).

By the triangle inequality, the above is

≪ 𝑁
∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞) 𝐸𝜗 (𝑁; 𝑞)
𝑞∑︁
𝑚=1

���� 𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2𝑒(𝑎𝑚/𝑞)
����.

By Lemma 20.9, this is

≪ 𝐻2𝑁
∑︁
𝑞≤𝑄

𝜇(𝑞)2𝑑 (𝑞)𝑞
𝜑(𝑞) 𝐸𝜗 (𝑁; 𝑞).

By Cauchy’s inequality, this is

≤ 𝐻2𝑁

( ∑︁
𝑞≤𝑄

𝜇(𝑞)2𝑑 (𝑞)2𝑞

𝜑(𝑞)2

)1/2 ( ∑︁
𝑞≤𝑄

𝑞𝐸𝜗 (𝑁; 𝑞)2
)1/2

.

The first sum over 𝑞 is

≤
∏
𝑝≤𝑄

(
1 + 4𝑝

(𝑝 − 1)2

)
≍

∏
𝑝≤𝑄

(
1 − 1

𝑝

)−4
≪ (log𝑄)4.

By the Bombieri–Vinogradov Theorem in the form of Corollary 20.4, the
second sum above over 𝑞 is ≪ 𝑁3/2𝑄(log 𝑁)4. These estimates give the stated
bound. □

done proper
citeTheorem 20.11 (Bombieri & Davenport, 1966) Let 𝐸 be defined as in (20.33).

Then 𝐸 ≤ 1/2.
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Proof We take 𝑄 ∼ 𝑁1/2 (log 𝑁)−10. From Lemma 20.8 we deduce that∑︁
𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑆(𝑎/𝑞)𝑇 (𝑎/𝑞) |2 ≥ 𝑁2
∑︁
𝑞≤𝑄

𝜇(𝑞)2

𝜑(𝑞)2

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2

+
∑︁
𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2𝑈 (𝑎/𝑞)

+𝑂
(
𝑁 (log 𝑁)

∑︁
𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

|𝑇 (𝑎/𝑞) |2
)
.

Suppose that 𝐻 ≍ log 𝑁 . By Lemma 20.7 we know that the first term on the
right above is = 𝑁2 ( 1

2𝐻 log 𝑁 + 𝐻2) + 𝑂 (
𝑁2 (log 𝑁) (log log 𝑁)

)
. By Lemma

20.10, the second term above contributes ≪ 𝑁2 log 𝑁 . The final error term
above we estimate trivially: |𝑇 (𝛼) | ≤ 𝐻 for all 𝛼, and the double sum has
≤ 𝑄2 summands. Thus this final error term is ≪ 𝑁2 (log 𝑁)−17. Through our
application of the large sieve it follows from Lemma 20.6 that

1
2
𝐻𝑁 + 2

𝐻∑︁
ℎ=1

(𝐻 − ℎ)𝑅(𝑁; ℎ) ≥ 𝐻2𝑁 +𝑂
(
𝑁 (log 𝑁) (log log 𝑁)

)
. (20.35)

Set 𝐻 ∼ 𝑐 log 𝑁 with 𝑐 > 1/2. Then the sum over ℎ must be positive, and
indeed

𝐻∑︁
ℎ=1

(𝐻 − ℎ)𝑅(𝑁; ℎ) ≫𝑐 𝑁 (log 𝑁)2.

Thus 𝑝𝑛+1 − 𝑝𝑛 ≤ 𝑐 log 𝑁 for many primes 𝑝𝑛 ≤ 𝑁 . □

20.3.1 Exercises
In Exercise 2.1.1.17, a crude version of an estimate of Ward (1927) for∑
𝑛≤𝑥 𝜇(𝑛)2/𝜑(𝑛) was proposed, without indicating the method of approach.

In Exercise 20.3.1.1 we sketch an elegant treatment. Let 𝑄(𝑥) denote the num-check ex nos
ber of squarefree integers not exceeding 𝑥; an elementary estimate for this
was established in Theorem 2.2. In §6.2 it was noted that the analytic method
used to prove the Prime Number Theorem can also be used to show that
𝑀 (𝑥) ≪ 𝑥 exp

(
− 𝑐

√︁
log 𝑥

)
. From this we argued by elementary methods that

𝑄(𝑥) = 6
𝜋2 𝑥 +𝑂

(
𝑥1/2 exp

(
− 𝑐

√︁
log 𝑥

) )
,

in Exercises 6.2.1.8 and 6.2.1.19. In Exercise 20.3.1.3 we sketch a correspond-check ex nos
here and below
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ingly improved estimate for Ward’s important sum. Of course we know that
RH implies the better estimate for 𝑄(𝑥) found in Exercise 17.3.1.5(k), which
would yield (assuming RH) a smaller error term.

1. (a) Explain why∑︁
𝑛≤𝑦

𝜇(𝑛)2𝑛

𝜑(𝑛) ≤
∑︁
𝑛≤𝑦

∑︁
𝑚 |𝑛

𝜇(𝑚)2

𝜑(𝑚) ≤
∑︁
𝑚≤𝑦

𝜇(𝑚)2𝑦

𝜑(𝑚)𝑚 ≪ 𝑦.

By integrating by parts, or otherwise, show that∑︁
𝑛>𝑦

𝜇(𝑛)2

𝑛𝜑(𝑛) ≪ 𝑦−1.

(b) Let 𝑓 be the multiplicative function defined by the relations 𝑓 (𝑝) =

− 𝑓
(
𝑝2) = 1

𝑝 (𝑝−1) , 𝑓
(
𝑝𝑘

)
= 0 for 𝑘 > 0. Let 𝑔(𝑛) = 1/𝑛 for all 𝑛. Show

that
𝜇(𝑛)2

𝜑(𝑛) =
∑︁
𝑚 |𝑛

𝑓 (𝑚)𝑔(𝑛/𝑚).

(c) Show that∑︁
𝑛≤𝑥

𝜇(𝑛)2

𝜑(𝑛) =
∑︁
𝑚≤𝑥

𝑓 (𝑚)
(

log
𝑥

𝑚
+ 𝐶0

)
+𝑂

( ∑︁
𝑚≤𝑥

| 𝑓 (𝑚) |𝑚/𝑥
)
.

(d) Show that if 𝑚 is cube-free, then 𝑚 is uniquely of the form 𝑚 = 𝑑1𝑑
2
2

where 𝑑1 and 𝑑2 are squarefree and (𝑑1, 𝑑2) = 1. Show also that

𝑓 (𝑚) = 𝜇(𝑑2)
𝑑1𝑑2𝜑(𝑑1𝑑2)

for such 𝑑𝑖 .
(e) Show that∑︁

𝑚≤𝑥
| 𝑓 (𝑚) |𝑚 ≪

∑︁
𝑑1≤𝑥

𝜇(𝑑1)2

𝜑(𝑑1)
∑︁

𝑑2≤(𝑥/𝑑1 )1/2

𝜇(𝑑2)2𝑑2
𝜑(𝑑2)

≪ 𝑥1/2.

(f) Show that∑︁
𝑚>𝑥

| 𝑓 (𝑚) | ≪
∑︁

𝑑1𝑑
2
2>𝑥

𝜇(𝑑1)2𝜇(𝑑2)2

𝑑1𝜑(𝑑1)𝑑2𝜑(𝑑2)

≪
∑︁
𝑑1≤𝑥

𝜇(𝑑1)2 (𝑥/𝑑1)−1/2

𝑑1𝜑(𝑑1)
+

∑︁
𝑑1>𝑥

𝜇(𝑑1)2

𝑑1𝜑(𝑑1)
≪ 𝑥−1/2.
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(g) Deduce that∑︁
𝑚>𝑥

| 𝑓 (𝑚) | log
𝑚

𝑥
=

∫ ∞

𝑥

∑︁
𝑚>𝑦

| 𝑓 (𝑚) | 𝑑𝑦
𝑦

≪ 𝑥−1/2.

(h) Show that
∞∑︁
𝑚=1

(𝑚,𝑞)=1

𝑓 (𝑚) = 1

for all positive integers 𝑞.
(i) Deduce that∑︁

𝑛≤𝑥

𝜇(𝑛)2

𝜑(𝑛) = log 𝑥 + 𝐶0 −
∞∑︁
𝑚=1

𝑓 (𝑚) log𝑚 +𝑂
(
𝑥−1/2) .

(j) Show that
∞∑︁
𝑚=1

𝑓 (𝑚) log𝑚 =

∞∑︁
𝑑=1

Λ(𝑑)
∞∑︁
𝑚=1

𝑓 (𝑚𝑑).

(k) Show that
∞∑︁
𝑚=1

𝑓 (𝑝𝑚) = 0,
∞∑︁
𝑚=1

𝑓
(
𝑝2𝑚

)
=

−1
𝑝(𝑝 − 1) .

(l) Conclude that∑︁
𝑛≤𝑥

𝜇(𝑛)2

𝜑(𝑛) = log 𝑥 + 𝐶0 +
∑︁
𝑝

1
𝑝(𝑝 − 1) +𝑂

(
𝑥−1/2) .

2. Let 𝑅(𝑥) be defined by the relation𝑄(𝑥) = 6
𝜋2 𝑥 + 𝑅(𝑥). In Exercises 6.2.1.8

and 6.2.1.19 it was shown that 𝑅(𝑥) ≪ 𝑥1/2 exp
(
− 𝑐

√︁
log 𝑥

)
. Deduce thatcheck ex nos

there is a constant 𝐷 such that∑︁
𝑛≤𝑥

𝜇(𝑛)2

𝑛
=

6
𝜋2 log 𝑥 + 𝐷 +𝑂

(
𝑥−1/2 exp

(
− 𝑐

√︁
log 𝑥

) )
.

3. (a) Show that if 𝜎 > 1, then
∞∑︁
𝑛=1

𝜇(𝑛)2

𝜑(𝑛)𝑛𝑠−1 =
𝜁 (𝑠)
𝜁 (2𝑠)

∏
𝑝

(
1 + 1

(𝑝 − 1) (𝑝𝑠 + 1)

)
=
𝜁 (𝑠)
𝜁 (2𝑠) 𝐹 (𝑠),

say.
(b) Show that 𝐹 (𝑠) = ∑

𝑛 𝑓 (𝑛)𝑛−𝑠 where

𝑓 (𝑛) = 𝜆(𝑛)
∏
𝑝 |𝑛

1
1 − 𝑝 .
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(c) Deduce that

𝜇(𝑛)2

𝜑(𝑛) =
∑︁
𝑑𝑚=𝑛

𝑓 (𝑑)
𝑑

𝜇(𝑚)2

𝑚
.

(d) Let

𝐺 (𝑠) =
∏
𝑝

(
1 + 1

(𝑝 − 1) (𝑝𝑠 − 1)

)
.

Note that this product is absolutely convergent for 𝜎 > 0. Show that
𝐺 (𝑠) = ∑

𝑛 𝑔(𝑛)𝑛−𝑠 where

𝑔(𝑛) =
∏
𝑝 |𝑛

1
𝑝 − 1

= | 𝑓 (𝑛) |.

(e) Show that ∑︁
𝑛≤𝑥

𝜇(𝑛)2

𝜑(𝑛) =
∑︁
𝑑≤𝑥

𝑓 (𝑑)
𝑑

∑︁
𝑚≤𝑥/𝑑

𝜇(𝑚)2

𝑚
.

(f) Deduce that the above is∑︁
𝑑≤𝑥

𝑓 (𝑑)
𝑑

( 6
𝜋2 log 𝑥/𝑑 + 𝐷

)
+𝑂

(
𝑥−1/2 exp

(
− 𝑐

2

√︁
log 𝑥

) ∑︁
𝑑≤𝑥3/4

𝑔(𝑑)
𝑑1/2

)
+𝑂

(
𝑥−1/2

∑︁
𝑥3/4<𝑑<𝑥

𝑔(𝑑)
𝑑1/2

)
.

(20.36)

(g) Show that
∑
𝑛≤𝑥 𝑔(𝑛) ≤ 𝐺 (𝜀)𝑥𝜀 . Thus

∑
𝑛≤𝑥 𝑔(𝑛) ≪𝜀 𝑥

𝜀 . (This can
also be established by appealing to Theorem 1.3.)

(h) Let 𝛼 > 0 be fixed. Show that∑︁
𝑑>𝑦

𝑔(𝑑)
𝑑𝛼

≪𝜀 𝑦
−𝛼+𝜀 .

(i) Deduce that the second error term in (20.36) is ≪𝜀 𝑥
−7/8+𝜀 .

(j) (Ward, 1927) Note that 𝐹 (1) = 𝜁 (2). Conclude that done proper
cite∑︁

𝑛≤𝑥

𝜇(𝑛)2

𝜑(𝑛) = log 𝑥 + 𝐸 +𝑂
(
𝑥−1/2 exp

(
− 𝑐

2

√︁
log 𝑥

) )
for some constant 𝐸 (which is determined in Exercise 20.3.1.1). check ex no
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4. (a) Suppose that 𝑎 is a positive integer and

𝑓 (𝑝) =


∑︁

𝑡 | (𝑝+1)/𝑎
|𝜇(𝑡) |𝑑

( 𝑝 + 1
𝑎𝑡

)
when 𝑝 ≡ −1 (mod 𝑎),

0 otherwise.

Prove that there is a positive number 𝐶 (𝑎) such that for 𝑋 ≥ 𝑋0 (𝑎) we have∑︁
𝑝≤𝑋

𝑝≡−1 (mod 𝑎)

𝑓 (𝑝) > 𝐶 (𝑎)𝑋 (log 𝑋)2.

(b) (Vaughan, 1970) Let 𝐸𝑎 (𝑁) denote the number of natural numbers 𝑛done as proper
cite not exceeding 𝑁 such that

𝑎

𝑛
=

1
𝑥
+ 1
𝑦
+ 1
𝑧

is insoluble in integers. Prove that there is a positive number 𝐶 (𝑎) such
that

𝐸𝑎 (𝑁) ≪ 𝑁 exp
(
− 𝐶 (𝑎) (log 𝑁)2/3) .

5. Let 𝜏(𝑛) denote the number of squarefree divisors of 𝑛,

𝜏(𝑛) =
∑︁
𝑚 |𝑛

𝜇(𝑚)2.

Prove that ∑︁
𝑝≤𝑥

𝜏(𝑝 + 1) = 𝑥 +𝑂
( 𝑥 log log 𝑥

log 𝑥

)
.

6. In this exercise, combined with the next two after it, we establish an im-
proved upper bound for the number of twin primes. Let 𝑓 (𝑛) and 𝑔(𝑛) be
multiplicative functions defined as follows:

𝑓 (𝑛) =
∏
𝑝𝛼 ∥𝑛

1
(𝑝 − 1)𝛼 , 𝑔(𝑛) =

∏
𝑝𝛼 ∥𝑛

𝑝𝛼−1

(𝑝 − 1)𝛼 .

(a) Show that 𝑛 𝑓 (𝑛) = ∑
𝑑 |𝑛 𝑔(𝑑).

(b) Show that ∑︁
𝑛≤𝑧
2∤𝑛

𝑓 (𝑛) =
∑︁
𝑑≤𝑧
2∤𝑑

𝑔(𝑑)
𝑑

∑︁
𝑚≤𝑧/𝑑

2∤𝑚

1
𝑚
.

(c) Show that ∑︁
𝑚≤𝑤
2∤𝑚

1
𝑚

=
1
2

log𝑤 + 𝐶1 +𝑂 (1/𝑤)
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where 𝐶1 = (𝐶0 + log 2)/2.
(d) Show that

∞∑︁
𝑑=1
2∤𝑑

𝑔(𝑑)
𝑑

=
2
𝑐

where 𝑐 is defined as in (20.28).
(e) Show that ∑︁

𝑛≤𝑧
2∤𝑛

𝑓 (𝑛) = log 𝑧
𝑐

+ 𝐶2 +𝑂 ((log 𝑧)/𝑧)

where

𝐶2 =
𝐶0 + log 2

𝑐
− 1

2

∞∑︁
𝑑=1
2∤𝑑

𝑔(𝑑) log 𝑑
𝑑

.

7. Let

𝜑2 (𝑛) = 𝑛
∏
𝑝 |𝑛

(
1 − 2

𝑝

)
.

(a) Show that check ex no∑︁
𝑛≤𝑧
2∤𝑛

𝜇(𝑛)2

𝜑2 (𝑛)
=

∑︁
𝑛≤𝑧
2∤𝑛

𝜇(𝑛)2

𝜑(𝑛)
∏
𝑝 |𝑛

(
1 + 1

𝑝 − 1
+ 1
(𝑝 − 1)2 + · · ·

)
.

Let 𝑓 (𝑛) be defined as in Exercise20.3.1.6. Explain why the right hand
side above is

≥
∑︁
𝑛≤𝑧
2∤𝑛

𝑓 (𝑛).

(b) Conclude that ∑︁
𝑛≤𝑧
2∤𝑛

𝜇(𝑛)2

𝜑2 (𝑛)
≥ log 𝑧

𝑐
+𝑂 (1)

where 𝑐 is defined as in (20.28).
8. Put 𝑃 =

∏
2<𝑝≤𝑧 𝑝, and let Λ𝑑 be real numbers such that Λ1 = 1 and Λ𝑑 = 0

for 𝑑 > 𝑧.
(a) Explain why the number of primes 𝑝 ≤ 𝑥 for which 𝑝 + 2 is prime does

not exceed

𝜋(𝑧) +
∑︁
𝑝≤𝑥

( ∑︁
𝑑 | (𝑝+2)

Λ𝑑

)2
.
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(b) Show that the sum above is

=
∑︁
𝑑 |𝑃
𝑒 |𝑃

Λ𝑑Λ𝑒𝜋(𝑥; [𝑑, 𝑒],−2).

(c) Write the above as

li(𝑥)
∑︁
𝑑 |𝑃
𝑒 |𝑃

Λ𝑑Λ𝑒

𝜑( [𝑑, 𝑒]) +
∑︁
𝑑 |𝑃
𝑒 |𝑃

Λ𝑑Λ𝑒𝐸𝜋 (𝑥; [𝑑, 𝑒],−2). (20.37)

(d) Show that if 𝑓 is a multiplicative function, then 𝑓 ((𝑑, 𝑒)) 𝑓 ( [𝑑, 𝑒])
= 𝑓 (𝑑) 𝑓 (𝑒).

(e) Let 𝜑2 (𝑛) be defined as in Exercise 20.3.1.7. Show that if 𝑛 is squarefree,check ex. no
then

𝜑(𝑛) =
∑︁
𝑑 |𝑛

𝜑2 (𝑑).

(f) Show that the first sum in (20.37) is
∑
𝛿 |𝑃 𝜑2 (𝛿)𝑦2

𝛿
where

𝑦 𝛿 =
∑︁
𝑑 |𝑃
𝛿 |𝑑

Λ𝑑

𝜑(𝑑) .

(g) Show that if Λ𝑑 = 0 for 𝑑 > 𝑧, then 𝑦 𝛿 = 0 for 𝛿 > 𝑧.
(h) Show that

Λ𝑑 = 𝜑(𝑑)
∑︁
𝛿 |𝑃
𝑑 | 𝛿

𝜇(𝛿/𝑑)𝑦 𝛿 .

(i) Show that if 𝑦 𝛿 = 0 for 𝛿 > 𝑧, then Λ𝑑 = 0 for 𝑑 > 𝑧.
(j) Explain why

∑
𝛿 |𝑃 𝜇(𝛿)𝑦 𝛿 = 1.

(k) Put

𝐿 =
∑︁
𝛿≤𝑧
2∤𝛿

𝜇(𝛿)2

𝜑2 (𝛿)
.

(l) Show that∑︁
𝛿 |𝑃
𝛿≤𝑧

𝜑2 (𝛿)𝑦2
𝛿 =

1
𝐿
+

∑︁
𝛿 |𝑃
𝛿≤𝑧

𝜑2 (𝛿)
(
𝑦 𝛿 − 𝜇(𝛿)/(𝐿𝜑2 (𝛿))

)2
.

(m) Take 𝑦 𝛿 = 𝜇(𝛿)/(𝐿𝜑2 (𝛿)) for 𝛿 |𝑃, 𝛿 ≤ 𝑧. Show that the first term in
(20.37) is

≤ 𝑐 li(𝑥)
log 𝑧

+𝑂
(
𝑥/((log 𝑥) (log 𝑧)2)

)
.
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(n) Show that

Λ𝑑 =
𝜇(𝑑)𝜑(𝑑)
𝐿𝜑2 (𝑑)

∑︁
𝑟≤𝑧/𝑑
(𝑟 ,2𝑑)=1

𝜇(𝑟)2

𝜑2 (𝑟)
.

(o) Explain why

𝜑(𝑑)
𝜑2 (𝑑)

∑︁
𝑟≤𝑧/𝑑
(𝑟 ,2𝑑)=1

𝜇(𝑟)2

𝜑2 (𝑟)
≤ 𝐿,

and hence deduce that |Λ𝑑 | ≤ 1 for all 𝑑.
(p) Show that if 𝑞 |𝑃, then ∑︁

𝑑,𝑒
[𝑑,𝑒]=𝑞

|Λ𝑑Λ𝑒 | ≤ 3𝜔 (𝑞) .

(q) Show that the second term in (20.37) has absolute value not exceeding∑︁
𝑞≤𝑧2

2∤𝑞

𝜇(𝑞)23𝜔 (𝑞)𝐸𝜋 (𝑥, 𝑞).

(r) Show that ∑︁
𝑞≤𝑧2

2∤𝑞

𝜇(𝑞)29𝜔 (𝑞)

𝑞
≤

∏
2<𝑝≤𝑧2

(
1 + 9

𝑝

)
≪ (log 𝑧)9.

(s) Deduce by (20.27) that the second term in (20.37) is

≪ 𝑥3/4𝑧(log 𝑥𝑧)6.

(t) Take 𝑧 = 𝑥1/4 (log 𝑥)−9. Conclude that the number of primes 𝑝 ≤ 𝑥 for
which 𝑝 + 2 is prime does not exceed

4𝑐𝑥
(log 𝑥)2

(
1 +𝑂

( log log 𝑥
log 𝑥

))
where 𝑐 is defined as in (20.28). This bound is smaller by a factor of 2
than the bound we obtained in §3.4.
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20.4 Mean square distribution

We begin with an upper bound for the mean square error in the prime number
theorem for arithmetic progressions, which we then use to derive an asymptotic
estimate for the same quantity.

Theorem 20.12 Let 𝐴 be fixed. If 𝑥/(log 𝑥)𝐴 ≤ 𝑄 ≤ 𝑥, then∑︁
𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

(𝜓(𝑥; 𝑞, 𝑎) − 𝑥/𝜑(𝑞))2 ≪ 𝑄𝑥 log 𝑥. (20.38)

Proof We start by recalling the identity (20.16). From the orthogonality prop-
erty of Dirichlet characters (as in (4.12) or Exercise 4.2.2), it follows thatcheck ex no

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

(𝜓(𝑥; 𝑞, 𝑎) − 𝑥/𝜑(𝑞))2 =
1

𝜑(𝑞)
∑︁
𝜒

|𝜓′ (𝑥, 𝜒) |2.

If 𝜒★ is the primitive character that induces 𝜒, then 𝜓′ (𝑥, 𝜒) differs little from
𝜓′ (𝑥, 𝜒★), was we see from (20.19). Hence the left hand of (20.38) is

≪
∑︁
𝑞≤𝑄

1
𝜑(𝑞)

∑︁
𝜒

(
|𝜓′ (𝑥, 𝜒★) |2 + (log 𝑞𝑥)4)

≪
∑︁
𝑑≤𝑄

( ∑︁★

𝜒 (mod 𝑑)
|𝜓′ (𝑥, 𝜒) |2

) ( ∑︁
𝑞≤𝑄
𝑑 |𝑞

1
𝜑(𝑞)

)
+𝑄(log𝑄𝑥)4.

From the estimate (20.20) we see that it suffices to show that∑︁
𝑞≤𝑄

log 2𝑄
𝑞

𝜑(𝑞)
∑︁★

𝜒

|𝜓′ (𝑥, 𝜒) |2 ≪ 𝑄𝑥 log 𝑥. (20.39)

By the Siegel–Walfisz theorem (Corollary 11.18) we know that

𝜓′ (𝑥, 𝜒) ≪ 𝑥 exp
(
− 𝑐

√︁
log 𝑥

)
for 𝑞 ≤ (log 𝑥)𝐴+2. The contribution of such 𝑞 is therefore

≪ 𝑥2 (log 𝑥)𝐴+3 exp
(
− 𝑐

√︁
log 𝑥

)
≪ 𝑥2 (log 𝑥)−𝐴 ≪ 𝑄𝑥.

Consider now a range 𝑄1 < 𝑞 ≤ 2𝑄1 with 1 < 𝑄1 ≤ 𝑄. Then 𝜓′ (𝑥, 𝜒)
= 𝜓(𝑥, 𝜒), and the contribution is

≪
log 2𝑄

𝑄1

𝑄1

∑︁
𝑄1<𝑞≤2𝑄1

𝑞

𝜑(𝑞)
∑︁★

𝜒

|𝜓(𝑥, 𝜒) |2.
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By the large sieve (Theorem 19.16) this is

≪
log 2𝑄

𝑄1

𝑄1
(𝑥 +𝑄2

1)
∑︁
𝑛≤𝑥

Λ(𝑛)2 ≪ (𝑥2𝑄−1
1 + 𝑥𝑄1) (log 𝑥) log

2𝑄
𝑄1

.

We cover the interval (log 𝑥)𝐴+2 ≤ 𝑞 ≤ 𝑄 with ranges of the above sort, and
sum, to obtain (20.39). Thus the proof is complete. □

For many applications the estimate of Theorem 20.11 is sufficient, but it is
interesting to note that with a little more work we can obtain not just an upper done as

autoref; as-
sume OK, you
wrote 20.11

bound but an asymptotic estimate. To prepare for the main argument we first
establish a lemma.

Lemma 20.13 There exist absolute constants 𝑎 and 𝑏 such that∑︁
𝑛≤𝑦

(1 − 𝑛/𝑦)2

𝜑(𝑛) =
𝜁 (2)𝜁 (3)
𝜁 (6) log 𝑦 + 𝑎 + log 𝑦

𝑦
+ 𝑏
𝑦
+𝑂 𝜀

(
𝑦−3/2+𝜀 ) (20.40)

for 𝑦 ≥ 1.

Proof By manipulating Euler products we see that
∞∑︁
𝑛=1

1
𝜑(𝑛)𝑛𝑠 = 𝜁 (𝑠 + 1)

∏
𝑝

(
1 + 1

(𝑝 − 1)𝑝𝑠+1

)
= 𝜁 (𝑠 + 1)𝜁 (𝑠 + 2)

∏
𝑝

(
1 + 1

(𝑝 − 1)𝑝𝑠+2 − 1
(𝑝 − 1)𝑝2𝑠+3

)
= 𝜁 (𝑠 + 1)𝜁 (𝑠 + 2)𝐹 (𝑠),

say. By taking 𝑘 = 2 in (5.19), we see that in (20.40) the left hand side is

=
2

2𝜋𝑖

∫ 𝜎0+𝑖∞

𝜎0−𝑖∞
𝜁 (𝑠 + 1)𝜁 (𝑠 + 2)𝐹 (𝑠) 𝑦𝑠

𝑠(𝑠 + 1) 𝑑𝑠

where 𝜎0 > 0. The Euler product 𝐹 (𝑠) is absolutely convergent for 𝜎 > −3/2,
and is uniformly bounded for 𝜎 ≥ −3/2 + 𝛿. We let 𝜎1 be slightly larger
than −3/2, and apply Cauchy’s theorem with a path from 𝜎0 − 𝑖𝑇 to 𝜎0 + 𝑖𝑇
to 𝜎1 + 𝑖𝑇 to 𝜎1 − 𝑖𝑇 to 𝜎0 − 𝑖𝑇 . By Corollaries 1.17 and 10.5 we see that
𝜁 (𝑠 + 1)𝜁 (𝑠 + 2) ≪ 𝜏3/2 on this contour. Thus the integral from 𝜎1 + 𝑖𝑇 to
𝜎1 − 𝑖𝑇 is ≪ 𝑦𝜎1 . Within the contour the integrand has double poles at 𝑠 = 0
and at 𝑠 = −1. The residue at 𝑠 = 0 is

𝜁 (2)𝐺 (0)
(
𝐶0 +

𝜁 ′

𝜁
(2) + 𝐺

′

𝐺
(0) − 3

2

)
.
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This gives the first two main terms, since 𝐺 (0) = 𝜁 (3)/𝜁 (6). At 𝑠 = −1, the
residue is

−2𝜁 (0)𝐺 (0)𝑦−1
( 𝜁 ′
𝜁
(0) + 𝐶0 +

𝐺′

𝐺
(−1) + log 𝑦

)
.

We recall (10.11), which asserts that 𝜁 (0) = −1/2. Since 𝐺 (−1) = 1, we have
the remaining main terms. □

Theorem 20.14 Let 𝐴 > 0 be fixed. If 𝑥/(log 𝑥)𝐴 ≤ 𝑄 ≤ 𝑥, then∑︁
𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

(𝜓(𝑥; 𝑞, 𝑎) − 𝑥/𝜑(𝑞))2 = 𝑄𝑥 log𝑄 +𝑂 (𝑄𝑥). (20.41)

Proof Let 𝑄1 = 𝑥2 (log 𝑥)−𝐴−1. By Theorem 20.12, the contribution of 𝑞 ≤
𝑄1 to the above is ≪ 𝑥2 (log 𝑥)−𝐴 ≪ 𝑄𝑥. Thus we may restrict our attention to
the range 𝑄1 ≤ 𝑞 ≤ 𝑄. The inner sum on the left hand side is

=

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝜓(𝑥; 𝑞, 𝑎)2 − 2
𝑥

𝜑(𝑞)

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝜓(𝑥; 𝑞, 𝑎) + 𝑥2

𝜑(𝑞) . (20.42)

Here the second sum is

=
∑︁
𝑛≤𝑥

(𝑛,𝑞)=1

Λ(𝑛) = 𝜓(𝑥) −
∑︁
𝑝 |𝑞

[ log 𝑥
log 𝑝

]
log 𝑝

= 𝑥 +𝑂
(
(log 𝑞𝑥)2) +𝑂 (

𝑥 exp
(
− 𝑐

√︁
log 𝑥

) )
.

The first sum in (20.42) is ∑︁
𝑚,𝑛≤𝑥
𝑚≡𝑛 (𝑞)
(𝑚𝑛,𝑞)=1

Λ(𝑚)Λ(𝑛).

If the condition (𝑚𝑛, 𝑞) = 1 is omitted, then the value of the above is changed
by not more than ∑︁

𝑝 |𝑞

[ log 𝑥
log 𝑝

]2
(log 𝑝)2 ≪ (log 𝑞𝑥)3.

In Exercise 2.1.1.16(c) it was established thatcheck ex no ∑︁
𝑞≤𝑥

1
𝜑(𝑞) =

𝜁 (2)𝜁 (3)
𝜁 (6)

(
log 𝑥 + 𝐶0 −

∑︁
𝑝

log 𝑝
𝑝2 − 𝑝 + 1

)
+𝑂

( log 𝑥
𝑥

)
.
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Hence ∑︁
𝑄1<𝑞≤𝑄

1
𝜑(𝑞) =

𝜁 (2)𝜁 (3)
𝜁 (6) log

𝑄

𝑄1
+𝑂

( log𝑄1
𝑄1

)
.

Thus we deduce that∑︁
𝑄1<𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

(𝜓(𝑥; 𝑞, 𝑎) − 𝑥/𝜑(𝑞))2

=
∑︁

𝑄1<𝑞≤𝑄

∑︁
𝑚,𝑛≤𝑥
𝑚≡𝑛 (𝑞)

Λ(𝑚)Λ(𝑛) − 𝜁 (2)𝜁 (3)
𝜁 (6) 𝑥2 log

𝑄

𝑄1
+𝑂 (𝑄𝑥).

The terms with 𝑚 = 𝑛 contribute an amount

(𝑄 −𝑄1 +𝑂 (1))
∑︁
𝑛≤𝑥

Λ(𝑛)2 = 𝑄𝑥 log 𝑥 +𝑂 (𝑄𝑥).

Hence to obtain the stated result it suffices to show that∑︁
𝑄1<𝑞≤𝑄

∑︁
𝑚<𝑛≤𝑥
𝑚≡𝑛 (𝑞)

Λ(𝑚)Λ(𝑛)

=
𝜁 (2)𝜁 (3)

2𝜁 (6) 𝑥2 log
𝑄

𝑄1
− 1

2
𝑄𝑥 log

𝑥

𝑄
+𝑂 (𝑄𝑥).

(20.43)

To this end we show that∑︁
𝑦<𝑞≤𝑥

∑︁
𝑚<𝑛≤𝑥
𝑚≡𝑛 (𝑞)

Λ(𝑚)Λ(𝑛)

=
𝜁 (2)𝜁 (3)

2𝜁 (6) 𝑥2 log
𝑥

𝑦
+ 𝑎

2
𝑥2 + 1

2
𝑥𝑦 log

𝑥

𝑦
+𝑂 (𝑥𝑦)

(20.44)

for 𝑥(log 𝑥)−𝐴−1 ≤ 𝑦 ≤ 𝑥, where 𝑎 is the constant in Lemma 20.13. This
suffices, for on taking 𝑦 = 𝑄1 and 𝑦 = 𝑄, and differencing, we obtain (20.43).

The left hand side of (20.44) is∑︁
𝑦<𝑞≤𝑥

∑︁
0<𝑘≤𝑥/𝑞

∑︁
0<𝑚≤𝑥−𝑘𝑞

Λ(𝑚)Λ(𝑚 + 𝑘𝑞)

=
∑︁

0<𝑘≤𝑥/𝑦

∑︁
𝑦<𝑞≤𝑥/𝑘

∑︁
0<𝑚≤𝑥−𝑘𝑞

Λ(𝑚)Λ(𝑚 + 𝑘𝑞)

=
∑︁

0<𝑘≤𝑥/𝑦

∑︁
0<𝑚≤𝑥−𝑘𝑦

Λ(𝑚)
∑︁

𝑦<𝑞≤(𝑥−𝑚)/𝑘
Λ(𝑚 + 𝑘𝑞)

=
∑︁

0<𝑘≤𝑥/𝑦

∑︁
0<𝑚≤𝑥−𝑘𝑦

Λ(𝑚) (𝜓(𝑥; 𝑘, 𝑚) − 𝜓(𝑚 + 𝑘𝑦; 𝑘, 𝑚)).
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If 𝑚 is a prime-power and (𝑚, 𝑘) > 1, then 𝑚 = 𝑝𝑟 , say, where 𝑝 |𝑘 , and the
prime-powers congruent to 𝑚 modulo 𝑘 are powers of the same prime 𝑝. Thus
the pairs 𝑚, 𝑘 for which (𝑚, 𝑘) > 1 contribute to the above an amount

≪
∑︁
𝑘≤𝑥/𝑦

∑︁
𝑝 |𝑘

[ log 𝑥
log 𝑝

]
(log 𝑝)2 ≪

∑︁
𝑘≤𝑥/𝑦

(log 𝑘𝑥)3 ≪ (log 𝑥)𝐴+4.

On the other hand, by the Siegel–Walfisz theorem (Corollary 11.19), the pairs
𝑘, 𝑚 for which (𝑘, 𝑚) = 1 contribute the amount∑︁

0<𝑘≤𝑥/𝑦

1
𝜑(𝑘)

∑︁
0<𝑚≤𝑥−𝑘𝑦
(𝑚,𝑘 )=1

Λ(𝑚) (𝑥 − 𝑚 − 𝑘𝑦)

+𝑂
( ∑︁

0<𝑘≤𝑥/𝑦

∑︁
𝑚≤𝑥−𝑘𝑦

Λ(𝑚)𝑥 exp
(
− 𝑐

√︁
log 𝑥

) )
.

The error term here is ≪ (log 𝑥)𝐴+1𝑥2 exp
(
− 𝑐

√︁
log 𝑥

)
≪ 𝑥2 (log 𝑥)−𝐴, so can

be ignored. In the main term, if the condition that (𝑚, 𝑘) = 1 is dropped, then
the expression is altered my an amount that is

≪ 𝑥
∑︁

0<𝑘≤𝑥/𝑦

∑︁
𝑝 |𝑘

[ log 𝑥
log 𝑝

]
log 𝑝 ≪ 𝑥(log 𝑥)3 ≪ 𝑥2 (log 𝑥)−𝐴.

By the Prime Number Theorem we know that∑︁
𝑚≤𝑧

Λ(𝑚) (𝑧 − 𝑚) = 1
2
𝑧2 +𝑂

(
𝑧2 exp

(
− 𝑐

√︁
log 𝑧

) )
.

On taking 𝑧 = 𝑥 − 𝑘𝑦, we see that the remaining main term is

1
2

∑︁
0<𝑘≤𝑥/𝑦

(𝑥 − 𝑘𝑦)2

𝜑(𝑘) + 𝑂

(
𝑥2 exp

(
− 𝑐

√︁
log 𝑥

) ∑︁
0<𝑘≤𝑥/𝑦

1
𝜑(𝑘)

)
.

By Lemma 20.13 this is

=
𝜁 (2)𝜁 (3)

2𝜁 (6) 𝑥2 log
𝑥

𝑦
+ 𝑎

2
𝑥2 + 1

2
𝑥𝑦 log

𝑥

𝑦
+𝑂 (𝑥𝑦).

Thus we have (20.44), and the proof is complete. □
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20.4.1 Exercises
1 Suppose that 𝑞 ≥ 𝑥. Explain why

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

(
𝜓(𝑥; 𝑞, 𝑎) − 𝑥

𝜑(𝑞)

)2
≪ 𝑥2

𝜑(𝑞) +
∑︁
𝑛≤𝑥

Λ(𝑛)2

≪ 𝑥2

𝑞
log 𝑞 + 𝑥 log 𝑥 ≪ 𝑥 log 𝑥.

2. The object of Exercise 4.2.1.2 was to show that check ex no
no part (b) so
removed (a)∑︁

𝜒

��� 𝑞∑︁
𝑛=1

𝑐𝑛𝜒(𝑛)
���2 = 𝜑(𝑞)

∑︁
𝜒

|𝑐𝜒 |2

where the 𝑐𝑛 are arbitrary and 𝜒 runs over all Dirichlet characters modulo 𝑞
in the sum on the left. By a suitable application of this, or otherwise, show
that

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

(
𝜓(𝑥; 𝑞, 𝑎) − 𝑥

𝜑(𝑞)

)2
=

1
𝜑(𝑞)

∑︁
𝜒≠𝜒0

|𝜓(𝑥, 𝜒) |2 +
(𝜓(𝑥; 𝜒0 ) − 𝑥)

2

𝜑(𝑞) .

20.5 Notes

Section 20.1. Let 𝑁 (𝛼,𝑇) denote the number of zeros of the Riemann zeta-
function in the rectangle 𝛼 ≤ 𝜎 ≤ 1, 0 < 𝑡 ≤ 𝑇 . An estimate for 𝑁 (𝛼,𝑇)
is known as a zero-density theorem, although the estimate is not actually a
density. To the extent that it can be shown that the zeta function does not
have many zeros with large real part, various consequences can be derived
concerning the distribution of prime numbers. For a Dirichlet character 𝜒, let
𝑁 (𝛼,𝑇 ; 𝜒) denote the number of zeros of 𝐿 (𝑠, 𝜒) in the rectangle 𝛼 ≤ 𝜎 ≤ 1,
|𝑡 | ≤ 𝑇 . Bombieri (1965) used his form of the large sieve to derive upper bounds
for quantities roughly of the form

∑
𝑞≤𝑄

∑★
𝜒 𝑁 (𝛼,𝑇, 𝜒). The bounds obtained

were then used to estimate sums of |𝜓(𝑥, 𝜒) |, and those bounds were in turn
used to derive the Bombieri–Vinogradov theorem. Bombieri’s derivation of
zero-density estimates involved much work; Gallagher (1968) was the first to
obtain corresponding bounds for sums of |𝜓(𝑥, 𝜒) | without considering zero
densities, although his arguments still involved inverse Mellin transforms and
contour integrals. Vaughan (1975) simplified Gallagher’s arguments somewhat,
but it was in Vaughan (1977, 1980) that he introduced his decomposition (17.5)
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of Λ(𝑛), which allows us to derive estimates for sums of |𝜓(𝑥, 𝜒) | from the
large sieve in an entirely elementary way.
Section 20.2. Rényi’s approach to the large sieve was somewhat impaired be-
cause he employed vectors that were not sufficiently close to being orthogonal.added ‘which’

after Vino-
gradov Roth (1965) started his arguments using trigonometric polynomials, where it is

much easier to construct vectors that are close to orthogonal. Bombieri (1965)
refined Roth’s work, while the work of A. I. Vinogradov (1965), which was en-
tirely independent, did not involve the large sieve, was much more complicated,
and led to slightly weaker estimates.

In some situations we do not need an estimate for each individual 𝐸 (𝑥; 𝑞, 𝑎);
rather a bound for a sum of such quantities suffices. Following Wang (1962),done as proper

cite we say that the primes are distributed with level 𝛼 if∑︁
𝑞≤𝑥𝛼−𝜀

max
(𝑎,𝑞)=1

|𝐸 (𝑥; 𝑞, 𝑎) | = 𝑂
(
𝑥(log 𝑥)−𝐴

)
(20.45)

for arbitrarily large fixed 𝐴 > 0. Barban (1963) and Pan (1963, 1964) claimed
proofs that 𝛼 = 3/8 could be achieved, but before their complicated work could
be evaluated, Bombieri (1965) achieved 𝛼 = 1/2, which is exactly what follows
from GRH.

The assertion (20.45) with 𝛼 = 1 is the Elliott–Halberstam Hypothesis
(Conjecture 20.2).

The question arises as to the extent to which one can increase the range for
𝑞 in the Bombieri–Vinogradov theorem when one relaxes conditions such as
taking the maximum over 𝑎 or the absolute value of

𝜓(𝑥; 𝑞, 𝑎) − 𝑥

𝜑(𝑞) .

In this context there is a series of papers, Fouvry & Iwaniec (1980, 1983),
Bombieri, Friedlander & Iwaniec (1986, 1987, 1989, 2019), and more recently
Assing, Blomer, Li (2021) in which the main innovation is the introduction of
estimates for incomplete Kloosterman sums. In the last of these papers it is
shown inter alia that∑︁

𝑞≤𝑄
(𝑞,𝑎1𝑎2 )=1
𝑞≡𝑐0 mod 𝑐

( ∑︁
𝑛≤𝑥

𝑎2𝑛≡𝑎1 mod 𝑞
𝑛≡𝑑0 mod 𝑑

Λ(𝑛) − 1
𝜑(𝑞𝑑)

∑︁
𝑛≤𝑥

(𝑛,𝑞𝑑)=1

Λ(𝑛)
)
≪𝐶,𝐴 𝑥(log 𝑥)−𝐴

(20.46)
provided that𝑄 ≤ 𝑥1/2+𝛿 for some small positive 𝛿 and 𝑐, 𝑑, 𝑐0𝑑0, 𝑎1, 𝑎2 satisfy
various conditions, including

0 < |𝑎1 | ≤ 𝑥1+𝛿 , 0 < |𝑎2 | ≤ 𝑥 𝛿 , 𝑐, 𝑑 ≤ (log 𝑥)𝐶 , (𝑑0, 𝑑) = (𝑐0, 𝑐) = 1.
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In a different direction as a significant part of his work on bounded gaps
between prime Zhang (2014) showed that, for 𝑄 ≤ 𝑥1/2+𝛿 ,∑︁

𝑞≤A (𝑄,𝑅)

∑︁
𝑐∈C (𝑞)

���� ∑︁
𝑥≤𝑛<2𝑥
𝑛≡𝑐 mod 𝑞

Λ(𝑛) − 1
𝜑(𝑞)

∑︁
𝑥≤𝑛<2𝑥
(𝑛,𝑞)=1

Λ(𝑛)
���� ≪𝐴 (log 𝑥)−𝐴

where A (𝑄, 𝑅) is the set of 𝑅-factorable numbers 𝑞 not exceeding 𝑄, i.e. the
𝑞 with no prime factor exceeding 𝑅, and where C (𝑞) is a set of solutions of a
special polynomial congruence modulo 𝑞.
Section 20.3. Let 𝐸 be defined as in (20.33). Erdős (1940) gave the first uncon-
ditional proof that 𝐸 < 1. Let 𝜋(𝑥, 𝑘) denote the number of primes 𝑝 ≤ 𝑥 such
that 𝑝 + 𝑘 is prime. Erdős showed that if 𝜋(𝑥, 𝑘) < (𝑐 + 𝜀)𝔖2 (𝑘)𝑥/(log 𝑥)2

for all 𝑘 and all large 𝑥, then 𝐸 ≤ 1 − 1/(2𝑐). For a detailed derivation of
this result, see Exercise 3.4.1.3. Ricci (1954) observed that Selberg’s method check ex no
gives 𝑐 = 8, and hence that 𝐸 ≤ 15/16. Bombieri (1965) showed that one
can take 𝑐 = 4, which gives 𝐸 ≤ 7/8. Rankin (1940) refined the Hardy–
Littlewood argument to obtain 𝐸 ≤ 3/5 on GRH, and Rankin (1950) showed
that 𝐸 ≤ (42/43) (3/5) = 0.5860 . . . on GRH by combining his method with
that of Erdős. It might seem strange that these authors obtained weaker results
from GRH than what Bombieri & Davenport (1966) achieved unconditionally.
The explanation is that in the last line of the proof of our Lemma 20.8, we
discarded a nonnegative quantity. It seems that Hardy, Littlewood, and Rankin
estimated the size of that term, without recognizing that this is unnecessary.
Bombieri & Davenport (1966) combined their results with Erdős’s method to
show that 𝐸 ≤ (2 +

√
3)/8 = 0.466506 . . .. To see how this is done, see Exer- check ex nos

cises 21.1.1.1–3. More refined kernels 𝑇 (𝛼) were introduced by Pil’tai (1972)
and Huxley (1973, 1977) to obtain small further improvements,

𝐸 ≤ 0.4571 . . . , 𝐸 ≤ 0.4463 . . . , 𝐸 ≤ 0.4425 . . .

respectively. Maier (1988) contributed a larger improvement by adapting his
matrix method (see Volume III) to the situation so as to take advantage of changed to III
oscillations in the primes over short intervals. This led to the known bound
being reduced by a factor of 𝑒−𝐶0 where 𝐶0 is Euler’s constant and gives
𝐸 ≤ 0.2484 . . .. This work was completely overtaken by that described in
Chapter 22.
Section 20.4. Barban (1963) showed that∑︁

𝑞≤𝑄

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

(𝜓(𝑥; 𝑞, 𝑎) − 𝑥/𝜑(𝑞))2 ≪ 𝑥2 (log 𝑥)−𝐴
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provided that 𝑄 ≤ 𝑥(/log 𝑥)−𝐵 where 𝐵 = 𝐵(𝐴). Davenport & Halberstam
(1966) showed that one may take 𝐵 = 𝐴 + 5. Then Gallagher (1967) showed
that one may take 𝐵 = 𝐴 + 1 and Montgomery (1970, 1971) showed that
if 𝑥(log 𝑥)−𝐴 ≤ 𝑄 ≤ 𝑥, then the above is = 𝑄𝑥 log 𝑥 + 𝑂

(
𝑄𝑥 log(2𝑥/𝑄)

)
.

Hooley (1975) (see also Hooley, 1974), then introduced his inversion method
and established that for𝑄 in this same interval the above is = 𝑄𝑥 log𝑄− 𝑐𝑄𝑥 +
𝑂

(
𝑄5/4𝑥3/4) where 𝑐 = 𝐶0 + log(2𝜋) + ∑

𝑝
log 𝑝
𝑝 (𝑝−1) . Hooley then followed this

over a period of forty years with a long sequence of papers with the same
title investigating various aspects and generalisations of this result. Harper &
Soundararajan (2017) and Bretèche & Fiorilli (2023) have given lower bounds
for the expession displayed above, when 𝑥1/2 < 𝑄 ≤ 𝑥.

Hooley (1974, 2002) conjectured that
𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

(
𝜓(𝑥; 𝑞, 𝑎) −

𝜓(𝑥, 𝜒0 )
𝜑(𝑞)

)2
∼ 𝑥 log 𝑞

for 𝑞 in some range (depending on 𝑥). Hooley’s Conjecture is not known to hold
in any range, but Fiorilli (2015) has conjectured that it holds for (log log 𝑥)1+𝛿 ≤
𝑞 ≤ 𝑥 for any fixed 𝛿 > 0. Fiorilli & Martin (2023) have shown that the
expression above can be much larger than 𝑥 log 𝑞 when 𝑞 ≍ log log 𝑥.

More is known on the Generalised Riemann Hypothesis. The best that is
known is due to Goldston & Vaughan (1996). That and Montgomery (1970)
are based on applications of the Hardy–Littlewood methods which whilst more
complicated than the Hooley inversion method sometimes gives more insight
and suggests possible improvements. See for example Vaughan (2001, 2003a,b)
and the corresponding question concerning the distribution of squarefree num-
bers in arithmetic progression Vaughan (2005) and more general sequences
Vaughan (1998a,b). This is a very active area with many associated aspects.
See the survey article of Vaughan (2024), and references therein.
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21
Sieves II

21.1 Refresher on sieves

In this chapter we return to the topic of Chapter 3, (small) sieves, which we
now treat, at least initially, in some generality. However our object is to give
nothing much more than an introduction and some applications to what has
become a vast and complex subject. Readers who wish to see the many aspects
of the subject in more detail are advised to consult the standard reference on
the subject Friedlander & Iwaniec (2010). Let A = {𝑎𝑛} be a sequence of
nonnegative real numbers such that

𝐴 =
∑︁
𝑛∈Z

𝑎𝑛 < ∞. (21.1)

Usually this sequence has compact support, and most commonly, 𝑎𝑛 = 0 or 1.
Let 𝒫 be a set of primes, the sifting range, and define

𝑃(𝑧) =
∏
𝑝<𝑧
𝑝∈𝒫

𝑝. (21.2)

Then we are concerned with estimates for the quantity

𝑆(A ,𝒫, 𝑧) =
∑︁
𝑛∈Z

(𝑛,𝑃 (𝑧) )=1

𝑎(𝑛).

Here 𝑧 is often called the sifting level of the sifted set.
We find it useful to develop sieves with rather general weights. This facilitates

applications. For example, suppose that 𝐹 (𝒙) is a integral form of degree 𝑘 in 𝑠
variables and we are interested in the number of integer points 𝒙 in a box such
that 𝑁 − 𝐹 (𝒙) is prime, where 𝑁 is a large positive integer.

As we saw in §3.1 in the special case of sifting an interval, it is natural to

226
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suppose that we have some information concerning

A𝑚 = {𝑎𝑚 (𝑛) : 𝑛 ∈ Z}

where we define

𝑎𝑚 (𝑛) = 𝑎(𝑚𝑛).

This is usually in the form of an approximation for

𝐴(𝑚) =
∑︁
𝑛∈Z

𝑎𝑚 (𝑛),

when 𝑚 is squarefree and has all its prime factors in 𝒫, of the kind

𝐴(𝑚) = 𝑋𝜌(𝑚) + 𝑟 (𝑚) (21.3)

where 𝑋 is a large parameter and 𝜌 is a nonnegative multiplicative function.
Hopefully 𝑟 (𝑚) is relatively small compared with 𝑋𝜌(𝑚), at least on average
over some range of 𝑚. Often the 𝑟 (𝑚) are not explicitly known, but we assume
that there is a nonnegative function 𝑅(𝑚) available such that |𝑟 (𝑚) | ≤ 𝑅(𝑚).

Since

𝐴 = 𝐴(1) = 𝑋 + 𝑟 (1),

it is normal to expect that 𝑋 is a good approximation to 𝐴. Hence if 𝑎(𝑛) is the
characteristic function of the integers in an interval, then one would take 𝑋 to
be the length of the interval, and (21.3) holds with 𝜌(𝑚) = 1/𝑚 and 𝑅(𝑚) = 1.

If we are interested in the twin prime conjecture, then we might take 𝑎(𝑛)
to be the number of solutions of 𝑟 (𝑟 + 2) = 𝑛 in integers 𝑟 with 1 ≤ 𝑟 ≤ 𝑋 ,
and then (21.3) holds with 𝑚𝜌(𝑚) the number of solutions of 𝑥(𝑥 + 2) ≡ 0
(mod 𝑚) and with |𝑅(𝑚) | ≤ 𝑚𝜌(𝑚). Alternatively, we might take 𝑎(𝑛) to be
the characteristic function of numbers of the form 𝑝 + 2 with 𝑝 ≤ 𝑥. Then

𝐴(𝑚) = 𝜋(𝑥;𝑚,−2),

we take 𝒫 to be the set of primes 𝑝 > 2, and

𝑋 = li(𝑥), 𝜌(𝑚) = 1
𝜑(𝑚) .

A familiar way of writing the condition
(
𝑛, 𝑃(𝑧)

)
= 1 is to observe that∑︁

𝑚 |𝑞
𝜇(𝑚) =

{
1 (𝑞 = 1),
0 (𝑞 > 1).

However, as we saw in §3.1, the number of 𝑚 with 𝑚 |𝑃(𝑧) grows too rapidly
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for us to make good use of this identity. Thus we seek functions 𝜆± (𝑚) that are
one-sided approximations to 𝜇(𝑚) in the sense that∑︁

𝑚 |𝑞
𝜆− (𝑚) ≤

∑︁
𝑚 |𝑞

𝜇(𝑚) ≤
∑︁
𝑚 |𝑞

𝜆+ (𝑚)

for all 𝑞, where the support of the 𝜆± is controlled. Then

𝑋
∑︁

𝑚 |𝑃 (𝑧)
𝜆− (𝑚)𝜌(𝑚) +

∑︁
𝑚 |𝑃 (𝑧)

𝜆− (𝑚)𝑟 (𝑚) ≤ 𝑆(A ,𝒫, 𝑧)

≤ 𝑋
∑︁

𝑚 |𝑃 (𝑧)
𝜆+ (𝑚)𝜌(𝑚) +

∑︁
𝑚 |𝑃 (𝑧)

𝜆+ (𝑚)𝑟 (𝑚), (21.4)

which gives

𝑋
∑︁

𝑚 |𝑃 (𝑧)
𝜆− (𝑚)𝜌(𝑚) −

∑︁
𝑚 |𝑃 (𝑧)

|𝜆− (𝑚) |𝑅(𝑚) ≤ 𝑆(A ,𝒫, 𝑧)

≤ 𝑋
∑︁

𝑚 |𝑃 (𝑧)
𝜆+ (𝑚)𝜌(𝑚) +

∑︁
𝑚 |𝑃 (𝑧)

|𝜆+ (𝑚) |𝑅(𝑚). (21.5)

Suppose that, among all possible upper bound sifting functions 𝜆+, we take
the one that minimizes the right hand member above. By appealing to the
fundamental duality theorem of linear programming, it can be shown that there
exists a sequence of nonnegative 𝑎(𝑛) satisfying |𝐴(𝑚) − 𝑋𝜌(𝑚) | ≤ 𝑅(𝑚) for
all 𝑚, and which has the property that 𝑆(A ,𝒫, 𝑧) is equal to the upper bound
above. Similarly, if 𝜆− is chosen to maximize the lower bound on the left above,
then there is a choice of the 𝑎(𝑛) for which 𝑆(A ,𝒫, 𝑧) is equal to the lower
bound above. Details of this will be discussed in §H.2. The beautiful thing
about this is that when an optimal 𝜆+ can be found, and the worst case 𝑎(𝑛) is
also constructed, then each one proves that the other is optimal. Unfortunately,
we presently know of such optimal pairs in only a few isolated situations. See
§21.4.

As described in §3.1, Brun’s initial choice corresponds to taking for a suitable
positive integer 𝑟

𝒟
− = {𝑛 : 𝜔(𝑛) ≤ 2𝑟 − 1}, 𝒟

+ = {𝑛 : 𝜔(𝑛) ≤ 2𝑟}; (21.6)

thus 𝜇(𝑚)𝜆± (𝑚) is the characteristic function of 𝒟±.
We say that a set𝒟 of positive integers is divisor closed if for each 𝑛 ∈ 𝒟 all

positive divisors of 𝑛 are also members of𝒟. We now set𝒟 = {𝑑 |𝑃(𝑧) : 𝑑 ≤ 𝑧}.
In §3.2 we saw that the Selberg lambda-squared sieve gives a superior choice
of 𝜆+. To construct the Selberg upper bound sifting function we take 𝜆(𝑛) to be
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real-valued, supported on 𝒟, with 𝜆(1) = 1. Thus(∑︁
𝑙 |𝑞
𝜆(𝑙)

)2
=

∑︁
𝑚 |𝑞

∑︁
𝑙1 , 𝑙2

[𝑙1 ,𝑙2 ]=𝑚

𝜆(𝑙1)𝜆(𝑙2),

If 𝜆(𝑙1) ≠ 0 and 𝜆(𝑙2) ≠ 0, then 𝑙1 ≤ 𝑧, 𝑙2 ≤ 𝑧, and hence 𝑚 ≤ 𝑙1𝑙2 ≤ 𝑧2. This
gives an upper bound sifting function

𝜆+ (𝑚) =
∑︁
𝑙1 , 𝑙2

[𝑙1 ,𝑙2 ]=𝑚

𝜆(𝑙1)𝜆(𝑙2).

supported on the interval
[
1, 𝑧2] .

Thus

𝑆(𝒜,𝒫, 𝑧) ≤
∑︁
𝑙

∑︁
𝑚

𝜆(𝑙)𝜆(𝑚)
∑︁
𝑛

𝑎(𝑛[𝑙, 𝑚])

= 𝑋
∑︁
𝑙

∑︁
𝑚

𝜆(𝑙)𝜆(𝑚)𝜌( [𝑙, 𝑚]) + 𝑟

where

𝑟 =
∑︁
𝑙

∑︁
𝑚

𝜆(𝑙)𝜆(𝑚)𝑟 ( [𝑙, 𝑚]).

The interesting part is the main term 𝑋𝐹 where

𝐹 =
∑︁
𝑑

∑︁
𝑒

𝜆(𝑑)𝜆(𝑒)𝜌( [𝑑, 𝑒]).

We want to minimise this subject to the condition 𝜆(1) = 1, and in the special
case 𝜌(𝑛) = 1/𝑛 this we already did in §3.2. The general case involves no new
idea.

It is helpful to view 𝐹 as a quadratic form in the 𝝀. Our first objective
is to diagonalise 𝐹, and this can be done quite easily. Recall that we are
assuming that 𝜌(𝑑) > 0 for all 𝑑 ∈ 𝒟. Write (𝑑, 𝑒) = 𝑚, 𝑑 = 𝑞𝑚, 𝑒 = 𝑟𝑚,
so that (𝑞, 𝑟) = 1. Since 𝜌 is multiplicative and 𝑞𝑟𝑚 is squarefree we have
𝜌( [𝑑, 𝑒]) = 𝜌(𝑞𝑟𝑚) = 𝜌(𝑞𝑚)𝜌(𝑟𝑚)/𝜌(𝑚) and

𝐹 =
∑︁
𝑚

𝜌(𝑚)−1
∑︁
𝑞

∑︁
𝑟

(𝑞,𝑟 )=1

𝜆(𝑞𝑚)𝜆(𝑟𝑚)𝜌(𝑞𝑚)𝜌(𝑟𝑚).

Now we use the Möbius function to remove the condition (𝑞, 𝑟) = 1. Thus

𝐹 =
∑︁
𝑚

𝜌(𝑚)−1
∑︁
𝑙

𝜇(𝑙)
(∑︁
𝑑

𝜆(𝑑𝑙𝑚)𝜌(𝑑𝑙𝑚)
)2
.
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Next we collect the terms with 𝑙𝑚 = 𝑛 and observe that by multiplicativity that∑︁
𝑙,𝑚
𝑙𝑚=𝑛

𝜌(𝑚)−1𝜇(𝑙) =
∏
𝑝 |𝑛

1 − 𝜌(𝑝)
𝜌(𝑝) .

Denote this expression by 𝑔(𝑛)−1. Then we have

𝐹 =
∑︁
𝑛

𝑔(𝑛)−1
(∑︁
𝑑

𝜆(𝑑𝑛)𝜌(𝑑𝑛)
)2

where

𝑔(𝑛) =
∏
𝑝 |𝑛

𝜌(𝑝)
1 − 𝜌(𝑝) . (21.7)

Let

𝜈(𝑛) =
∑︁
𝑑

𝜆(𝑑𝑛)𝜌(𝑑𝑛) (𝑛 ∈ 𝒟).

We have

𝐹 =
∑︁
𝑛

𝑔(𝑛)−1𝜈(𝑛)2,

𝜈(𝑛) =
∑︁
𝑑

𝜆(𝑑𝑛)𝜌(𝑑𝑛) (𝑛 ∈ 𝒟).

There is a bijection between the 𝝀 and the 𝝂. We can view the transformation
from the one to the other as being by an upper triangular matrix, which is
obviously invertible. There is a standard number theoretic way of expressing
the inversion. Consider∑︁

𝑛

𝜇(𝑛)𝜈(𝑛𝑚) =
∑︁
𝑛

∑︁
𝑑

𝜆(𝑑𝑛)𝜌(𝑑𝑛𝑚)𝜇(𝑛).

Collecting the terms with 𝑛𝑑 = 𝑞 this becomes, for 𝑚 ∈ 𝒟,∑︁
𝑞

𝜆(𝑞𝑚)𝜌(𝑞𝑚)
∑︁
𝑛 |𝑞

𝜇(𝑛) = 𝜆(𝑚)𝜌(𝑚).

Hence

𝜆(𝑚)𝜌(𝑚) =
∑︁
𝑛

𝜈(𝑛𝑚)𝜇(𝑛) (𝑚 ∈ 𝒟).

Thus we are seeking to minimise

𝐹 =
∑︁
𝑛

𝑔(𝑛)−1𝜈(𝑛)2 under the condition
∑︁
𝑛

𝜈(𝑛)𝜇(𝑛) = 𝜆(1) = 1.
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Let 𝜃 = 1/∑𝑛∈𝒟 𝑔(𝑛). Then

𝐹 = =
∑︁
𝑛∈𝒟

(𝜈(𝑛) − 𝜃𝜇(𝑛)𝑔(𝑛))2

𝑔(𝑛) + 2𝜃
∑︁
𝑛

𝜈(𝑛)𝜇(𝑛) − 𝜃2
∑︁
𝑛

𝑔(𝑛)

=
∑︁
𝑛∈𝒟

(𝜈(𝑛) − 𝜃𝜇(𝑛)𝑔(𝑛))2

𝑔(𝑛) + 𝜃.

Obviously 𝐹 ≥ 𝜃 and the choice

𝜈(𝑛) = 𝜃𝜇(𝑛)𝑔(𝑛)

gives ∑︁
𝑛

𝜈(𝑛)𝜇(𝑛) = 1 and 𝐹 = 𝜃.

We have just shown that the minimum of 𝐹 is 𝜃 and the minimum is attained
when

𝜈(𝑛) = 𝜃𝜇(𝑛)𝑔(𝑛).

We can now invert the transform to recover the minimising 𝜆(𝑚). Recall that

𝜆(𝑚)𝜌(𝑚) =
∑︁
𝑛

𝜈(𝑛𝑚)𝜇(𝑛) (𝑚 ∈ 𝒟).

Thus the minimising 𝜆(𝑚) are given by

𝜆(𝑚) = 𝜃

𝜌(𝑚)
∑︁
𝑛

𝑔(𝑚𝑛)𝜇(𝑚𝑛)𝜇(𝑛) = 𝜃𝜇(𝑚) 𝑔(𝑚)
𝜌(𝑚)

∑︁
𝑛

𝑛𝑚∈𝒟

𝑔(𝑛).

We need to determine the 𝜆(𝑚) because they occur in the remainder term. Write

𝑔(𝑚)
𝜌(𝑚) =

∏
𝑝 |𝑚

1
1 − 𝜌(𝑝) =

∏
𝑝 |𝑚

(1 + 𝑔(𝑝)) =
∑︁
𝑑 |𝑚

𝑔(𝑑).

Thus

|𝜆(𝑚) | ≤ 𝜃
∑︁
𝑑 |𝑚

𝑔(𝑑)
∑︁
𝑛

𝑛𝑑∈𝒟
(𝑛,𝑚/𝑑)=1

𝑔(𝑛) = 𝜃
∑︁
𝑑 |𝑚

∑︁
𝑘

(𝑘,𝑚)=𝑑

𝑔(𝑘) = 1,

so

|𝜆(𝑚) | ≤ 1.
made proper
citeTheorem 21.1 (Selberg, 1947) Suppose that (21.3), (21.2) and (21.7) hold,
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and 𝜌 is multiplicative and satisfies 0 ≤ 𝜌(𝑝) < 1. Let 𝒟 be a divisor closed
subset of the divisors of 𝑃(𝑧). Then

𝑆(A ,𝒫, 𝑧) ≤ 𝑋∑
𝑛∈𝒟 𝑔(𝑛)

+
∑︁
𝑙∈𝒟

∑︁
𝑚∈𝒟

𝜆(𝑙)𝜆(𝑚)𝑟 ( [𝑙, 𝑚])

where 𝑔(𝑛) = ∏
𝑝 |𝑛

𝜌(𝑝)
1−𝜌(𝑝) . Moreover

|𝜆 | ≤ 1.

This bound is reminiscent of the arithmetical form of the large sieve, Theorem
19.13, but that, of course, is just an interval sieve.

Our main interest at this stage is to develop lower bound sieves, hopefully
in tandem with upper sieve bounds. For this purpose we introduce several new
parameters. Let

𝑉 (𝑧) =
∏
𝑝<𝑧
𝑝∈𝒫

(1 − 𝜌(𝑝)).

Then it is natural to suppose that 𝑋𝑉 (𝑧) ought to give us the size of 𝑆(A ,𝒫, 𝑧).
It is normal at this point in the discussion of “small” sieves to hypothesise that∑︁

𝑝≤𝑧
𝜌(𝑝) log 𝑝 = 𝜅 log 𝑧 +𝑂 (1)

where 𝜅 ≥ 0 is a constant, and this important number is usually referred to as
the sieve dimension. By partial summation it follows that∑︁

𝑝≤𝑧
𝜌(𝑝) = 𝜅 log log 𝑧 + 𝑐 +𝑂

(
(log 𝑧)−1)

where 𝑐 is a constant. Then by Mertens’ approximation, Theorem 2.7(e), we
deduce that

𝑉 (𝑧) = 𝑒−𝐶0𝜅𝔖(log 𝑧)−𝜅
(
1 +𝑂

(
(log 𝑧)−1) )

where

𝔖 =
∏
𝑝

1 − 𝜌(𝑝)
(1 − 1/𝑝)𝜅 .

For much of modern (small) sieve theory the weaker assumption that∑︁
𝑤≤𝑝≤𝑧

𝜌(𝑝) log 𝑝 ≤ 𝜅 log(𝑧/𝑤) + 𝐶

log𝑤

suffices.
At this point it is convenient to introduce an identity that generalises one

used in the proof of Theorem 7.11.
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made click-
able cite Lemma 21.2 (Buchstab’s identity, 1938) Suppose that 2 ≤ 𝑤 ≤ 𝑧. Then

𝑆(A ,𝒫, 𝑤) = 𝑆(A ,𝒫, 𝑧) +
∑︁

𝑤≤𝑝<𝑧
𝑆(A 𝑝 ,𝒫, 𝑝)

Proof The identity is immediate on observing that the difference

𝑆(A ,𝒫, 𝑤) − 𝑆(A ,𝒫, 𝑧)

is a sum over integers with at least one prime factor 𝑝 with 𝑤 ≤ 𝑝 < 𝑧 and
no prime factor 𝑝′ < 𝑤. Hence the identity follows by sorting these terms
according to their least prime factor. □

This identity has been very suggestive of a possible way to improve sieve
estimates. Consider the special case 𝑤 = 1, which asserts that

𝐴 −
∑︁
𝑝<𝑧

𝑆(A 𝑝 ,𝒫, 𝑝) = 𝑆(A ,𝒫, 𝑧).

If we have an upper bound sieve estimate, we could insert it in the sum on
the left and obtain a lower bound for 𝑆(A ,𝒫, 𝑧). We could then use this lower
bound in the sum on the left and obtain a new upper bound for 𝑆(A ,𝒫, 𝑧). It
was found that if one used initially a version of Brun’s sieve then the new upper
bound was stronger. This suggested an iterative procedure. Examination of the
limit of the process suggested a more direct route, which was first discovered
by Rosser in the 1950s and then rediscovered by Iwaniec.

Suppose that we can control suitably the behaviour of

𝑟 (𝑚)

when 𝑚 ≤ 𝑦 (the level of distribution of A ). We might hope that in some
generality there are smooth “fudge factors” 𝑓± (𝑠) with 𝑠 = log 𝑦

log 𝑧 which satisfy

𝑋𝑉 (𝑧) 𝑓− (𝑠)
(
1 + 𝑜(1)

)
≤ 𝑆(A ,𝒫, 𝑧) ≤ 𝑋𝑉 (𝑧) 𝑓+ (𝑠)

(
1 + 𝑜(1)

)
(21.8)

We note that the Buchstab identity has enabled us to guess that

𝑋𝑉 (𝑧) ∼ 𝑋𝑒−𝐶0𝜅𝔖(log 𝑧)−𝜅 = 𝔖
𝑋𝑒−𝐶0𝜅

(log 𝑋)𝜅
( log 𝑋

log 𝑧

)−𝜅
ought to be about the right size for the sifted set, at least when 𝑦 = 𝑋 . Thus we
might imagine that, for suitable 𝑓±,

𝔖
𝑋𝑒−𝐶0𝜅

(log 𝑋)𝜅 𝑠
𝜅 𝑓− (𝑠)

(
1 + 𝑜(1)

)
≤ 𝑆(𝒜,𝒫, 𝑧) ≤ 𝔖

𝑋𝑒−𝐶0𝜅

(log 𝑋)𝜅 𝑠
𝜅 𝑓+ (𝑠)

(
1 + 𝑜(1)

)
are the limits of the Buchstab identity iteration. It is also reasonable to suppose
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that the sum over 𝑝 can be replaced by an integral and retain asymptotic equality.
Finally put 𝑠 = log𝑋

log 𝑧 and 𝑡 = log𝑋
log𝑤 , divide by

𝔖
𝑋𝑒−𝐶0𝜅

(log 𝑋)𝜅

and let 𝑋 , 𝑤, 𝑧 go to infinity together so that the error terms tend to 0. We may
need to suppose that 𝛽 < 𝑠 < 𝑡 where 𝛽 is a positive constant. Then we find
that the 𝑓± satisfy

𝑡𝜅 𝑓± (𝑡) − 𝑠𝜅 𝑓± (𝑠) =
∫ 𝑡

𝑠

𝜅𝑢𝜅1 𝑓∓ (𝑢 − 1)𝑑𝑢, (21.9)

and hence that (
𝑡𝜅 𝑓± (𝑡)

) ′
= 𝜅𝑡𝜅−1 𝑓∓ (𝑡 − 1). (21.10)

We also know from the Brun sieve that if 𝑠 is large, then 𝑓± (𝑠) should be
asymptotically 1.

The analysis of the iterations can be quite complicated and instead we follow
the Rosser–Iwaniec approach. To set this up, write

𝜆(𝑚) = 𝜇(𝑚)𝜎(𝑚)

where we suppose that

𝜎(𝑚) = 0 or 1, 𝜎(1) = 1,

and define the least prime factor 𝑙 (𝑚) of 𝑚, so that

𝑙 (1) = 1, 𝑙 (𝑚) = min{𝑝 : 𝑝 |𝑚} (𝑚 > 1), (21.11)

and then define

𝜏(𝑚) = 𝜎(𝑚/𝑙 (𝑚)) − 𝜎(𝑚).

Theorem 21.3 Suppose that 𝑧 > 1. Then

𝑆(A ,𝒫, 𝑧) =
∑︁

𝑚 |𝑃 (𝑧)
𝜇(𝑚)𝜎(𝑚)𝐴(𝑚) +

∑︁
𝑚 |𝑃 (𝑧)

𝜇(𝑚)𝜏(𝑚)𝑆
(
A𝑚,𝒫, 𝑙 (𝑚)

)
Proof In the right hand side we substitute the definitions of 𝐴(𝑚) and
𝑆
(
A𝑚,𝒫, 𝑙 (𝑚)

)
. On interchanging the summation we find that∑︁

𝑛

𝑎(𝑛)
( ∑︁
𝑚 | (𝑛,𝑃 (𝑧) )

𝜇(𝑚)𝜎(𝑚) +
∑︁

𝑚 | (𝑛,𝑃 (𝑧) )(
𝑛,𝑃 (𝑙 (𝑚) )

)
=1

𝜇(𝑚)𝜏(𝑚)
)
.
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When
(
𝑛, 𝑃(𝑧)

)
= 1 the sums reduce to 𝜎(1) = 1. It remains to consider those

𝑛 of the form

𝑛 = 𝑛′𝑝𝑘1
1 · · · 𝑝𝑘𝑟𝑟

with
(
𝑛′, 𝑃(𝑧)

)
= 1 and 𝑧 > 𝑝1 > · · · > 𝑝𝑟 . Then the second inner sum is∑︁

1<𝑚 | 𝑝1 · · ·𝑝𝑟(
𝑝1 · · ·𝑝𝑟 ,𝑃 (𝑙 (𝑚) )

)
=1

𝜇(𝑚)
(
𝜎(𝑚/𝑙 (𝑚)) − 𝜎(𝑚)

)
.

The only 𝑚 which satisfy these summation conditions and give a non-zero
contribution have 𝑙 (𝑚) = 𝑝𝑟 and 𝑚 = 𝑗 𝑝𝑟 with 𝑗 |𝑝1 · · · 𝑝𝑟−1. Thus the above
sum is∑︁
𝑗 | 𝑝1 · · ·𝑝𝑟−1

𝜇( 𝑗 𝑝𝑟 )
(
𝜎( 𝑗) − 𝜎( 𝑗 𝑝𝑟 )

)
= −

∑︁
𝑗 | 𝑝1 · · ·𝑝𝑟−1

(
𝜇( 𝑗)𝜎( 𝑗) + 𝜇( 𝑗 𝑝𝑟 )𝜎( 𝑗 𝑝𝑟 )

)
= −

∑︁
𝑚 | 𝑝1 · · ·𝑝𝑟

𝜇(𝑚)𝜎(𝑚)

and this cancels out the terms in the first sum. □

Suppose that 𝜎± can be chosen so that

∓𝜇(𝑚)𝜏± (𝑚) ≥ 0
(
𝑚 |𝑃(𝑧)

)
. (21.12)

Then ∑︁
𝑚 |𝑃 (𝑧)

𝜇(𝑚)𝜎− (𝑚)𝐴(𝑚) ≤ 𝑆(A ,𝒫, 𝑧) ≤
∑︁

𝑚 |𝑃 (𝑧)
𝜇(𝑚)𝜎+ (𝑚)𝐴(𝑚)

and so

𝑋𝑆− + 𝑟− ≤ 𝑆(A ,𝒫, 𝑧) ≤ 𝑋𝑆+ + 𝑟+ (21.13)

where

𝑆± =
∑︁

𝑚 |𝑃 (𝑧)
𝜇(𝑚)𝜎± (𝑚)𝜌(𝑚) (21.14)

and

𝑟± =
∑︁

𝑚 |𝑃 (𝑧)
𝜇(𝑚)𝜎± (𝑚)𝑟 (𝑚). (21.15)

We can also use the theorem to compute a suitable approximation to the main
term. Suppose that

0 ≤ 𝜌(𝑝) < 1
(
𝑝 |𝑃(𝑧)

)
.
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Note that if 𝜌(𝑝) = 1 for some 𝑝, then almost nothing will survive the siev-
ing process and that would not be very interesting. Now define 𝑎 to be the
multiplicative function with

𝑎(𝑝𝑘) =
{
𝜌(𝑝)𝑘 (𝑝 ∈ 𝒫, 𝑝 < 𝑧 and 𝑘 ∈ N),
0 (𝑝 ∉ 𝒫 or 𝑝 ≥ 𝑧, and 𝑘 ∈ N)).

Then

𝐴 =
∏
𝑝<𝑧

(
1 − 𝜌(𝑝)

)−1
= 𝑉 (𝑧)−1,

and for 𝑚 |𝑃(𝑧)

𝐴(𝑚) = 𝑎(𝑚)
∑︁
𝑛

𝛼(𝑛) = 𝜌(𝑚)𝐴.

Moreover

𝑆
(
A𝑚,𝒫, 𝑙 (𝑚)

)
=

∑︁
𝑛, 𝑚 |𝑛

(𝑛,𝑃 (𝑙 (𝑚) )=1

𝑎(𝑛) =
∑︁
𝑘

(𝑘,𝑃 (𝑙 (𝑚) ) )=1

𝑎(𝑚𝑘) = 𝜌(𝑚)
𝑉

(
𝑙 (𝑚)

)
𝑉 (𝑧) .

Also 𝑆(𝑎,𝒫, 𝑧) = 𝑎(1) = 1. Thus by Theorem 21.3,

𝑉 (𝑧) =
∑︁

𝑚 |𝑃 (𝑧)
𝜇(𝑚)𝜎± (𝑚)𝜌(𝑚) +

∑︁
𝑚 |𝑃 (𝑧)

𝜇(𝑚)𝜏± (𝑚)𝜌(𝑚)𝑉
(
𝑙 (𝑚)

)
.

Thus, by (21.13) and (21.14), we have

Theorem 21.4 Suppose that for every prime 𝑝 ∈ 𝒫 with 𝑝 < 𝑧 we have
0 ≤ 𝜌(𝑝) < 𝑝 and for every 𝑚 |𝑃(𝑧) we have (21.12). Then

𝑋𝑆− + 𝑟− ≤ 𝑆(𝒜,𝒫, 𝑧) ≤ 𝑋𝑆+ + 𝑟+

where

𝑆± = 𝑉 (𝑧) −
∑︁

𝑚 |𝑃 (𝑧)
𝜇(𝑚)𝜏± (𝑚)𝜌(𝑚)𝑉

(
𝑙 (𝑚)

)
,

𝑅± =
∑︁

𝑚 |𝑃 (𝑧)
𝜇(𝑚)𝜎± (𝑚)𝑅(𝑚),

𝜎± (𝑚) = 0 or 1, 𝜎± (1) = 1,
∓𝜇(𝑚)

(
𝜎± (

𝑚/𝑙 (𝑚)
)
− 𝜎± (𝑚)

)
≥ 0,

and (21.3) holds.
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21.1.1 Exercises
1. Suppose that ℎ is an even positive integer and

𝑅(𝑥; ℎ) = card{𝑝1 ≤ 𝑥, 𝑝2 ≤ 𝑥 : 𝑝1 − 𝑝2 = ℎ}.

Let 𝑔 be the multiplicative function with 𝑔(2) = 0, 𝑔(𝑝) = 1
𝑝−2 when 𝑝 > 2

and 𝑔(𝑝𝑘) = 0 for all 𝑘 ≥ 2 and define

𝐿 =
∑︁
𝑛≤𝐷

(𝑛,2ℎ)=1

𝑔(𝑛).

Further, let 𝑓 (𝑞) denote the number of pairs 𝑙, 𝑚 of positive squarefree
integers 𝑙 ≤ 𝐷, 𝑚 ≤ 𝐷 such that [𝑙, 𝑚] = 𝑞.
(a) Prove that

𝑅(𝑥; ℎ) ≤ li(𝑥)𝐿−1 + 𝐷 +
∑︁
𝑞≤𝐷

(𝑞,ℎ)=1

𝑓 (𝑞)
����𝜋(𝑥; 𝑞, ℎ) − li(𝑥)

𝜑(𝑞) .
����

(b) Prove that if 𝑛 is squarefree then

𝑔(𝑛) = 1
𝜑(𝑛)

∑︁
𝑚 |𝑛

𝑔(𝑚)

and

𝐿 =
∑︁
𝑚≤𝐷

(𝑚,2ℎ)=1

𝑔(𝑚)
𝜑(𝑚)

∑︁
𝑙≤𝐷/𝑚

(𝑙,2ℎ𝑚)=1

𝜇(𝑙)2

𝜑(𝑙) .

(c) Prove that (cf. the argument after (3.18)) that if 𝑌 ≥ 1, then

𝑘

𝜑(𝑘)
∑︁
𝑙≤𝑌

(𝑙,𝑘 )=1

𝜇(𝑙)2

𝜑(𝑙) ≥
∑︁
𝑚≤𝑌

𝜇(𝑚)2

𝜑(𝑚) ≥ log𝑌

(d) Prove that

𝐿 ≥
∑︁
𝑚≤𝐷

(𝑚,2ℎ)=1

𝑔(𝑚)𝜑(2ℎ𝑚)
2ℎ𝑚𝜑(𝑚) log

𝐷

𝑚

= (log𝐷) 𝜑(2ℎ)
2ℎ

∏
𝑝∤2ℎ

(
1 + 1

𝑝(𝑝 − 2)

)
+𝑂 (1).

2. Prove that, uniformly in 𝑥 and ℎ,

𝑅(𝑥; ℎ) ≤ 4𝔖(ℎ)𝑥
(log 𝑥)2

(
1 +𝑂

( log log 𝑥
log 𝑥

))
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where

𝔖(ℎ) = 𝑐(ℎ) = 2ℎ
𝜑(2ℎ)

∏
𝑝∤2ℎ

𝑝(𝑝 − 2)
(𝑝 − 1)2 = 𝑐

∏
𝑝 |ℎ
𝑝>2

𝑝 − 1
𝑝 − 2

,

𝑐(ℎ) is the constant of Corollary 3.14, and 𝑐 is the constant of Theorem 3.10
and (20.28) (cf. Exercise 19.2.1.8 with 𝑘 = 2).check ex no

3. Suppose that 𝐽 ≤ 𝐻 ≤ log 𝑁 . By combining (20.35) and the previous
question show that

1
2
𝐻𝑁 log 𝑁 + 2

𝐽∑︁
ℎ=1

(𝐻 − ℎ)𝑅(𝑁, ℎ) + 8
𝐻∑︁

ℎ=𝐽+1
(𝐻 − ℎ)𝔖(ℎ)𝑁

≥ 𝐻2𝑁 +𝑂
(
𝐻𝑁 (log log 𝑁)2) .

(a) Deduce that

1
2
𝐻𝑁 log 𝑁 + 2

𝐽∑︁
ℎ=1

(𝐻 − ℎ)𝑅(𝑁, ℎ) + 4(𝐻 − 𝐽)2𝑁

≥ 𝐻2𝑁 +𝑂
(
𝐻𝑁 (log log 𝑁)2) .

(b) Let

𝐽 =

(2 +
√

3
8

+ 𝜀
)

log 𝑁, 𝐻 =
3 + 2

√
3

12
log 𝑁.

Prove that if 𝑁 is large, then
𝐽∑︁
ℎ=1

(𝐻 − ℎ)𝑅(𝑁, ℎ) > 0

(c) Prove that

lim inf
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛
log 𝑝𝑛

≤ 2 +
√

3
8

= 0.466506 · · ·

4. Let 𝑥 be a large real number and define

𝑅(𝑛) =
∑︁

3≤𝑝1≤𝑥

∑︁
𝑝2≥3

𝑝1+𝑝2=𝑛

log 𝑝1,

and 𝑓𝑛 (𝑞) to be the multiplicative function with 𝑓𝑛 (𝑝𝑘) = 1/(𝑝 − 2) when
𝑘 = 1, 𝑝 ∤ 𝑛 and 𝑝 is odd, and 𝑓𝑛 (𝑝) = 0 otherwise. Let 𝑦 = 𝑥(log 𝑥)−𝐵 for
a suitable constant 𝐵 and write

𝐿 (𝑛) =
∑︁
𝑞≤𝑦1/2

𝑓𝑛 (𝑞).
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(a) Prove that ∑︁
𝑥<𝑛≤2𝑥

𝑅(𝑛)𝐿 (𝑛) ≤
∑︁

𝑥<𝑛≤2𝑥
𝑅 (𝑛)>0

𝜗(𝑥) +𝑂
(
𝑥2 (log 𝑥)−𝐴

)
.

(b) Prove that

𝐿 (𝑛) ≥
( ∏
𝑝 |𝑛
𝑝>2

𝑝 − 2
𝑝 − 1

) ∑︁
𝑞≤𝑦1/2

2∤𝑞

𝜇(𝑞)2

𝜑1 (𝑞)

where
𝜑1 (𝑞) =

∏
𝑝 |𝑞

(𝑝 − 2).

(c) Prove that

card{𝑛 ∈ (𝑥, 2𝑥] : 𝑅(𝑛) > 0}

≥ log 𝑦
4𝜗(𝑥)

∫ 2𝑥

3

min(𝑢, 2𝑥 − 𝑢)
log 𝑢

𝑑𝑢 +𝑂
(
𝑥(log 𝑥)−1) .

(d) Let 𝑁 (𝑥) denote the number of even numbers 𝑛 ≤ 𝑥 such that 𝑛 is the
sum of two odd primes. Deduce that

lim inf
𝑥→∞

𝑁 (𝑥)
𝑥

≥ 1
4
.

5. Suppose that 𝑠 ≥ 3 and 𝑘 ≥ 2, and let 𝑁 (𝑌 ) denote the number of ordered
𝑠-tuples of integers y ∈ [1, 𝑌 ]𝑠 such that 𝑦𝑘1 + · · · + 𝑦𝑘𝑠 is prime. Prove that

𝑁 (𝑌 ) ≪ 𝑌 𝑠

log𝑌
6. Suppose that for a constant 𝐶 ≥ 1 we have 0 ≤ 𝜌(𝑝) ≤ 𝐶/𝑝 and that for
𝑚 |𝑃(𝑧) we have |𝑅(𝑚) | ≤ 𝑚𝜌(𝑚). Let 𝑘 ∈ N

(a) Prove that ����� ∑︁
𝑚 |𝑃 (𝑧)
𝜔 (𝑚)≤𝑘

𝜇(𝑚)𝑅(𝑚)
����� ≤ 𝐶𝑘𝑧𝑘 ,

and that����� ∑︁
𝑚 |𝑃 (𝑧)
𝜔 (𝑚)=𝑘+1

𝜌(𝑚)
𝑉

(
𝑙 (𝑚)

)
𝑉 (𝑧)

�����
≤ 1

(𝑘 + 1)!

( ∑︁
𝑝<𝑧

𝜌(𝑝)
)𝑘+1

exp
( ∑︁
𝑝<𝑧

1
1 − 𝜌(𝑝)

)
.
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(b) Suppose further that there are constants 𝜅 ≥ 0 and 𝐶1 ≥ 0 such that for
𝑧 ≥ 3 we have ∑︁

𝑝<𝑧

𝜌(𝑝) < 𝜅 log log 𝑧 + 𝐶1.

Prove that����� ∑︁
𝑚 |𝑃 (𝑧)
𝜔 (𝑚)=𝑘+1

𝜌(𝑚)
𝑉

(
𝑙 (𝑚)

)
𝑉 (𝑧)

����� ≪ 1
(𝑘 + 1)! (𝜅 log log 𝑧 + 𝐶1)𝑘+1 (log 𝑧)𝜅 .

(c) By taking 𝜎± (𝑚) to be the characteristic function of the sets 𝒟± given
by (21.6), or otherwise, prove that

𝑋𝑉 (𝑧) − 𝐸 (2𝑟 − 1) ≤ 𝑆(A ,𝒫, 𝑧) ≤ 𝑋𝑉 (𝑧) + 𝐸 (2𝑟)

where

𝐸 (𝑘) ≪ 𝑋𝑉 (𝑧)
(𝑘 + 1)! (𝜅 log log 𝑧 + 𝐶1)𝑘+1 (log 𝑧)𝜅 + (𝐶𝑧)𝑘 .

(d) Show that there is a positive constant 𝐶2 such that if

3 ≤ 𝑧 ≤ exp
(
𝐶2

log 𝑋
log log 𝑋

)
,

then

𝑆(A ,𝒫, 𝑧) = 𝑋𝑉 (𝑧)
(
1 +𝑂 (log−10 𝑧)

)
+𝑂 (𝑋1−𝐶2 ).

21.2 The Rosser–Iwaniec sieve

We are ultimately concerned with the 1-dimensional sieve, but initially there
is no need to distinguish any one particular value of 𝜅. We will find that there
is a point at which there is a tricky convergence problem. For simplicity we
will give a treatment of this only when 𝜅 = 1. In principle the method can be
adapted for all 𝜅, and gives the best results that are known when 0 < 𝜅 ≤ 1.
In particular it can be shown to be optimal when 𝜅 = 1

2 and 1. We would add
that we are not aware of any interesting applications of dimension 𝜅 > 1 which
cannot be treated more effectively by other methods.

In addition to the rôle played by 𝑧, we introduce two further parameters

𝛽 ≥ 1 (21.16)

and 𝑦 ≥ 2, which will give us some finer control of the lower bound and the
error term. The quality of the final results will depend on 𝛽, and we will see



21.2 The Rosser–Iwaniec sieve 241

that there is a choice for each 𝜅 which maximises the range on which one can
obtain a positive lower bound.

Let

𝜐± (𝑚) =
{

0 when 𝜇(𝑚) = ∓1 and 𝑙 (𝑚) ≥ (𝑦/𝑚)1/𝛽 ,

1 otherwise

where 𝑙 (𝑚) is given by (21.11). We consider 𝜅 to be fixed. In the notation
introduced in the previous section, let 𝜎± (1) = 1 and when 𝑚 = 𝑝1 · · · 𝑝𝑘 with
𝑝1 > 𝑝2 > · · · > 𝑝𝑘 let

𝜎± (𝑚) =
𝑘∏
𝑢=1

𝜐± (𝑝1 · · · 𝑝𝑢),

𝜏± (𝑚) = 𝜎± (
𝑚/𝑙 (𝑚)

)
− 𝜎± (𝑚) = 𝜎± (

𝑚/𝑙 (𝑚)
) (

1 − 𝜐± (𝑚)
)
.

Clearly

𝜎± (𝑚) = 0 or 1, 𝜏± (𝑚) = 0 or 1

and it is readily checked that 𝜎± (𝑚) = 0 when 𝑚 > 𝑦. Moreover if 𝜏± (𝑚) = 1,
then 𝜐± (𝑚) = 0 and so 𝜇(𝑚) = ∓1. Hence

±𝜇(𝑚)𝜏± (𝑚) ≥ 0 for all 𝑚 |𝑃(𝑧). (21.17)

Thus the hypothesis of Theorem 21.4 is satisfied.
There is an extremely useful way of describing the sets of 𝑚 for which

𝜏± (𝑚) = 1. Let 𝒟𝑘 (𝑦, 𝑧) denote the set of divisors 𝑚 of 𝑃(𝑧) of the form

𝑚 = 𝑝1 · · · 𝑝𝑘 with

𝑝1 > 𝑝2 > · · · > 𝑝𝑘 , 𝑝1 · · · 𝑝𝑘−1𝑝
𝛽+1
𝑘

≥ 𝑦, and 𝑝1 · · · 𝑝𝑘−2 𝑗−1𝑝
𝛽+1
𝑘−2 𝑗 < 𝑦

whenever 1 ≤ 𝑗 < 𝑘/2. When 𝑘 ≥ 3 and 𝑘 is odd the case 𝑗 = 1 is interpreted
as 𝑝𝛽+1

1 < 𝑦. Then define

𝑆𝑘 (𝑦, 𝑧) =
∑︁

𝑚∈𝒟𝑘 (𝑦,𝑧)
𝜌(𝑚)𝑉

(
𝑙 (𝑚)

)
. (21.18)

Note that 𝑆𝑘 (𝑦, 𝑧) = 0 when 𝑘 ≥ 3 and 2𝛽+𝑘−2 ≥ 𝑦, so the series below are in
fact finite.

Theorem 21.5 Let 𝑆𝑘 (𝑦, 𝑧) be as in (21.18). Then we have

𝑋𝑆− (𝑦, 𝑧) + 𝑅− ≤ 𝑆(𝒜,𝒫, 𝑧) ≤ 𝑋𝑆+ (𝑦, 𝑧) + 𝑅+
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where

𝑆+ (𝑦, 𝑧) = 𝑉 (𝑧) +
∞∑︁
𝑟=1

𝑆2𝑟−1 (𝑦, 𝑧),

𝑆− (𝑦, 𝑧) = 𝑉 (𝑧) −
∞∑︁
𝑟=1

𝑆2𝑟 (𝑦, 𝑧),

and 𝑅± satisfies (21.15) and so

|𝑅± | ≤ 𝑅∗ =
∑︁
𝑚<𝑦
𝑚 |𝑃 (𝑧)

|𝑅(𝑚) |. (21.19)

At this point we can see already that 𝑦 can be used as a means of controlling
the size of 𝑅∗. The initial problem is the convergence of the infinite series when
we replace the terms by smooth approximations.

Proof The expressions for 𝑆± (𝑦, 𝑧) follow from our discussion above con-
cerning the 𝑚 for which 𝜏± (𝑚) = 1.

To estimate 𝑅± we need only consider those 𝑚 = 𝑝1 · · · 𝑝𝑘 with 𝑝1 > 𝑝2 >

· · · > 𝑝𝑘 for which 𝜎± (𝑚) ≠ 0. Then 𝜐± (𝑞) = 1 for 𝑞 |𝑚 and so for either 𝑢 = 𝑘

or 𝑢 = 𝑘 − 1 we have

𝑝
𝛽+1
𝑢 𝑝𝑢−1 · · · 𝑝1 < 𝑦.

By (21.16) we have 𝛽 ≥ 1. Hence 𝑚 < 𝑦. □

We now have to investigate 𝑆± (𝑦, 𝑧). It will surely be no great surprise to
find that there is an iterative relationship between the 𝑆𝑘 . To better understand
it we introduce as an important parameter, namely the ratio

𝑠 =
log 𝑦
log 𝑧

.

For 𝑠 > 0 and 𝑘 = 1, 2, . . . we define

𝑔𝑘 (𝑦, 𝑠) = 𝑉 (𝑦1/𝑠)−1𝑆𝑘 (𝑦, 𝑦1/𝑠). (21.20)

Suppose 𝑘 ≥ 2. Then for 𝑚 ∈ 𝒟𝑘 (𝑦, 𝑧) we have 𝑚 = 𝑝1 · · · 𝑝𝑘 with

𝑝1 > 𝑝2 > · · · > 𝑝𝑘 , 𝑝1 · · · 𝑝𝑘−1𝑝
𝛽+1
𝑘

≥ 𝑦, and 𝑝1 · · · 𝑝𝑘−1−2 𝑗 𝑝
𝛽+1
𝑘−2 𝑗 < 𝑦

whenever 𝑗 ≥ 1. These inequalities can be rewritten as

𝑝2 · · · 𝑝𝑘−1𝑝
𝛽+1
𝑘

≥ 𝑦/𝑝1, 𝑝2 · · · 𝑝𝑘−1−2 𝑗 𝑝
𝛽+1
𝑘−2 𝑗 < 𝑦/𝑝1 (1 ≤ 𝑗 < 𝑘/2),

and also 𝑝1 < 𝑦1/(𝛽+1) when 𝑘 is odd and 𝑘 ≥ 3. Thus 𝑚 is of the form 𝑝𝑚′
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with 𝑚′ ∈ 𝒟𝑘−1 (𝑦/𝑝, 𝑝) and additionally 𝑝 < 𝑦1/(𝛽+1) when 𝑘 is odd, and
every such 𝑚 is in 𝒟𝑘 (𝑦, 𝑧). Thus, by (21.18),

𝑆2𝑟+1 (𝑦, 𝑧) =
∑︁

𝑝<min{𝑦1/(𝛽+1) ,𝑧}
𝜌(𝑝)𝑆2𝑟 (𝑦/𝑝, 𝑝),

𝑆2𝑟 (𝑦, 𝑧) =
∑︁
𝑝<𝑧

𝜌(𝑝)𝑆2𝑟−1 (𝑦/𝑝, 𝑝).

Thus, by (21.20), these relations can be rewritten as

𝑔2𝑟+1 (𝑦, 𝑠) =
∑︁
𝑝

max{𝛽+1,𝑠}< log 𝑦
log 𝑝

𝜌(𝑝) 𝑉 (𝑝)
𝑉 (𝑦1/𝑠)

𝑔2𝑟

( 𝑦
𝑝
,

log 𝑦
log 𝑝

− 1
)

(21.21)

𝑔2𝑟 (𝑦, 𝑠) =
∑︁
𝑝

𝑠<
log 𝑦
log 𝑝

𝜌(𝑝) 𝑉 (𝑝)
𝑉 (𝑦1/𝑠)

𝑔2𝑟−1

( 𝑦
𝑝
,

log 𝑦
log 𝑝

− 1
)
. (21.22)

Note that in (21.21), when 𝑠 ≤ 𝛽 + 1,

𝑔2𝑟+1 (𝑦, 𝑠)𝑉 (𝑦1/𝑠)

is independent of 𝑠, so

𝑔2𝑟+1 (𝑦, 𝑠) =
𝑉 (𝑦1/(𝛽+1)
𝑉 (𝑦1/𝑠)

𝑔2𝑟+1 (𝑦, 𝛽 + 1). (21.23)

Consider the case 𝑘 = 1. Then

𝑆1 (𝑦, 𝑧) =
∑︁

𝑦1/(𝛽+1) ≤𝑝<𝑧
𝜌(𝑝)𝑉 (𝑝),

and so
𝑆1 (𝑦, 𝑧) = 0 when 𝑧 ≤ 𝑦1/(𝛽+1) .

Now suppose that 𝑧 > 𝑦1/(𝛽+1) . The identity
𝑛∑︁
𝑚=1

𝑥𝑚

𝑚−1∏
𝑙=1

(1 − 𝑥𝑙) = 1 − (1 − 𝑥1) · · · (1 − 𝑥𝑛) (21.24)

is easily proved by induction on 𝑛, and gives

𝑆1 (𝑦, 𝑧) = 𝑉 (𝑦1/(𝛽+1) ) −𝑉 (𝑧).

Thus

𝑔1 (𝑦, 𝑠) =


𝑉 (𝑦1/(𝛽+1) )
𝑉 (𝑦1/𝑠)

− 1 when 0 < 𝑠 ≤ 𝛽 + 1,

0 when 𝑠 > 𝛽 + 1.
(21.25)
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To make further progress we have to input some information which corresponds
to the dimension of the sieve. Thus we assume that there is a positive constant
𝐶 such that

𝑉 (𝑤)
𝑉 (𝑧) <

( log 𝑧
log𝑤

)𝜅 (
1 + 𝐶

log𝑤

)
(2 ≤ 𝑤 < 𝑧). (21.26)

Therefore

𝑔1 (𝑦, 𝑠) < 𝐺1 (𝑠) +
𝐶 (𝛽 + 1)𝜅+1

𝑠𝜅 log 𝑦
(21.27)

where

𝐺1 (𝑠) =
{
(𝛽 + 1)𝜅 𝑠−𝜅 − 1 when 0 ≤ 𝑠 < 𝛽 + 1,
0 when 𝑠 ≥ 𝛽 + 1.

(21.28)

Interestingly, 𝐺1 is independent of 𝑦.
The form of (21.26) is not the most useful for all our purposes. Although we

will only use it later, in the case 𝜅 = 1, it is convenient to establish here the
following lemma.

Lemma 21.6 Suppose that 0 ≤ 𝜌(𝑝) < 1 and that (21.26) holds.

(a) If 2 ≤ 𝑤 < 𝑧, then ∑︁
𝑤≤𝑝<𝑧

𝜌(𝑝) < 𝜅 log
log 𝑧
log𝑤

+ 𝐶

log𝑤
. (21.29)

(b) Suppose that 𝑠 < 𝑢, 2 ≤ 𝑦1/𝑢 < 𝑦1/𝑠 , that 𝜂 is nonnegative, continuous and
decreasing on [𝑠, 𝑢], and differentiable on (𝑠, 𝑢) with a continuous and
uniformly bounded derivative. Then∑︁

𝑦1/𝑢≤𝑝<𝑦1/𝑠

𝜌(𝑝) 𝑉 (𝑝)
𝑉 (𝑦1/𝑠)

𝜂

( log 𝑦
log 𝑝

)
≤ 𝑠−𝜅

∫ 𝑢

𝑠

𝜅𝑡𝜅−1𝜂(𝑡)𝑑𝑡 + 𝐶𝑢
𝜅+1𝑠−𝜅𝜂(𝑠)

log 𝑦
. (21.30)

Proof The bound (21.29) is immediate from (21.26) on observing that∑︁
𝑤≤𝑝<𝑧

𝜌(𝑝) ≤ log
𝑉 (𝑤)
𝑉 (𝑧) .

To prove (21.30), let

𝑇 (𝑡) =
∑︁

𝑦1/𝑡≤𝑝<𝑦1/𝑠

𝜌(𝑝) 𝑉 (𝑝)
𝑉 (𝑦1/𝑠)

,
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so that our sum is

𝑇 (𝑢)𝜂(𝑢) −
∫ 𝑢

𝑠

𝑇 (𝑡)𝜂′ (𝑡) 𝑑𝑡. (21.31)

Then, as in the proof of (21.25), combined with (21.26),

𝑇 (𝑡) = 𝑉 (𝑦1/𝑡 )
𝑉 (𝑦1/𝑠)

− 1 <
( 𝑡
𝑠

)𝜅
− 1 + 𝐶𝑡𝜅+1

𝑠𝜅 log 𝑦
.

Since 𝜂′ (𝑡) ≤ 0, inserting this in (21.31) gives the upper bound((𝑢
𝑠

)𝜅 (
1 + 𝐶𝑢

log 𝑦

)
− 1

)
𝜂(𝑢) −

∫ 𝑢

𝑠

(( 𝑡
𝑠

)𝜅 (
1 + 𝐶𝑡

log 𝑦

)
− 1

)
𝜂′ (𝑡) 𝑑𝑡.

Then integration by parts gives

𝐶𝑠𝜂(𝑠)
log 𝑦

+
∫ 𝑢

𝑠

( 𝜅𝑡𝜅−1

𝑠𝜅
+ 𝐶 (𝜅 + 1)𝑡𝜅

𝑠𝜅 log 𝑦

)
𝜂(𝑡) 𝑑𝑡.

Rearranging gives

𝑠−𝜅
∫ 𝑢

𝑠

𝜅𝑡𝜅−1𝜂(𝑡) 𝑑𝑡 + 𝐶𝑠𝜂(𝑠)
log 𝑦

+ 𝑠−𝜅
∫ 𝑢

𝑠

𝐶 (𝜅 + 1)𝑡𝜅
log 𝑦

𝜂(𝑡) 𝑑𝑡.

In the second integral we replace 𝜂(𝑡) by its upper bound 𝜂(𝑠) and integrate.
Part (b) follows. □

We need to consider what to do with 𝑔𝑘 when 𝑘 > 1. If for some 𝑘 and
suitably smooth 𝐺𝑘 (𝑠) we have

𝑔𝑘 (𝑦, 𝑠) ≲ 𝐺𝑘 (𝑠),

then the relations (21.21) and (21.22) suggest that, at least for larger 𝑠,

𝑔𝑘+1 (𝑦, 𝑠) ≲
∑︁
𝑝

𝑠<
log 𝑦
log 𝑝

𝜌(𝑝)
( log 𝑦
𝑠 log 𝑝

)𝜅
𝐺𝑘

( log 𝑦
log 𝑝

− 1
)

∼ 𝑠−𝜅
∫ ∞

𝑠

𝜅𝑡𝜅−1𝐺𝑘 (𝑡 − 1) 𝑑𝑡.

This in turn suggests that 𝐺𝑘 should be defined by (21.28) and that

𝐺2𝑟 (𝑠) = 𝑠−𝜅
∫ ∞

𝑠

𝜅𝑡𝜅−1𝐺2𝑟−1 (𝑡 − 1) 𝑑𝑡 (𝑠 ≥ 𝛽), (21.32)

𝐺2𝑟+1 (𝑠) = 𝑠−𝜅
∫ ∞

max(𝛽+1,𝑠)
𝜅𝑡𝜅−1𝐺2𝑟 (𝑡 − 1) 𝑑𝑡 (𝑠 > 0). (21.33)

At this point we need to observe that, at least when 𝑘 = 1,𝐺1 (𝑡−1) ≍ (𝑡−1)−𝜅
and so we need to suppose that

𝛽 ≥ 1 (𝜅 < 1), 𝛽 > 1 (𝜅 ≥ 1).
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By an easy induction on 𝑘 we find that

𝐺𝑘 (𝑠) = 0 when 𝑠 ≥ 𝛽 + 𝑘.

Let

ℎ2𝑞−1 (𝑦, 𝑠) =
𝑞∑︁
𝑟=1

𝑔2𝑟−1 (𝑦, 𝑠), (21.34)

ℎ2𝑞 (𝑦, 𝑠) =
𝑞∑︁
𝑟=1

𝑔2𝑟 (𝑦, 𝑠), (21.35)

𝐻2𝑞−1 (𝑠) =
𝑞∑︁
𝑟=1

𝐺2𝑟−1 (𝑠), (21.36)

𝐻2𝑞 (𝑠) =
𝑞∑︁
𝑟=1

𝐺2𝑟 (𝑠). (21.37)

The aim is to show that the first two sums can be approximated by the second
two, with an error that cam be controlled. With quite a lot of work it can be
shown that there is a positive number 𝛿 such that

𝑋𝑉 (𝑧)
(
𝑓− (𝑠) +𝑂

( 𝑠1−𝜅𝑒−𝑠

(log 𝑦) 𝛿
))

− 𝑅∗

≤ 𝑆(A ,𝒫, 𝑧) ≤ 𝑋𝑉 (𝑧)
(
𝑓+ (𝑠) +𝑂

( 𝑠−𝜅𝑒−𝑠
(log 𝑦) 𝛿

))
+ 𝑅∗ (21.38)

where

𝑓+ (𝑠) = 1 +
∞∑︁
𝑟=1

𝐺2𝑟−1 (𝑠) (𝑠 > 0), (21.39)

𝑓− (𝑠) = 1 −
∞∑︁
𝑟=1

𝐺2𝑟 (𝑠) (𝑠 ≥ 𝛽). (21.40)

It then follows by (21.28), (21.32) and (21.33) that 𝑓+ (𝑠) is differentiable for
𝑠 > 0,≠ 𝛽 + 1 and continuous at 𝑠 = 𝛽 + 1, that 𝑓− is differentiable for 𝑠 > 𝛽,
and continuous from the right at 𝑠 = 𝛽, and that

𝑓+ (𝑠) = (𝛽 + 1)𝜅 𝑓+ (𝛽 + 1)𝑠−𝜅 (0 < 𝑠 < 𝛽 + 1) (21.41)(
𝑠𝜅 𝑓+ (𝑠)

) ′
= 𝜅𝑠𝜅−1 𝑓− (𝑠 − 1) (𝑠 > 𝛽 + 1), (21.42)(

𝑠𝜅 𝑓− (𝑠)
) ′
= 𝜅𝑠𝜅−1 𝑓+ (𝑠 − 1) (𝑠 > 𝛽). (21.43)

It is perhaps not surprising that these are essentially the same relationships that
we adduced from the Buchstab identity, vide (21.9) and (21.10).
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21.2.1 Convergence
We assume hence forward that 𝜅 = 1 and that 1.75 ≤ 𝛽 ≤ 3.

Lemma 21.7 When 𝑠 ≥ 𝛽 let

𝜛(𝑠, 𝛽) = 𝑒𝑠𝑠−1
∫ ∞

𝑠

(𝑡 − 1)−1𝑒− max(𝛽,𝑡−2) 𝑑𝑡

and

Υ(𝛽) = sup
𝑠≥𝛽

𝜛(𝑠, 𝛽).

Then 0 < Υ(𝛽) < 1.

Proof Suppose first that 𝑠 > 𝛽 + 2. Then

𝜛(𝑠) = 𝑒𝑠𝑠−1
∫ ∞

𝑠

(𝑡 − 1)−1𝑒2−𝑡 𝑑𝑡

and

𝜛′ (𝑠) = 𝑒𝑠 (𝑠 − 1)𝑠−2
∫ ∞

𝑠

(𝑡 − 1)−1𝑒2−𝑡 𝑑𝑡 − 𝑒2𝑠−1 (𝑠 − 1)−1

< 𝑒2
(

1
𝑠2 − 1

𝑠(𝑠 − 1)

)
< 0.

Hence

𝜛(𝑠) ≤ 𝜛(𝛽 + 2) = 𝑒𝛽+2 (𝛽 + 2)−1
∫ ∞

𝛽+2
(𝑡 − 1)−1𝑒2−𝑡 𝑑𝑡

<
𝑒2

(𝛽 + 2) (𝛽 + 1) ≤ 16𝑒2

165
< 1.

Now suppose that 𝛽 ≤ 𝑠 ≤ 𝛽 + 2. Then

𝜛(𝑠) = 𝑒𝑠−𝛽

𝑠

(
log

𝛽 + 1
𝑠 − 1

+ 𝐼 (𝛽)
)

where for brevity we have written

𝐼 (𝛽) =
∫ ∞

0

𝑒−𝑢

𝛽 + 1 + 𝑢 𝑑𝑢.

If

sup
𝛽≤𝑠≤𝛽+2

𝜛(𝑠) = max{𝜛(𝛽), 𝜛(𝛽 + 2)},
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then in view of the bound above for 𝜛(𝛽 + 2), it suffices to deal with 𝜛(𝛽). It
is readily checked that

𝜛(𝛽) = 1
𝛽

log
(
1 + 2

𝛽 − 1

)
+ 𝐼 (𝛽)

𝛽

is a decreasing function of 𝛽. Hence

𝜛(𝛽) ≤ 4
7

(
log

11
3

+ 𝐼 (7/4)
)
<

4
7

(
log

11
3

+ 4
11

)
< 1.

It remains to deal with the possibility that

sup
𝛽≤𝑠≤𝛽+2

𝜛(𝑠) = 𝜛(𝑠0) > max{𝜛(𝛽), 𝜛(𝛽 + 2)}

for some 𝑠0 with 𝛽 < 𝑠0 < 𝛽 + 2. We have

𝜛′ (𝑠) = 𝑒𝑠−𝛽 𝑠 − 1
𝑠2

(
log

𝛽 + 1
𝑠 − 1

+ 𝐼 (𝛽)
)
− 𝑒𝑠−𝛽

𝑠(𝑠 − 1)
and

𝜛′ (𝑠0) = 0.

Thus

log
𝛽 + 1
𝑠0 − 1

+ 𝐼 (𝛽) = 𝑠0

(𝑠0 − 1)2 . (21.44)

We also have

𝜛′′ (𝑠) = 𝑒𝑠−𝛽
(1
𝑠
− 2
𝑠2 + 2

𝑠3

) (
log

𝛽 + 1
𝑠 − 1

+ 𝐼 (𝛽)
)

+ 𝑒𝑠−𝛽
( 2𝑠 − 1
𝑠2 (𝑠 − 1)2 − 1

𝑠2 − 1
𝑠(𝑠 − 1)

)
.

Hence, substituting (21.44), when 𝑠 = 𝑠0 we have

𝜛′′ (𝑠0) = 𝑒𝑠0−𝛽
𝑠2

0 + 1 − (𝑠0 − 1)2 − 𝑠0 (𝑠0 − 1)
𝑠2

0 (𝑠0 − 1)2

and this is

= 𝑒𝑠0−𝛽 𝑠0 (3 − 𝑠0)
𝑠0 (𝑠0 − 1)2 .

Since 𝜛(𝑠0) is maximal we have 𝑠0 ≥ 3.
Now substituting (21.44) once more we obtain

𝜛(𝑠0) =
𝑒𝑠0−𝛽

(𝑠0 − 1)2 = 𝑒−𝛽
𝑒𝑠0

(𝑠0 − 1)2 .
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The function 𝑒𝑦 (𝑦 − 1)−2 is an increasing function for 𝑦 ≥ 3. Also 𝑠0 ≤ 𝛽 + 2.
Hence

𝜛(𝑠0) ≤
𝑒2

(𝛽 + 1)2 ≤ 16𝑒2

121
< 1

and this completes the proof. □

Choose the positive constant 𝛿 so that(7
3

)𝛿
= Υ−1/6

and for 𝑠 > 0 define

𝐸+ (𝑠) = 𝑠−1𝑒− max(𝑠−1,𝛽) , 𝐸− (𝑠) = Υ1/2𝑒−𝑠 . (21.45)

Then by Lemma 21.7,

𝑠−1
∫ ∞

𝑠

( 𝑡

𝑡 − 1

)𝛿
𝐸+ (𝑡 − 1) 𝑑𝑡 ≤ 𝜃𝐸− (𝑠) (𝑠 ≥ 𝛽) (21.46)

𝑠−1
∫ ∞

max(𝑠,𝛽+1)

( 𝑡

𝑡 − 1

)𝛿
𝐸− (𝑡 − 1) 𝑑𝑡 ≤ 𝜃𝐸+ (𝑠) (𝑠 > 0) (21.47)

where

𝜃 = Υ1/3

satisfies 0 < 𝜃 < 1.
It is useful to define

𝐸2𝑟 (𝑠) = 𝐸− (𝑠), 𝐸2𝑟−1 (𝑠) = 𝐸+ (𝑠). (21.48)

By induction on 𝑘 we have

𝐺𝑘 (𝑠) ≪ 𝜃𝑘𝐸𝑘 (𝑠) (21.49)

when 𝑘 is odd and 𝑠 > 0 and when 𝑘 is even and 𝑠 ≥ 𝛽. Thus 𝐻2𝑞−1 and 𝐻2𝑞
converge locally uniformly for 𝑠 > 0 and 𝑠 ≥ 𝛽 respectively. Therefore if we
can show that for some positive constant 𝐶1

ℎ𝑞 (𝑦, 𝑠) < 𝐻𝑞 (𝑠) + 𝐶1𝐸𝑞 (𝑠) (log 𝑦)−𝛿 (21.50)

when 𝑞 is odd and 𝑠 > 0 and when 𝑞 is even and 𝑠 ≥ 𝛽, then we have the
following conclusion.
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Lemma 21.8 There is a positive constant 𝛿 such that if 7
4 ≤ 𝛽 ≤ 3 and

𝑠 = (log 𝑦)/log 𝑧), then

𝑋𝑉 (𝑧)
(
𝑓− (𝑠) +𝑂

(
𝑒−𝑠 (log 𝑦)−𝛿

) )
− 𝑅∗ ≤ 𝑆(A ,𝒫, 𝑧)

≤ 𝑋𝑉 (𝑧)
(
𝑓+ (𝑠) +𝑂

(
𝑒−𝑠 (log 𝑦)−𝛿

) )
+ 𝑅∗

where 𝑓± (𝑠) satisfy (21.39), (21.40) and 𝑅∗ satisfies (21.19). Moreover 𝑓+ (𝑠)
is differentiable for 𝑠 > 0,≠ 𝛽 + 1, continuous at 𝛽 + 1, 𝑓− is differentiable for
𝑠 > 𝛽, and continuous from the right at 𝑠 = 𝛽, and

𝑓+ (𝑠) = (𝛽 + 1) 𝑓+ (𝛽 + 1)𝑠−1 (0 < 𝑠 ≤ 𝛽 + 1), (21.51)
𝑓− (𝑠) = 0 (0 < 𝑠 < 𝛽), (21.52)(

𝑠 𝑓+ (𝑠)
) ′
= 𝑓− (𝑠 − 1) (𝑠 > 𝛽 + 1), (21.53)(

𝑠 𝑓− (𝑠)
) ′
= 𝑓+ (𝑠 − 1) (𝑠 > 𝛽). (21.54)

We also have

𝑓± (𝑠) = 1 +𝑂 (𝑒−𝑠) as 𝑠 → ∞. (21.55)

The utility of this conclusion depends on the finer details of the functions 𝑓±,
which we study in §21.2.2, and we give the ultimate conclusions in Theorem
21.9 of §21.3 below. The three equations (21.51), (21.53) and (21.54) are
immediate from (21.41), (21.42) and (21.43), and (21.55) follows from (21.39),
(21.40), (21.49) and (21.45). Note that we have extended the definition of 𝑓−
to the region 0 < 𝑠 < 𝛽, since the theorem remains true for trivial reasons with
this extension. It is clear by (21.55) and continuity that 𝑓± (𝑠) > 0 for 𝑠 > 𝑠0 for
some 𝑠0 ≥ 𝛽, and if 𝑓− (𝛽) ≥ 0, then (21.51), (21.53), (21.54) and induction
on 𝑘 shows that 𝑠 𝑓± (𝑠) is strictly increasing on [𝛽 + 𝑘 − 1, 𝛽 + 𝑘], and hence
positive for 𝑠 > 𝛽. We will eventually

choose 𝛽 so inf{𝑡 ≥ 0 : 𝑓− (𝑠) > 0 for all 𝑠 > 𝑡} is minimal. (21.56)

This optimal choice is known as the sieving limit.

Proof of (21.50) We now prove (21.50) by induction on 𝑞. The case 𝑞 = 1 is
immediate from (21.27), (21.34) and (21.36).

Suppose 𝑞 ≥ 2 and (21.50) holds with 𝑞 replaced by 𝑞 − 1. By (21.21) and
(21.22) and induction, 𝑔𝑘 (𝑦, 𝑠) = 0 when 𝑠 ≥ 𝛽 + 𝑘 , and

𝑔𝑘 (𝑦, 𝑠) ≤ 𝑉 (𝑦1/𝑠)−1
∑︁

𝑝𝑘<· · ·<𝑝1<𝑦1/𝑠

𝑔(𝑝1 · · · 𝑝𝑘).
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Hence

𝑔𝑘 (𝑦, 𝑠) = 0 for 𝑠 ≥ min
(
𝛽 + 𝑘, log 𝑦

log 2

)
(21.57)

and

𝑔𝑘 (𝑦, 𝑠) ≤ 𝑉 (𝑦1/𝑠)−1 1
𝑘!

( ∑︁
𝑝<𝑦1/𝑠

𝑔(𝑝)
)𝑘
. (21.58)

Thus we may suppose that 𝑠 < log 𝑦
log 2 .

By (21.58), when 2 ≤ 𝑦 ≪ 1 and 𝑠 ≥ 1 we have

𝑔𝑘 (𝑦, 𝑠) ≪ 𝐶𝑘2 /𝑘!

for some positive constant 𝐶2. Hence, by (21.45) and (21.48) we have

ℎ𝑞 (𝑦, 𝑠) ≪
∑︁
𝑘>𝑠−𝛽

𝐶𝑘2
𝑘!

whence

ℎ𝑞 (𝑦, 𝑠) ≤ 𝐶1𝐸𝑞 (𝑠) (log 𝑦)−𝛿

provided that 2 ≤ 𝑦 ≤ 𝑦0 and 𝐶1 = 𝐶1 (𝑦0). It follows in this case that we have
(21.50). Thus we may now assume that

𝑦 > 𝑦0, 𝑠 <
log 𝑦
log 2

. (21.59)

For the time being we suppose that

𝑠 ≥ 𝛽 when 𝑞 is odd, 𝑠 ≥ 𝛽 + 1 when 𝑞 is even. (21.60)

By (21.34), (21.35), (21.57) and (21.58),

ℎ2𝑟−1 (𝑦, 𝑠) + ℎ2𝑟 (𝑦, 𝑠) ≤ 𝑉 (𝑦1/𝑠)−1
∑︁

𝑠−𝛽<𝑘≤2𝑟

1
𝑘!

( ∑︁
𝑝<𝑦1/𝑠

𝑔(𝑝)
)𝑘
.

Suppose that 𝑌 ≥ 1. Then by (21.26) and Lemma 21.6,

ℎ𝑞 (𝑦, 𝑠) ≤ 𝑉 (𝑦1/𝑠)−1
∑︁

𝑠−𝛽<𝑘≤2𝑟

𝑌−𝑘

𝑘!

( ∑︁
𝑝<𝑦1/𝑠

𝑌𝑔(𝑝)
)𝑘

≪ 𝑠−1 (log 𝑦)𝑌 𝛽−𝑠 exp
(
𝑌 (log log 𝑦 − log 𝑠 + 𝐶)

)
.

Let 𝑌 = 𝑠1/2. Then by (21.59),

ℎ𝑞 (𝑦, 𝑠) < 𝐸𝑞 (𝑠) (log 𝑦)−1 for 𝑠 ≥ (log log 𝑦)3
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which again gives (21.50). Thus it remains to consider 𝑠 with

𝑠 < 𝑤, 𝑤 = (log log 𝑦)3.

and we will deduce slightly more than (21.50), namely that there is a constant
𝜃0 with 0 < 𝜃0 < 1 such that

ℎ𝑞 (𝑦, 𝑠) < 𝐻𝑞 (𝑠) + 𝜃0𝐶1𝐸𝑞 (𝑠) (log 𝑦)−𝛿 (21.61)

Suppose for now that 𝑠 ≥ 𝛽 when 𝑞 is even and 𝑠 ≥ 𝛽 + 1 when 𝑞 is odd. By
(21.21), (21.22), (21.34) and (21.35) with 𝑞 replaced by 𝑞 − 1,

ℎ𝑞 (𝑦, 𝑠) =
𝑉 (𝑦1/𝑤)
𝑉 (𝑦1/𝑠)

ℎ𝑞 (𝑦, 𝑤) +
∑︁

𝑦1/𝑤≤𝑝<𝑦1/𝑠

𝑔(𝑝) 𝑉 (𝑝)
𝑉 (𝑦1/𝑠)

ℎ𝑞−1

( 𝑦
𝑝
,

log 𝑦
log 𝑝

− 1
)

≤
(
1 + 𝐶𝑤

log 𝑦

) 𝑤𝐸𝑞 (𝑤)
𝑠 log 𝑦

+
∑︁

𝑦1/𝑤≤𝑝<𝑦1/𝑠

𝑔(𝑝)𝑉 (𝑝)
𝑉 (𝑦1/𝑠)

𝐻𝑞−1

( log 𝑦
log 𝑝

− 1
)

+
∑︁

𝑦1/𝑤≤𝑝<𝑦1/𝑠

𝐶1𝑔(𝑝)𝑉 (𝑝)
𝑉 (𝑦1/𝑠)

(
log 𝑦

𝑝

) 𝛿 𝐸𝑞−1

( log 𝑦
log 𝑝

− 1
)
.

The functions 𝐻𝑞−1 (𝑠), 𝐸𝑞−1 (𝑠) and 𝑠𝐸𝑞 (𝑠) are decreasing functions of 𝑠 for
𝑠 ≥ 𝛽. Hence by Lemma 21.6,

ℎ𝑞 (𝑦, 𝑠) ≤
1
𝑠

∫ 𝑤

𝑠

(
𝐻𝑞−1 (𝑡 − 1) +

𝐶1𝐸𝑞−1 (𝑡 − 1)
(1 − 1/𝑡) 𝛿 (log 𝑦) 𝛿

)
𝑑𝑡

+ 𝐶𝑤2

𝑠 log 𝑦

(
𝐻𝑞−1 (𝑠 − 1) +

𝐶1𝐸𝑞−1 (𝑠 − 1)
(1 − 1/𝑠) 𝛿 (log 𝑦) 𝛿

)
+𝑂

(
𝐸𝑞 (𝑠) (log 𝑦)−1) .

By (21.32), (21.33), (21.36) and (21.37),

𝑠−1
∫ 𝑤

𝑠

𝐻𝑞−1 (𝑡 − 1) 𝑑𝑡 ≤ 𝐻𝑞 (𝑠).

By (21.46), (21.47) and (21.48),

1
𝑠

∫ 𝑤

𝑠

𝐶1𝐸𝑞−1 (𝑡 − 1) (1 − 1/𝑡)−𝛿 𝑑𝑡 ≤ 𝐶1𝜃𝐸𝑞 (𝑠).

By (21.45), (21.48) and (21.49),

𝐶𝑤2

𝑠 log 𝑦

(
𝐻𝑞−1 (𝑠 − 1) +

𝐶1𝐸𝑞−1 (𝑠 − 1)
(1 − 1/𝑠) 𝛿 (log 𝑦) 𝛿

)
≪ 𝐸𝑞 (𝑠) (log 𝑦)−1/2.

This establishes (21.61) when (21.60) holds.
We now deduce (21.50) when 𝑞 = 2𝑘 − 1 is odd and 0 < 𝑠 ≤ 𝛽 + 1. We have



21.2 The Rosser–Iwaniec sieve 253

established (21.61) when 𝑠 = 𝛽 + 1. By (21.23), (21.25), (21.22) and (21.34)
we have

ℎ2𝑘−1 (𝑦, 𝑠) = 𝑔1 (𝑦, 𝑠) +
𝑘∑︁
𝑟=2

𝑔2𝑟−1 (𝑦, 𝑠)

=
𝑉 (𝑦1/(𝛽+1) )
𝑉 (𝑦1/𝑠)

(
1 + ℎ2𝑘−1 (𝑦, 𝛽 + 1)

)
− 1.

Therefore by (21.61),

ℎ2𝑘−1 (𝑦, 𝑠)

< −1 + 𝛽 + 1
𝑠

(
1 + 𝐶 (𝛽 + 1)

log 𝑦

) (
1 + 𝐻2𝑘−1 (𝛽 + 1) + 𝜃0𝐶1𝐸2𝑘−1 (𝛽 + 1)

(log 𝑦) 𝛿
)

<
𝛽 + 1
𝑠

+ 𝛽 + 1
𝑠

𝐻2𝑘−1 (𝛽 + 1) − 1 + 𝐶1𝐸+ (𝑠)
(log 𝑦) 𝛿 .

By (21.28), (21.32), (21.33) and (21.36) we have

𝛽 + 1
𝑠

+ 𝛽 + 1
𝑠

𝐻2𝑘−1 (𝛽 + 1) − 1 = 𝐻2𝑘−1 (𝑠)

which gives (21.50). □

21.2.2 The differential delay equations
We now need to elicit the finer properties of the functions 𝑓± (𝑠) when 𝜅 = 1.
They satisfy (21.51), (21.53), (21.54) and (21.55). We can separate the functions
by defining

𝑆+ (𝑠) = 𝑓+ (𝑠) + 𝑓− (𝑠) − 2, 𝑆− (𝑠) = 𝑓+ (𝑠) − 𝑓− (𝑠)

so that (
𝑠𝑆± (𝑠)

) ′
= ±𝑆± (𝑠 − 1).

These functions 𝑆± (𝑠) are differentiable for 𝑠 > 𝛽, 𝑠 ≠ 𝛽 + 1 and continuous
at 𝛽 + 1 and from the right at 𝛽. We have already encountered the equation for
𝑆+ before. It is satisfied by Buchstab’s function 𝑤, vide (7.38). The Dickman
function (7.4) also has some similarities with 𝑆− . Our initial concern is to
optimise the choice of 𝛽. To that end we need to study the conjugate equations

𝑠𝜙′± (𝑠) = ∓𝜙± (𝑠 + 1) (21.62)

and the associated inner product

𝐼± (𝑠) = 𝑠𝑆± (𝑠)𝜙± (𝑠) ±
∫ 𝑠

𝑠−1
𝑆± (𝑡)𝜙± (𝑡 + 1) 𝑑𝑡.
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It is clear that
𝜙− (𝑠) = 𝑠 − 1

is a solution of (21.62) in the − case.
In the contrary case we define

𝜙+ (𝑠) =
∫ ∞

0
exp

(
− 𝑠𝑥 +

∫ 𝑥

0

𝑒−𝑦 − 1
𝑦

𝑑𝑦

)
𝑑𝑥.

This is differentiable for 𝑠 > 0, and it is readily checked that then (21.62) holds
in the + case and that

1
𝑠 + 1

< 𝜙+ (𝑠) <
1
𝑠
.

It follows from (21.55) that

𝑆± (𝑠) ≪ 𝑒−𝑠 as 𝑠 → ∞.

We also have
𝐼 ′± (𝑠) = 0 (𝑠 > 𝛽 + 1)

so that 𝐼± (𝑠) is constant for 𝑠 ≥ 𝛽 + 1. Moreover 𝐼± (𝑠) → 0 as 𝑠 → ∞.
Therefore

𝑠𝑆± (𝑠)𝜙± (𝑠) ∓
∫ 𝑠

𝑠−1
𝑆± (𝑡)𝜙± (𝑡 + 1) 𝑑𝑡 = 𝐼± (𝑠) = 0 (𝑠 ≥ 𝛽 + 1). (21.63)

Hence

(𝛽 + 1)𝑆− (𝛽 + 1)𝛽 =

∫ 𝛽+1

𝛽

𝑡𝑆− (𝑡) 𝑑𝑡

=
[
𝑡𝑆− (𝑡)𝜙− (𝑡)

��𝛽+1
𝛽

−
∫ 𝛽+1

𝛽

(𝑡𝑆− (𝑡))′𝜙− (𝑡) 𝑑𝑡.

When 𝛽 < 𝑡 < 𝛽 + 1 we have

(𝑡𝑆− (𝑡))′ = − 𝑓+ (𝑡 − 1) = −(𝛽 + 1) 𝑓+ (𝛽 + 1) (𝑡 − 1)−1

and so

𝛽𝑆− (𝛽) (𝛽 − 1) =
∫ 𝛽+1

𝛽

(𝛽 + 1) 𝑓+ (𝛽 + 1)𝑑𝑡 = (𝛽 + 1) 𝑓+ (𝛽 + 1).

Moreover

𝛽𝑆− (𝛽) = 𝛽
(
𝑓+ (𝛽) − 𝑓− (𝛽)

)
= (𝛽 + 1) 𝑓+ (𝛽 + 1) − 𝛽 𝑓− (𝛽).

Hence
𝛽 𝑓− (𝛽) = (𝛽 − 2) (𝛽 + 1) 𝑓+ (𝛽 + 1).



21.2 The Rosser–Iwaniec sieve 255

By (21.51), (21.53) and (21.54),

𝑓− (𝑠) > 𝑓− (𝛽) (𝑠 > 𝛽).

Hence, by (21.56) it is clear that the optimal choice of 𝛽 is

𝛽 = 2

which we assume hitherto.
We are finally concerned with evaluating (𝛽 + 1) 𝑓+ (𝛽 + 1) = 3 𝑓+ (3). Let

𝜈(𝑠) = 𝑠𝜙+ (𝑠) +
∫ 𝑠+1

𝑠

𝜙+ (𝑡) 𝑑𝑡.

Then 𝜈′ (𝑠) = 0 (𝑠 > 0) and 𝜈(𝑠) = lim𝑡→∞ 𝜈(𝑡) = 1, and so

2𝜙+ (2) +
∫ 3

2
𝜙(𝑡) 𝑑𝑡 = 1.

By (21.63)

3𝑆+ (3)𝜙+ (3) = −
∫ 3

2
𝑆+ (𝑡)𝜙+ (𝑡 + 1) 𝑑𝑡

=

∫ 3

2
𝑡𝑆+ (𝑡)𝜙′+ (𝑡) 𝑑𝑡

=
[
𝑡𝑆+ (𝑡)𝜙+ (𝑡)

��3
2 −

∫ 3

2

(
𝑡𝑆+ (𝑡)

) ′
𝜙+ (𝑡) 𝑑𝑡.

Hence, as
(
𝑡 𝑓+ (𝑡)

) ′
= 0 when 𝑡 < 3 we have

2𝑆+ (2)𝜙+ (2) = −
∫ 3

2

(
𝑡 𝑓+ (𝑡) + 𝑡 𝑓− (𝑡)

) ′
𝜙+ (𝑡) 𝑑𝑡 + 2

∫ 3

2
𝜙+ (𝑡) 𝑑𝑡

= −
∫ 3

2
𝑓+ (𝑡 − 1)𝜙+ (𝑡) 𝑑𝑡 + 2

(
1 − 2𝜙+ (2)

)
.

Thus (
2 𝑓+ (2) − 4

)
𝜙+ (2) = −

∫ 3

2

3 𝑓+ (3)
𝑡 − 1

𝜙+ (𝑡) + 2 − 4𝜙+ (2)

= 3 𝑓+ (3)
∫ 3

2
𝜙′+ (𝑡 − 1)𝑑𝑡 + 2 − 4𝜙+ (2).

Therefore
3 𝑓+ (3)𝜙+ (2) = 3 𝑓+ (3)

(
𝜙+ (2) − 𝜙+ (1)

)
+ 2

and so
3 𝑓+ (3)𝜙+ (1) = 2.
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When 𝑠 > 0, we have
(
𝑠𝜙+ (𝑠)

) ′
= 𝜙+ (𝑠) − 𝜙+ (𝑠 + 1) and so

𝜙+ (1) = lim
𝑠→0+

(
𝜙+ (𝑠) −

(
𝑠𝜙+ (𝑠)

) ′)
= lim
𝑠→0+

∫ ∞

0
𝑠 exp

(
log 𝑥 − 𝑠𝑥 −

∫ 𝑥

0

1 − 𝑒−𝑦
𝑦

𝑑𝑦

)
𝑑𝑥.

By (C.11) we have

𝐶0 = −Γ′ (1) = −
∫ ∞

0
(log 𝑦)𝑒−𝑦 𝑑𝑦.

Splitting the integral at 𝑥, writing it as

−
∫ 𝑥

0
(log 𝑦) 𝑑 (1 − 𝑒−𝑦) +

∫ ∞

𝑥

(log 𝑦) 𝑑 (𝑒−𝑦)

and integrating each integral by parts, we obtain

𝐶0 = − log 𝑥 +
∫ 𝑥

0

1 − 𝑒−𝑦
𝑦

𝑑𝑦 −
∫ ∞

𝑥

𝑒−𝑦

𝑦
𝑑𝑦.

Hence

lim
𝑠→0+

∫ ∞

0
𝑠 exp

(
log 𝑥 − 𝑠𝑥 −

∫ 𝑥

0

1 − 𝑒−𝑦
𝑦

𝑑𝑦

)
𝑑𝑥

= lim
𝑠→0+

∫ ∞

0
𝑠 exp

(
− 𝑠𝑥 − 𝐶0 −

∫ ∞

𝑥

𝑒−𝑦

𝑦
𝑑𝑦

)
𝑑𝑥

= lim
𝑠→0+

∫ ∞

0
exp

(
− 𝑡 − 𝐶0 −

∫ ∞

𝑡/𝑠

𝑒−𝑦

𝑦
𝑑𝑦

)
𝑑𝑡

= 𝑒−𝐶0 .

Therefore 3 𝑓+ (3) = 2𝑒𝐶0 .

21.2.3 Exercises
1. Suppose that 0 < 𝜅 ≤ 1 and that 1 ≤ 𝛽 ≤ 1 + 𝜅 when 0 < 𝜅 ≤ 1

2 and that
1 + (2𝜅 − 1)2 ≤ 𝛽 ≤ 1 + 𝜅 when 1

2 ≤ 𝜅 ≤ 1, and let

𝜌(𝑠) = 𝜅𝑒𝑠𝑠−𝜅 (𝑠 + 1)𝜅−1
∫ ∞

𝑠

𝜅𝑡𝜅−1 (𝑡 − 1)−𝜅𝑒− max(𝛽,𝑡−2) 𝑑𝑡.

Prove that
sup
𝑠≥𝛽

𝜌(𝑠) < 1.

2. Suppose that 𝜅 = 1
2 , that (21.41), (21.42), (21.43), that

𝑓± (𝑠) = 1 +𝑂 (𝑒−𝑠) as 𝑠 → ∞,
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and that 𝑓− (𝑠) = 0 when 𝑠 < 𝛽. Let

𝑆+ (𝑠) = 𝑓+ (𝑠) + 𝑓− (𝑠) − 2, 𝑆+ (𝑠) = 𝑓+ (𝑠) − 𝑓− (𝑠)

(a) Prove that if 𝑠 > 𝛽, then(
𝑠1/2𝑆± (𝑠)

) ′
= ±1

2
𝑠−1/2𝑆± (𝑠 − 1)

and

𝑠𝑆′± (𝑠) = −1
2
𝑆± (𝑠) ±

1
2
𝑆± (𝑠 − 1).

(b) Prove that when 𝑠 > 0 the equations(
𝑠𝜙± (𝑠)

) ′
=

1
2
𝜙± (𝑠) ∓

1
2
𝜙± (𝑠 + 1)

are satisfied by

𝜙+ (𝑠) =
∫ ∞

0
exp

(
− 𝑠𝑥 − 1

2

∫ 𝑥

0

1 − 𝑒−𝑢)
𝑢

𝑑𝑢

)
𝑑𝑥

and 𝜙− (𝑠) = 1 respectively and that 𝜙+ (𝑠) ∼ 1
𝑠

as 𝑠 → ∞.
(c) Suppose that 𝑠 ≥ 𝛽. Let

𝐼± (𝑠) = 𝑠𝑆± (𝑠)𝜙± (𝑠) ±
1
2

∫ 𝑠

𝑠−1
𝑆± (𝑡)𝜙± (𝑡 + 1) 𝑑𝑡.

Prove that 𝐼± (𝑠) = 0.
(d) Prove that

𝛽 𝑓− (𝛽) = (𝛽 + 1)1/2 𝑓+ (𝛽 + 1) (𝛽 − 1)1/2

and that the optimal choice of 𝛽 is 𝛽 = 1.
(e) Now assume that 𝛽 = 1 and let

𝜈(𝑠) = 𝑠𝜙+ (𝑠) +
∫ 𝑠+1

𝑠

1
2
𝜙+ (𝑡) 𝑑𝑡.

Show that 𝜈(𝑠) = 1, that

𝑠
(
𝑓+ (𝑠) + 𝑓− (𝑠)

)
𝜙+ (𝑠) +

∫ 𝑠

𝑠−1

1
2
(
𝑓+ (𝑡) + 𝑓− (𝑡)

)
𝜑+ (𝑡 + 1) 𝑑𝑡 = 2,

and that

𝑓+ (1) =
2

𝜙+ (1)
.



258 Sieves II

(f) Prove that
𝜙+ (1) = 𝑒−𝐶0/2Γ(1/2),

and that
𝑓+ (𝑠) = 𝑠−1/22

(
𝑒𝐶0/𝜋

)1/2 (𝑠 ≤ 2).

21.3 The linear sieve

We can now state the linear sieve.

Theorem 21.9 Suppose that (21.3) and (21.26) hold with 𝜅 = 1. Then there
is a positive constant 𝛿 such that when 𝑠 = (log 𝑦)/log 𝑧) we have

𝑋𝑉 (𝑧)
(
𝑓− (𝑠) +𝑂

(
𝑒−𝑠 (log 𝑦)−𝛿

) )
− 𝑅∗ ≤ 𝑆(A ,𝒫, 𝑧)

≤ 𝑋𝑉 (𝑧)
(
𝑓+ (𝑠) +𝑂

(
𝑒−𝑠 (log 𝑦)−𝛿

) )
+ 𝑅∗

where 𝑅∗ is given by (21.19). Moreover 𝑓+ (𝑠) is differentiable for 𝑠 > 0 and 𝑓−
is differentiable for 𝑠 > 0,≠ 2, and

𝑓+ (𝑠) = 2𝑒𝐶0 𝑠−1 (0 < 𝑠 ≤ 3), (21.64)
𝑓− (𝑠) = 0 (0 < 𝑠 ≤ 2), (21.65)
𝑓− (𝑠) = 2𝑒𝐶0 𝑠−1 log(𝑠 − 1) (2 ≤ 𝑠 ≤ 4), (21.66)(

𝑠 𝑓+ (𝑠)
) ′
= 𝑓− (𝑠 − 1) (𝑠 > 2), (21.67)(

𝑠 𝑓− (𝑠)
) ′
= 𝑓+ (𝑠 − 1) (𝑠 > 1). (21.68)

We also have

𝑓± (𝑠) = 1 +𝑂 (𝑒−𝑠) as 𝑠 → ∞. (21.69)

We remark that it is easily seen by integration that (21.66) holds, and then
that 𝑓+ is differentiable at 𝑠 = 3. In addition

𝑓+ (𝑠) = 2𝑒𝐶0 𝑠−1
(
1 +

∫ 𝑠

3

log(𝑢 − 2)
𝑢 − 1

𝑑𝑢

)
(3 ≤ 𝑠 ≤ 5) (21.70)

and

𝑓− (𝑠) =
2𝑒𝐶0

𝑠

(
log(𝑠 − 1) +

∫ 𝑠

4

log(𝑢 − 3)
𝑢 − 2

log
𝑠 − 1
𝑢 − 1

𝑑𝑢

)
(4 ≤ 𝑠 ≤ 6). (21.71)

There are some applications where we would like to have an asymptotic
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result rather than just upper and lower bounds. In the next section we will see
that this is not possible when 𝑠 is small, and that indeed the above theorem
is best possible. However when 𝑠 is large (21.69) does permit an asymptotic
conclusion.

Corollary 21.10 Suppose that (21.3) and (21.26) hold with 𝜅 = 1, and that∑︁
𝑚≤𝑦

|𝑅(𝑚) | ≪ 𝑋𝑉 (𝑧)𝑒−𝑠 .

Let 𝑠 = log 𝑦
log 𝑧 and suppose that for some positive number 𝛿 we have 𝑠 ≥ 2 + 𝛿.

Then
𝑆(A ,𝒫, 𝑧) = 𝑋𝑉 (𝑧)

(
1 +𝑂 (𝑒−𝑠)

)
21.3.1 Exercises

1. (Vaughan, 1976, Iwaniec, 1978b)
Let 𝑎 ∈ Z and 𝑛 ∈ N, 𝑛 > 1, 𝑋 ≥ 2, 𝑃 =

∏
𝑝<𝑋 𝑝,

𝑇 (ℎ, 𝑛) =
𝑎+ℎ∑︁
𝑚=𝑎+1
(𝑚,𝑛)=1

1, 𝑆(ℎ, 𝑋) =
𝑎+ℎ∑︁
𝑚=𝑎+1
(𝑚,𝑃)=1

1.

(a) Prove that
𝑆(ℎ, 𝑋) ≤ 𝑇 (ℎ, 𝑛) + 𝜔(𝑛) (ℎ/𝑋 + 1)

(b) As in §7.3, let 𝑔(𝑛) denote the least integer so that amongst any 𝑔(𝑛)
consecutive integers 𝑎 + 1, . . . , 𝑎 + 𝑔(𝑛) there is at least one coprime
with 𝑛. Prove that 𝑔(𝑛) ≪ 𝜔(𝑛)2 ( log 2𝜔(𝑛)

)4.
2. Let 𝑝 be an odd prime and let 𝐺 (𝑝) denote the least positive primitive root

modulo 𝑝. Prove that if the generalised Riemann Hypothesis holds, then

𝐺 (𝑝) ≪ (log 𝑝)6+𝜀 .

21.4 The Selberg examples

Selberg showed that the inequalities in Theorem 21.9 are best possible, by the
presentation of a pair of extremal examples.

Theorem 21.11 Let 𝑋 ≥ 2,

𝑎± (𝑛) =
{

1 ∓ 𝜆(𝑛), 𝑛 ≤ 𝑋,

0, otherwise,
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𝒫 be the set of all primes, and

𝑇± (𝑋, 𝑧) = 𝑆(A±,𝒫, 𝑧),

where 𝜆 is the Liouville function of §1.3. Suppose that

exp
(
(log 𝑋)2/3) ≤ 𝑧 ≤ 𝑋

log 𝑋
.

Then

𝑇± (𝑋, 𝑧) = 𝑋𝑉 (𝑧) 𝑓±
( log 𝑋

log 𝑧

)
+𝑂

(
𝑋 (log 𝑧)−4/3)

where
𝑉 (𝑧) =

∏
𝑝<𝑧

(1 − 1/𝑝)

and the 𝑓± are as in Theorem 21.9.

We have

𝑇− (𝑋, 𝑧) + 𝑇+ (𝑋, 𝑧) = 2Φ(𝑋, 𝑧), 𝑇− (𝑋, 𝑧) − 𝑇+ (𝑋, 𝑧) = 2Ξ(𝑋, 𝑧)

where
Ξ(𝑋, 𝑧) =

∑︁
𝑛≤𝑋

(𝑛,𝑃 (𝑧) )=1

𝜆(𝑛).

As discussed in §7.2, Φ(𝑥, 𝑦) is the number of integers ≤ 𝑥 composed entirely
of primes 𝑝 ≥ 𝑦. Its asymptotics are described by Buchstab’s function 𝑤(𝑢)
where 𝑢 = (log 𝑥)/log 𝑦. We could just appeal to Theorem 7.11 when log𝑋

log 𝑧 ≪ 1,
but here we push things a bit further. The function Ξ(𝑋, 𝑧) satisfies Buchstab’s
identity, Lemma 21.2, and consequently the Dickman function 𝜌(𝑢), which
arose in §7.1 to determine the asymptotices of 𝜓(𝑥, 𝑦), is relevant. Both 𝑤(𝑢)
and 𝜌(𝑢) are determined by differential-delay equations.

Note that by (21.55) we have

𝑓±
( log 𝑋

log 𝑧

)
= 1 +𝑂

(
exp

(
− log 𝑋

log 𝑧

))
and so the upper and lower sieve bounds are anyway asymptotic when

𝑧 ≤ exp
(
(log 𝑋)2/3) .

When 𝑠 ≥ 2 + 𝛿, we have 𝑓− (𝑠) ≍ 1, and likewise for 𝑓+ (𝑠) when 𝑠 ≥ 1 so the
above give asymptotic formulæ in those ranges.

This theorem illustrates one facet of the parity problem, namely that sieve
methods generally cannot distinguish between numbers with an odd and an
even number of prime factors.



21.4 The Selberg examples 261

Theorem 21.11 shows that essentially the linear sieve, as annunciated in
Theorem 21.9, is best possible. To see this, let

𝑦 = 𝑋 exp
(
− (log log 𝑋)3)

and

𝑅(𝑚) =
∑︁
𝑛≤𝑋
𝑚 |𝑛

𝑎± (𝑛) − 𝑋𝜌(𝑚)

with

𝜌(𝑚) = 1
𝑚
.

Then for 𝑚 ≤ 𝑦 ∑︁
𝑚≤𝑦

|𝑅(𝑚) | ≤ 𝑦 +
∑︁
𝑚≤𝑦

��� ∑︁
𝑙≤𝑋/𝑚

𝜆(𝑙)
���,

and by Exercise 6.2.11 check ex no
OK∑︁

𝑙≤𝑋/𝑚
𝜆(𝑙) ≪ 𝑋𝑚−1 exp

(
− 𝑐(log(𝑋/𝑚))1/2)

≪ 𝑋𝑚−1 exp
(
− 𝑐(log log 𝑋)3/2) .

Thus ∑︁
𝑚≤𝑦

|𝑅(𝑚) | ≪ 𝑋 (log 𝑋)−3. (21.72)

Moreover

𝑓± (𝑠) = 𝑓±
( log 𝑋

log 𝑧

)
+𝑂

(
(log 𝑋)−1/2) .

Thus Theorem 21.9 would give

𝑋𝑉 (𝑧) 𝑓−
( log 𝑋

log 𝑧

) (
1 +𝑂

(
(log 𝑋)−𝛿

) )
+𝑂

(
𝑋 (log 𝑋)−3/2)

≤ 𝑇± (𝑋, 𝑧)

≤ 𝑋𝑉 (𝑧) 𝑓+
( log 𝑋

log 𝑧

) (
1 +𝑂

(
(log 𝑋)−𝛿

) )
+𝑂

(
𝑋 (log 𝑋)−3/2) .

Theorem 21.11 shows that the functions 𝑓− and 𝑓+ cannot be replaced by
anything larger or smaller respectively.

Proof To prove the theorem we use an inductive argument. When

𝑋1/2 < 𝑧 ≤ 𝑋/log 𝑋 (21.73)
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we have

𝑇± (𝑋, 𝑧) = 1 ∓ 𝜆(1) +
∑︁

𝑧<𝑝≤𝑋
(1 ∓ 𝜆(𝑝)). (21.74)

Thus

𝑇± (𝑋, 𝑧) = (1 ± 1) 𝑋

log 𝑋
+𝑂

( 𝑋

(log 𝑋)2

)
= (1 ± 1)𝑋𝑉 (𝑧)𝑒𝐶0

log 𝑧
log 𝑋

+𝑂
( 𝑋

(log 𝑋)2

)
,

and so

𝑇± (𝑋, 𝑧) = 𝑋𝑉 (𝑧) 𝑓±
( log 𝑋

log 𝑧

)
+𝑂

( 𝑋

(log 𝑋)2

)
(21.75)

where

𝑉 (𝑧) =
∏
𝑝<𝑧

(1 − 1/𝑝).

Now the proof of Lemma 21.2 is readily adapted to show that if 2 ≤ 𝑧 ≤ 𝑤,
then

𝑇± (𝑋, 𝑧) = 𝑇± (𝑋, 𝑤) +
∑︁

𝑧≤𝑝<𝑤
𝑇∓ (𝑋/𝑝, 𝑝). (21.76)

The plan now is to show that for a suitable positive constant 𝐶, when 𝑘 ∈ N,
we have for every pair 𝑋, 𝑧 satisfying 𝑋 > 𝑋0, 3 ≤ 𝑘 ≤ (log 𝑋)1/3 + 1 and
𝑋1/𝑘 < 𝑧 ≤ 𝑋1/(𝑘−1) the inequality���𝑇± (𝑋, 𝑧) − 𝑋𝑉 (𝑧) 𝑓± ( log 𝑋

log 𝑧
𝐵𝑖𝑔)

��� ≤ 𝐶𝑋𝑘3 log log 𝑋
(log 𝑋)2 . (21.77)

The relationship in the inductive proof is that if 𝑋1/(𝑘+1) < 𝑧 ≤ 𝑝 < 𝑋1/𝑘 ,
then (𝑋/𝑝)1/𝑘 ≤ 𝑝 < (𝑋/𝑝)1/(𝑘−1) and the deduction will be routine when
𝑘 ≥ 3, but when 𝑘 = 2 we have only established the necessary hypothesis when
𝑋1/2 < 𝑧 ≤ 𝑋/log 𝑋 . That is, we have a problem when

𝑋/𝑝
log(𝑋/𝑝) < 𝑝 ≤ 𝑋/𝑝.

We resolve this minor lacuna by a separate argument to establish the desired
conclusion when ( 𝑋

log 𝑋

)1/2
≤ 𝑧 ≤ 𝑋1/2.

Then 𝑇± (𝑋, 𝑧) differs from the sum (21.74) considered previously in case
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(21.73) by just having an additional contribution∑︁
𝑝1 , 𝑝2

𝑧≤𝑝1≤𝑝2≤𝑋/𝑝1

(1 ∓ 1) ≪
∑︁

𝑧<𝑝≤𝑋1/2

𝑋

𝑝 log 𝑋

≪ 𝑋 log log 𝑋
(log 𝑋)2 ,

and we can argue much as before.
Consequentially we need only treat the case corresponding to 𝑘 = 2 above

when 𝑋1/3 ≤ 𝑧 < (𝑋/log 𝑋)1/2.
In (21.76) let 𝑤 = (𝑋/log 𝑋)1/2 and 𝑋1/3 ≤ 𝑧 < 𝑤. When 𝑧 ≤ 𝑝 ≤ 𝑤 we

have

𝑋1/3 ≤ 𝑝 <

( 𝑋

log(𝑋/𝑝)

)1/2

and so

(𝑋/𝑝)1/2 ≤ 𝑝 <
𝑋/𝑝

log(𝑋/𝑝) .

Thus we may appeal to the initial case (21.75) (with 𝑋 replaced by 𝑋/𝑝 and 𝑧
by 𝑝). Then we have to deal with

𝑋𝑉 (𝑤) 𝑓±
( log 𝑋

log𝑤

)
+

∑︁
𝑧≤𝑝<𝑤

𝑋𝑝−1𝑉 (𝑝) 𝑓∓
( log 𝑋

log 𝑝
− 1

)
+𝑂

( 𝑋 log log 𝑋
(log 𝑋)2

)
. (21.78)

We require an asymptotic version of Lemma 21.6.

Lemma 21.12 Suppose that 2 ≤ 𝑧 ≤ 𝑤 ≤ 𝑋1/2 and

𝑉 (𝑢) =
∏
𝑝<𝑢

(
1 − 1

𝑝

)
.

Then

𝑉 (𝑤) 𝑓±
( log 𝑋

log𝑤

)
+

∑︁
𝑧≤𝑝<𝑤

𝑉 (𝑝)𝑝−1 𝑓∓
( log 𝑋

log 𝑝
− 1

)
= 𝑉 (𝑧) 𝑓±

( log 𝑋
log 𝑧

) (
1 +𝑂

( 1
log 𝑧

))
.

Proof The sum above is∑︁
𝑧≤𝑝<𝑤

(
𝑉 (𝑝)𝑝−1 𝑓∓

( log 𝑋
log𝑤

− 1
)
+

∫ 𝑤

𝑝

𝑓 ′∓

( log 𝑋
log 𝑢

− 1
) log 𝑋
𝑢 log2 𝑢

𝑑𝑢

)
.
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Then on interchanging the order of summation and integration and applying
the identity (21.24), this is(

𝑉 (𝑧) −𝑉 (𝑤)
)
𝑓∓

( log 𝑋
log𝑤

− 1
)

+
∫ 𝑤

𝑧

(
𝑉 (𝑧) −𝑉 (𝑢)

)
𝑓 ′∓

( log 𝑋
log 𝑢

− 1
) log 𝑋
𝑢 log 𝑢2 𝑑𝑢.

By Meertens’ Theorem 2.7(e),

𝑉 (𝑤) = 𝑉 (𝑧) log 𝑧
log𝑤

(
1 +𝑂

( 1
log 𝑧

))
.

Hence the above is

𝑉 (𝑧)
(
1 +𝑂

( 1
log 𝑧

)) ((
1 − log𝑤

log 𝑧

)
𝑓∓

( log 𝑋
log𝑤

− 1
)

+
∫ 𝑤

𝑧

(
1 − log 𝑧

log 𝑢

)
𝑓 ′∓

( log 𝑋
log 𝑢

− 1
) log 𝑋
𝑢 log2 𝑢

𝑑𝑢

)
.

By the change of variables 𝑡 = log𝑋
log𝑢 the integral above becomes∫ log𝑋

log 𝑧

log𝑋
log𝑤

(
1 − 𝑡 log 𝑧

log 𝑋

)
𝑓 ′∓ (𝑡 − 1) 𝑑𝑡

and then by integration by parts, (21.67) and (21.68) the above is

𝑉 (𝑧)
(
1 +𝑂

( 1
log 𝑧

)) ∫ log𝑋
log 𝑧

log𝑋
log𝑤

log 𝑧
log 𝑋

𝑓∓ (𝑡 − 1) 𝑑𝑡

= 𝑉 (𝑧)
(
1 +𝑂

( 1
log 𝑧

)) (
𝑓±

( log 𝑋
log 𝑧

)
− log 𝑧

log𝑤
𝑓±

( log 𝑋
log𝑤

))
.

Hence

𝑉 (𝑤) 𝑓±
( log 𝑋

log𝑤

)
+

∑︁
𝑧≤𝑝<𝑤

𝑉 (𝑝)𝑝−1 𝑓∓
( log 𝑋

log 𝑝
− 1

)
= 𝑉 (𝑧) 𝑓±

( log 𝑋
log 𝑧

) (
1 +𝑂

( 1
log 𝑧

))
+𝑂

( 𝑉 (𝑧)
log𝑤

𝑓±
( log 𝑋

log𝑤

))
,

and the lemma follows from the monotonicity of 𝑠 𝑓± (𝑠). □

The lemma applied to (21.78) completes the proof of (21.77) when 𝑘 = 3.
Now suppose that (21.77) holds for some 𝑘 with 3 ≤ 𝑘 ≤ (log 𝑋)1/3 and
suppose that 𝑋1/(𝑘+1) < 𝑧 ≤ 𝑋1/𝑘 . Let 𝑤 = 𝑋1/𝑘 and consider (21.77). As we
observed above, when 𝑧 ≤ 𝑝 < 𝑤 we have (𝑋/𝑝)1/𝑘 ≤ 𝑝 < (𝑋/𝑝)1/(𝑘−1) .
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Hence we may insert (21.77) with 𝑥, 𝑧 replaced by 𝑋, 𝑤 or 𝑋/𝑝, 𝑝 into (21.76).
Thus����𝑇± (𝑋, 𝑧) − 𝑋𝑉 (𝑤) 𝑓± ( log 𝑋

log𝑤

)
−

∑︁
𝑧≤𝑝<𝑤

𝑋

𝑝
𝑉 (𝑝) 𝑓∓

( log 𝑋
log 𝑝

− 1
)����

≤ 𝐶𝑋𝑘3 log log 𝑋
log2 𝑋

+
∑︁

𝑧≤𝑝<𝑤

𝐶𝑋𝑘3 log log 𝑋
𝑝 log2 (𝑋/𝑝)

.

Now we apply the lemma and obtain����𝑇± (𝑋, 𝑧) − 𝑋𝑉 (𝑧) 𝑓± ( log 𝑋
log 𝑧

)����
≤ 𝐶𝑋𝑘3 log log 𝑋

log2 𝑋
+ 𝐶1𝑋 (𝑘 + 1)2

log2 𝑋
+ 𝐶1𝑘

5 log log 𝑋
(𝑘 − 1)2 (log 𝑋)2

( 1
𝑘
+ 𝑘

log 𝑋

)
for an absolute constant 𝐶1. Since 𝑘 ≤ (log 𝑋)1/3, it follows that for a suitable
positive constant 𝐶 we have (21.77) with 𝑘 replaced by 𝑘 + 1.

To complete the proof of the theorem, suppose

exp
(
(log 𝑋)2/3) ≤ 𝑧 ≤ 𝑋

log 𝑋
,

so that (log 𝑧)5/3 ≥ (log 𝑋)10/9 and choose 𝑘 so that 𝑘 −1 < log𝑋
log 𝑧 ≤ 𝑘 , whence

𝑘 < (log 𝑋)1/3 + 1. Hence, by (21.77), we obtain the theorem with an error
term

≪ 𝑋 (log 𝑋) log log 𝑋
(log 𝑧)3 ≪ 𝑋

(log 𝑧)4/3 ,

as required. □

21.4.1 Exercises
1. Let 𝑎±, 𝑆(A±,𝒫, 𝑧), 𝑇± (𝑋, 𝑧), 𝑉 (𝑧) be as Theorem 21.11. Let 𝜅 ∈ N and

define

𝑎
(𝜅 )
± (𝑛) =

∑︁
𝑛1 , · · · ,𝑛𝜅
𝑛1 · · ·𝑛𝜅=𝑛

𝑎± (𝑛1) · · · 𝑎± (𝑛𝜅 ),

A (𝜅 )
± =

∑︁
𝑛∈Z

𝑎
(𝜅 )
± (𝑛),

𝑋𝜅 = 𝑋
𝜅 ,

𝑇
(𝜅 )
± (𝑋𝜅 , 𝑧) = 𝑆(A (𝜅 )

± ,𝒫, 𝑧).
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(a) Let 𝜌𝜅 be the multiplicative function with

𝜌𝜅 (𝑝𝑟 ) =
{

1 − (1 − 1/𝑝)𝜅 (𝑟 = 1),
0 (𝑟 > 1).

Prove that ∑︁
𝑝≤𝑧

𝜌𝜅 (𝑝) log 𝑝 = 𝜅 log 𝑧 +𝑂 (1),

and that there is a positive constant 𝐶𝜅 such that whenever 2 ≤ 𝑤 < 𝑧

we have ∏
𝑤≤𝑝<𝑧

(
1 − 𝜌𝜅 (𝑝)

)−1
<

( log 𝑧
log𝑤

)𝜅 (
1 + 𝐶𝜅

log𝑤

)
,

i.e. (21.26) holds.
(b) Prove that

𝑇
(𝜅 )
± (𝑋𝜅 , 𝑧) = 𝑆(A±,𝒫, 𝑧)𝜅 = 𝑇± (𝑍, 𝑧)𝜅 .

(c) Suppose further that

exp
(
(log 𝑋)2/3) ≤ 𝑧 ≤ 𝑋

log 𝑋
,

and the 𝑓 (1)± (𝑠) are the functions 𝑓± (𝑠) satisfying (21.64)–(21.68). Prove
that

𝑇 𝜅± (𝑋𝜅 , 𝑧) = 𝑋𝜅𝑉𝜅 (𝑧) 𝑓
(1)
±

( log 𝑋𝜅
𝜅 log 𝑧

)𝜅
+𝑂

(
𝑋𝜅 (log 𝑧)−𝜅−1/3)

where

𝑉𝜅 (𝑧) =
∏
𝑝<𝑧

(
1 − 𝜌𝜅 (𝑝)

)
.

(d) Let

𝐴
(𝜅 )
± (𝑚) =

∑︁
𝑛
𝑚 |𝑛

𝑎
(𝜅 )
± (𝑛).

Prove that if 𝜅 > 1 and 𝑚 is squarefree, then

𝐴
(𝜅 )
± (𝑚) =

∑︁
𝑢 |𝑚

∑︁
𝑣 |𝑚/𝑢

𝜇(𝑣)𝐴(1)
± (𝑢𝑣)𝐴(𝜅−1)

± (𝑚/𝑢)

and

𝜌𝜅 (𝑚) =
∑︁
𝑢 |𝑚

∑︁
𝑣 |𝑚/𝑢

𝜇(𝑣)𝜌1 (𝑢𝑣)𝜌𝜅−1 (𝑚/𝑢).
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(e) Let

𝑅𝜅 (𝑚) =
∑︁
𝑛≤𝑋
𝑚 |𝑛

𝑎
(𝜅 )
± (𝑛) − 𝑋𝜅 𝜌𝜅 (𝑚).

Prove that if 𝜅 > 1 and 𝑚 is squarefree, then

|𝑅𝜅 (𝑚) | ≤
∑︁
𝑢𝑣 |𝑚

(
|𝑅1 (𝑢𝑣) | |𝑅𝜅−1 (𝑚/𝑢) |

+ |𝑅1 (𝑢𝑣) |𝑋𝜅−1𝜌𝜅−1 (𝑚/𝑢) + 𝑋1𝜌1 (𝑢𝑣) |𝑅𝜅−1 (𝑚/𝑢) |
)
.

(f) Let

𝑦 = 𝑋 exp
(
− (log log 𝑋)3) .

Prove that there is a positive constant 𝑐𝜅 such that∑︁
𝑚≤𝑦

𝜇(𝑚)2 |𝑅𝜅 (𝑚) | ≪𝜅 𝑋𝜅 exp
(
− 𝑐𝜅 (log log 𝑋)3/2) ,

so that 𝑋𝜅 𝜌𝜅 (𝑚) does indeed correspond to∑︁
𝑛≤𝑋
𝑚 |𝑛

𝑎
(𝜅 )
± (𝑛).

The bound (21.72) is useful here.
(g) Conclude that functions 𝑓± = 𝑓

(𝜅 )
± that satisfy inequalities of the kind

(21.8) when the dimension is 𝜅 ∈ N must of necessity satisfy

𝑓 (𝜅 )− (𝑠) ≤ 𝑓 (1)− (𝑠/𝜅)𝜅 , 𝑓 (1)+ (𝑠/𝜅)𝜅 ≤ 𝑓
(𝜅 )
+ (𝑠)

when 𝑠 > 𝜅. In particular,

𝑓 (𝜅 )− (𝑠) = 0, (𝑠 ≤ 2𝜅),

𝑠𝜅 𝑓
(𝜅 )
+ (𝑠) ≥ 2𝜅𝑒𝐶0𝜅 𝜅𝜅 (𝜅 < 𝑠 ≤ 3𝜅)

where in the first inequality we have also used the fact that if 𝑤 ≥ 𝑧,
then 𝑆(A (𝜅 )

− ,𝒫, 𝑤) ≤ 𝑆(A (𝜅 )
− ,𝒫, 𝑧).

Thus the upper bound given by the Selberg sieve or by Lemma 19.12, there is no
Theorem
19.12; as-
sumed you
meant lemma

as in Exercise 19.2.1exer:19.2.8, and likewise the range for which lower

don’t know
which ex no
you meant;
assumed this

bound sieves are non-trivial, cannot be much improved in general, even
for large dimension 𝜅.
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21.5 Some applications of sieve theory

Almost primes. Lower bound sieves are by themselves usually unable to es-
tablish primality, yet for a number of problems we have theorems that tell us
that at any rate there are a plentiful supply of numbers of a particular kind which
have a bounded number of prime factors. Such numbers are frequently called
almost primes. More precisely the notation 𝑃𝑘 is sometimes used to denote a
typical number having at most 𝑘 prime factors.

Particular examples of this are the twin prime and Goldbach binary problems.
Thus the lower bound sieve can be adapted readily without further ado to show
that there are infinitely many primes 𝑝 such that 𝑝 − 2 has at most four prime
factors, and there is a very simple wrinkle using the Selberg sieve that shows that
the four can be replaced by three. There are more sophisticated combinations
of weights and upper and lower bounds that can give more substantial lower
bounds for the number of primes 𝑝 ≤ 𝑥 for which 𝑝 − 2 has a most three prime
factors. This in combination with a clever idea of Chen can reduce the three to
two. All of these results have analogues for the Goldbach binary problem. We
start by establishing the following simple lower bound.

Theorem 21.13 Suppose that 𝜀 is a small positive number, 𝑥 > 𝑥0 (𝜀), 𝑎(𝑛) =
1 when 𝑛 + 2 is a prime 𝑝 ≤ 𝑥 and 0 otherwise,𝒫 is the set of odd primes and
𝐴 ≥ 0 is a constant. Let

𝑦 = 𝑥1/2 (log 𝑥)−𝐴−4

and suppose that

2 ≤ 𝑧 ≤ 𝑦1/(2+𝜀) .

Then there is a positive number 𝛿 such that

𝑆(A ,𝒫, 𝑧) ≥ 𝑋
𝑐𝑒−𝐶0 𝑓− (𝑠)

log 𝑧
+𝑂

( 𝑋

(log 𝑧)1+𝛿

)
where 𝑋 = li(𝑥), 𝑠 = log 𝑦

log 𝑧 , and 𝑐 is the twin prime constant

𝑐 = 2
∏
𝑝>2

𝑝(𝑝 − 1)
(𝑝 − 1)2 . (21.79)

Proof For a given odd squarefree number 𝑚 we have

𝐴(𝑚) = 𝜋(𝑥, 𝑚, 2).

Let

𝑅(𝑚) = 𝐴(𝑚) − li(𝑥)
𝜑(𝑚) .
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Then, by the Bombieri–Vinogradov theorem in the form 20.24 we have

𝑅∗ =
∑︁
𝑚≤𝑦
𝑚 |𝑃 (𝑧)

|𝑅(𝑚) | ≪ 𝑥(log 𝑥)−𝐴−2.

Also, by Meretens’ theorem in the form Theorem 2.7(e) we have

𝑉 (𝑧) = 2
∏

2<𝑝≤𝑧

𝑝(𝑝 − 2)
(𝑝 − 1)2

∏
𝑝<𝑧

(1 − 1/𝑝)

=
𝑐𝑒−𝐶0

log 𝑧
+𝑂

(
(log 𝑧)−2) .

The theorem now follows from Theorem 21.9. □

When we take 𝑧 to satisfy 𝑥1/5 < 𝑧 we see that the 𝑛 remaining after sieving
will have a most four prime factors. In particular when we take 𝑧 = 𝑦1/(2+𝜀) it
follows from (21.66) that the number 𝑁4 (𝑥) of primes 𝑝 ≤ 𝑥 such that 𝑝 − 2
has at most four primes factors all ≥ 𝑧 satisfies

𝑁4 (𝑥) ≥
2𝑐𝑥 log(1 + 𝜀)

(log 𝑥)2 +𝑂
(
𝑥(log 𝑥)−2−𝛿 ) (21.80)

There are various sophisticated ways of reducing the four to three and even,
as we shall see, to two. However there is a very simple way of deducing the
following

Corollary 21.14 The number 𝑁3 (𝑥) of primes 𝑝 ≤ 𝑥 such that 𝑝 − 2 has at
most three prime factors satisfies

𝑁3 (𝑥) ≫
𝑥

(log 𝑥)2 .

It suffices to bound the number 𝑁∗
4 (𝑥) of primes 𝑝 counted by 𝑁4 (𝑥) above

such that

𝑝 − 2 = 𝑝1𝑝2𝑝3𝑝4 and 𝑧 ≤ 𝑝1 ≤ 𝑝2 ≤ 𝑝3 ≤ 𝑝4 ≤ 𝑥

𝑝1𝑝2𝑝3
.

We can do this quite easily via the Selberg sieve. Suppose we are given 𝑝2, 𝑝3,
𝑝4 with 𝑧 ≤ 𝑝2 ≤ 𝑝3 ≤ 𝑝4 ≤ 𝑥

𝑧𝑝2 𝑝3
. Then the number of choices of 𝑝 ≤ 𝑥

with 𝑝2𝑝3𝑝4 |𝑝 − 2, and 𝑝−2
𝑝2 𝑝3 𝑝4

∈ [𝑧, 𝑝2] and prime, is equal to the number of
primes 𝑙 such that 𝑧 ≤ 𝑙 ≤ 𝑝2 and 𝑙 𝑝2𝑝3𝑝4 + 2 ≤ 𝑥 is a prime. This is bounded
by

𝑆(B ,𝒫, 𝑤)

where B = {𝑏(𝑛)} and 𝑏(𝑛) is the number of integers 𝑙 with 𝑧 ≤ 𝑙 ≤
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min
(
𝑝2, (𝑥 − 2)/(𝑝2𝑝3𝑝4)

)
, 𝑙 (𝑙 𝑝2𝑝3𝑝4 + 2) = 𝑛, 𝑤 = 𝑥1/9 and 𝒫 is the

set of all primes.
Let 𝑝𝜌(𝑝) denote the number of solutions of

𝑙 (𝑙 𝑝2𝑝3𝑝4 + 2) ≡ 0 (mod 𝑝).

Since 𝑤 < 𝑝2 ≤ 𝑝3 ≤ 𝑝4, when 2 < 𝑝 < 𝑤 we have 𝜌(2) = 1/2 and
𝜌(𝑝) = 2/𝑝 for 𝑝 > 2. Let

𝑋 =
∑︁
𝑛

𝑏(𝑛)

and
𝑅(𝑚) = 𝐵(𝑚) − 𝑋𝜌(𝑚).

Then |𝑅(𝑚) | ≤ 𝑑 (𝑚). Now let

𝑔(𝑛) =
∏
𝑝 |𝑛

𝜌(𝑝)
1 − 𝜌(𝑝)

Then 𝑋 ≤ 𝑥/(𝑝2𝑝3𝑝4) and by Theorem 21.1 we have

𝑆(B ,𝒫, 𝑤) ≤ 𝑥/(𝑝2𝑝3𝑝4)∑︁
𝑛≤𝑤
𝑛 |𝑃 (𝑤)

𝑔(𝑛)
+𝑂

(
𝑥𝑝−1

2 𝑝−1
3 𝑝−1

4 (log 𝑥)−10) .
As in the proof of Theorem 3.10,∑︁

𝑛≤𝑤
𝑛 |𝑃 (𝑤)

𝑔(𝑛) ≫ (log 𝑥)2.

Hence
𝑆(B ,𝒫, 𝑤) ≪ 𝑥

𝑝2𝑝3𝑝4 (log 𝑥)2 .

We now obtain an upper bound for 𝑁4 ∗ (𝑥) by summing over the primes 𝑝2,
𝑝3 and 𝑝4, which, crudely, satisfy 𝑧 ≤ 𝑝 𝑗 ≤ 𝑥𝑧−3. Hence each sum over 𝑝 𝑗 is
bounded by∑︁

𝑧≤𝑝 𝑗≤𝑥𝑧−3

𝑝−1 ≤ log
log(𝑥𝑧−3)

log 𝑧
+𝑂

(
(log 𝑧)−1) ≪ log(1 + 4𝜀).

Therefore

𝑁∗
4 (𝑥) ≪

𝜀3𝑥

(log 𝑥)2 .

Choosing 𝜀 small enough and comparing with (21.80) gives the desired con-
clusion.
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Chen’s Theorem. Let 𝑁2 (𝑥) denote the number of primes 𝑝 ≤ 𝑥 such that
𝑝 − 2 has at most two prime factors.

made proper
citeTheorem 21.15 (Chen, 1973) For every large 𝑥

𝑁2 (𝑥) >
𝑐𝑥

3 log2 𝑥

where 𝑐 is the twin prime constant (21.79).

Proof Let
𝑧 = 𝑥1/10, 𝑤 = 𝑧1/3

and consider

𝑁∗ (𝑥) =
∑︁
𝑝≤𝑥

(𝑝−2,𝑃 (𝑧) )=1

(
1 −

∑︁
𝑧≤𝑝1≤𝑤
𝑝1 | 𝑝−2

1
2
−

∑︁
𝑝1 𝑝2 𝑝3=𝑝−2

𝑧≤𝑝1≤𝑤≤𝑝2≤𝑝3

1
2

)
.

The number 𝑀0 (𝑥) of primes 𝑝 ≤ 𝑥 such that 𝑝 − 2 is divisible by the square
of a prime 𝑝1 with 𝑧 ≤ 𝑝1 ≤ 𝑤 satisfies

𝑀0 (𝑥) ≪
∑︁

𝑧≤𝑝1≤𝑤

𝑥

𝑝2
1
≪ 𝑥𝑧−1.

If 𝑝 − 2 has at least two distinct prime factors 𝑝1 with 𝑧 ≤ 𝑝1 ≤ 𝑤, then the
general term is non-positive. Also if 𝑝 − 2 has exactly one prime factor with
𝑧 ≤ 𝑝1 ≤ 𝑤, then it can have at most three prime factors in total, and if it has
exactly three in total then again the general term is non-positive and at least
one of those prime factors cannot exceed 𝑤. Hence

𝑁2 (𝑥) ≥ 𝑁∗ (𝑥) = 𝑀1 (𝑥) − 𝑀2 (𝑥) − 𝑀3 (𝑥) +𝑂 (𝑥𝑧−1). (21.81)

where

𝑀1 (𝑥) =
∑︁
𝑝≤𝑥

(𝑝−2,𝑃 (𝑧) )=1

1,

𝑀2 (𝑥) =
∑︁
𝑝≤𝑥

(𝑝−2,𝑃 (𝑧) )=1

∑︁
𝑧≤𝑝1≤𝑤
𝑝1 | 𝑝−2

1
2
,

and

𝑀3 (𝑥) =
∑︁
𝑝≤𝑥

(𝑝−2,𝑃 (𝑧) )=1

𝑠𝑢𝑚 𝑝1 𝑝2 𝑝3=𝑝−2
𝑧≤𝑝1≤𝑤≤𝑝2≤𝑝3

1
2
.
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We can read off a lower bound for 𝑀1 (𝑥) at once from Theorem 21.13. Thus

𝑀1 (𝑥) ≥ 10𝑐𝑒−𝐶0 𝑓− (5)
𝑥

(log 𝑥)2 +𝑂
( 𝑥

(log 𝑥)2+𝛿

)
and hence, by (21.71),

𝑀1 (𝑥) ≥
𝑐𝑥

(log 𝑥)2

(
8 log 2 +

∫ 4

3

4
𝑢

∫ 𝑢−3

0

log(1 + 𝑡)
2 + 𝑡 𝑑𝑡 𝑑𝑢

)
+𝑂

( 𝑥

(log 𝑥)2+𝛿

)
. (21.82)

A similar argument can be applied to 𝑀2 (𝑥). We have

𝑀2 (𝑥) =
∑︁

𝑧≤𝑝1≤𝑤

∑︁
𝑝≤𝑥

𝑝≡2 (mod 𝑝1 )
(𝑝−2,𝑃 (𝑧) )=1

1
2
.

Now we have ∑︁
𝑝≤𝑥

𝑝≡2 (mod 𝑝1𝑚)

1 = 𝜋(𝑥; 𝑝1𝑚,−2).

Let

𝑅(𝑙) = 𝜋(𝑥; 𝑙,−2) − li(𝑥)
𝜑(𝑙) .

Then we may apply the Bombieri–Vinogradov theorem as before to obtain∑︁
𝑧≤𝑝1≤𝑤

∑︁
𝑚≤𝑥1/2 𝑝−1

1 (log 𝑥 )−𝐴
|𝑅(𝑝1𝑚) | ≪

𝑥

(log 𝑥)2+𝛿

for suitable positive 𝐴 and 𝛿. Thus

𝑀2 (𝑥) ≤
5𝑐𝑒−𝐶0𝑥

(log 𝑥)2

∑︁
𝑧≤𝑝1≤𝑤

1
𝑝1 − 1

𝑓+
(5 log 𝑥 − 10 log 𝑝1

log 𝑥

)
+𝑂

( 𝑥

(log 𝑥)2+𝛿

)
.

Mertens’ Theorem 2.7(d), partial summation and a change of variables gives

𝑀2 (𝑥)

≤ 5𝑐𝑒−𝐶0𝑥

(log 𝑥)2

∫ 𝑤

𝑧

𝑓+
(5 log 𝑥 − 10 log 𝑢

log 𝑥

) 𝑑𝑢

𝑢 log 𝑢
+𝑂

( 𝑥

(log 𝑥)2+𝛿

)
≤ 5𝑐𝑒−𝐶0𝑥

(log 𝑥)2

∫ 10

3
𝑓+

(
5 − 10

𝑡

) 𝑑𝑡
𝑡
+𝑂

( 𝑥

(log 𝑥)2+𝛿

)
.
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Hence by (21.64) and (21.70),

𝑀2 (𝑥) ≤
𝑐𝑥

(log 𝑥)2

(
6 log 2 +

∫ 4

3

10
𝑢(5 − 𝑢)

∫ 𝑢−3

0

log(1 + 𝑡)
2 + 𝑡 𝑑𝑡 𝑑𝑢

)
+𝑂

( 𝑥

(log 𝑥)2+𝛿

)
.

Therefore, by (21.82),

𝑀1 (𝑥) − 𝑀2 (𝑥) ≥
2𝑐𝑥

(log 𝑥)2

(
log 2 −

∫ 4

3

2𝑢 − 5
𝑢(5 − 𝑢)

∫ 𝑢−3

0

log(1 + 𝑡)
2 + 𝑡 𝑑𝑡 𝑑𝑢

)
+𝑂

( 𝑥

(log 𝑥)2+𝛿

)
.

The double integral here is∫ 1

0

log(1 + 𝑡)
2 + 𝑡 𝑑𝑡

∫ 4

𝑡+3

( 1
5 − 𝑢 − 1

𝑢

)
𝑑𝑢

=

∫ 1

0

log(1 + 𝑡)
2 + 𝑡 log

(2 − 𝑡) (𝑡 + 3)
4

𝑑𝑡 ≤ 0.029772694.

Hence

𝑀1 (𝑥) − 𝑀2 (𝑥) ≥ 1.3267489
𝑐𝑥

(log 𝑥)2 +𝑂
( 𝑥

(log 𝑥)2+𝛿

)
. (21.83)

We now turn our attention to 𝑀3. We have

𝑀3 (𝑥) ≤
1
2
𝑆(A ,𝒫, 𝑦) +𝑂 (𝑥/𝑧) (21.84)

where

𝑎(𝑛) =
{

1 𝑛 = 𝑝1𝑝2𝑝3 + 2 ≤ 𝑥 + 2 with 𝑧 < 𝑝1 ≤ 𝑤 ≤ 𝑝2 ≤ 𝑝3,

0 otherwise,

𝒫 is the set of odd primes, and

𝑦 = 𝑥1/2 (log 𝑥)−𝐵.

Here we have used the estimates∑︁
𝑤≤𝑝2≤𝑝3≤ 𝑥

𝑧𝑝2

1 ≪ 𝑥𝑧−1

(in case 𝑝1 = 𝑧) and ∑︁
𝑝 𝑗≥𝑧

𝑥−2<𝑝1 𝑝2 𝑝3≤𝑥

1 ≪ 1

(because 𝑥 is tidier than 𝑥 − 2).
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Now we sieve the 𝑛 for primeness. In order to apply the upper bound sieve
effectively we need to deal with ∑︁

𝑛

𝑎(𝑚𝑛)

when 𝑚 |𝑃(𝑦), and so we need a variant of the Bombieri–Vinogradov theorem
for triples of primes. In this situation the result is rather more straightforward,
not requiring any identity similar to that used in the proof of the Bombieri–
Vinogradov theorem, since now the underlying bilinear form is already a good
Type II form.

As is usual we need to input information about∑︁
𝑛

𝑎(𝑚𝑛) =
∑︁

𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤𝑥/(𝑝1 𝑝2 )
𝑝1 𝑝2 𝑝3≡−2 (mod 𝑚)

1

when 𝑚 |𝑃(𝑦) and 𝑚 ≤ 𝑦. Since we automatically have (𝑚, 𝑝1𝑝2𝑝3) = 1 it
follows that∑︁

𝑛

𝑎(𝑚𝑛) =
∑︁

𝜒 (mod 𝑚)

𝜒(−2)
𝜑(𝑚)

∑︁
𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥

𝑝1𝑝2

𝜒(𝑝1𝑝2𝑝3)

=
∑︁
𝑞 |𝑚

∑︁★

𝜒 (mod 𝑞)

𝜒(−2)
𝜑(𝑚)

∑︁
𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥

𝑝1𝑝2
(𝑝1 𝑝2 𝑝3 ,𝑚)=1

𝜒(𝑝1𝑝2𝑝3).

Let

𝑅(𝑚) =
∑︁
𝑛

𝑎(𝑚𝑛) − 𝑋

𝜑(𝑚) (21.85)

where

𝑋 =
∑︁

𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥
𝑝1𝑝2

1 =
∑︁
𝑛

𝑎(𝑛) (21.86)

Then

𝑅(𝑚) = 𝑅∗ (𝑚) − 𝐸 (𝑚)
𝜑(𝑚) (21.87)

where

𝑅∗ (𝑚) =
∑︁

1<𝑞 |𝑚

∑︁★

𝜒mod 𝑞

𝜒(−2)
𝜑(𝑚)

∑︁
𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥

𝑝1𝑝2
(𝑝1 𝑝2 𝑝3 ,𝑚)=1

𝜒(𝑝1𝑝2𝑝3),
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and

𝐸 (𝑚) =
∑︁

𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥
𝑝1𝑝2

(𝑝1 𝑝2 𝑝3 ,𝑚)>1

1.

When 𝑚 ≤ 𝑦, the contribution from the 𝑝1 dividing 𝑚 is

≪
∑︁

𝑤<𝑝2≤(𝑥/𝑧)1/2

𝑥

𝑝2𝑧 log 𝑥
≪ 𝑥

𝑧 log 𝑥

and from the 𝑝2 or 𝑝3 dividing 𝑚 is

≪
∑︁

𝑧<𝑝1≤𝑤

𝑥

𝑝1𝑤 log 𝑥
≪ 𝑥

𝑤 log 𝑥
.

Thus ∑︁
𝑚≤𝑦

|𝐸 (𝑚) |
𝜑(𝑚) ≪ 𝑥𝑧−1. (21.88)

We also have

|𝑅∗ (𝑚) | ≤
∑︁

1<𝑞 |𝑚

∑︁★

𝜒mod 𝑞

1
𝜑(𝑚)

���� ∑︁
𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥

𝑝1𝑝2
(𝑝1 𝑝2 𝑝3 ,𝑚)=1

𝜒(𝑝1𝑝2𝑝3)
����,

and so∑︁
𝑚≤𝑦

|𝑅∗ (𝑚) | ≤∑︁
1<𝑞≤𝑦

∑︁
𝑙≤ 𝑦

𝑞

1
𝜑(𝑞𝑙)

∑︁∗

𝜒 mod 𝑞

���� ∑︁
𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥

𝑝1𝑝2
(𝑝1 𝑝2 𝑝3 ,𝑙)=1

𝜒(𝑝1𝑝2𝑝3)
����

∑︁
𝑙≤𝑦

1
𝜑(𝑙)

∑︁
1<𝑞≤𝑦/𝑙

1
𝜑(𝑞)

∑︁∗

𝜒 mod 𝑞

���� ∑︁
𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥

𝑝1𝑝2
(𝑝1 𝑝2 𝑝3 ,𝑙)=1

𝜒(𝑝1𝑝2𝑝3)
����.

Hence∑︁
𝑚≤𝑦

|𝑅∗ (𝑚) | ≪ max
𝑙≤𝑦

∑︁
1<𝑞≤𝑦

log 𝑦
𝜑(𝑞)

∑︁∗

𝜒 mod 𝑞

���� ∑︁
𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥

𝑝1𝑝2
(𝑝1 𝑝2 𝑝3 ,𝑙)=1

𝜒(𝑝1𝑝2𝑝3)
����.

The summation conditions imply that 𝑝2 ≤ (𝑥/𝑝1)1/2 and so 𝑝1𝑝2 ≤ 𝑝
1/2
1 𝑥1/2 ≤

𝑥2/3. Consequently, when 𝑞 ≤ (log 𝑥)𝐴 for a given constant 𝐴 the Siegel-Walfisz
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theorem in the form of Corollary 11.18 applied to the sum over 𝑝3 gives

max
𝑙≤𝑦

∑︁
1<𝑞≤(log 𝑥 )𝐴

log 𝑦
𝜑(𝑞)

∑︁∗

𝜒 mod 𝑞

���� ∑︁
𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥

𝑝1𝑝2
(𝑝1 𝑝2 𝑝3 ,𝑙)=1

𝜒(𝑝1𝑝2𝑝3)
����.

≪ 𝑥(log 𝑥)−10.

Let 𝑎(𝑢) be 1 when 𝑢 is a prime 𝑝1 with 𝑧 < 𝑝1 ≤ 𝑤 and 𝑝1 ∤ 𝑙, and
0 otherwise, and let 𝑏(𝑣) = 1 when 𝑣 = 𝑝2𝑝3 with 𝑤 ≤ 𝑝2 ≤ 𝑝3 and
(𝑝2𝑝3, 𝑙) = 1, and 0 otherwise. Then∑︁

𝑧<𝑝1≤𝑤≤𝑝2≤𝑝3≤ 𝑥
𝑝1𝑝2

(𝑝1 𝑝2 𝑝3 ,𝑙)=1

𝜒(𝑝1𝑝2𝑝3) =
∑︁

𝑧<𝑢≤𝑤

∑︁
𝑤<𝑣≤𝑥/𝑢

𝑎(𝑢)𝑏(𝑣)𝜒(𝑢𝑣).

By (19.34) and a division of the sum over 𝑢 into dyadic intervals we have∑︁
1<𝑞≤𝑄

𝑞

𝜑(𝑞)
∑︁∗

𝜒 mod 𝑞

���� ∑︁
𝑧<𝑢≤𝑤

∑︁
𝑤<𝑣≤𝑥/𝑢

𝑎(𝑢)𝑏(𝑣)𝜒(𝑢𝑣)
����

≪ (log 𝑥)2 (𝑥 +𝑄𝑥19/20 +𝑄2𝑥1/2)

and so, by partial summation, for a suitable choice of 𝐴 we have

max
𝑙≤𝑦

∑︁
(log 𝑥 )𝐴<𝑞≤𝑦

log 𝑦
𝜑(𝑞)

∑︁∗

𝜒 mod 𝑞

���� ∑︁
𝑧<𝑢≤𝑤

∑︁
𝑤<𝑣≤𝑥/𝑢

𝑎(𝑢)𝑏(𝑣)𝜒(𝑢𝑣)
����

≪ 𝑥(log 𝑥)−10.

Therefore ∑︁
𝑚≤𝑦

|𝑅∗ (𝑚) | ≪ 𝑥(log 𝑥)−10

and so, by (21.87) and (21.88),∑︁
𝑚≤𝑦

|𝑅(𝑚) | ≪ 𝑥(log 𝑥)−10

Thus, by (21.84) and (21.85), and a by now familiar application of Theorem
21.9 we have

𝑀3 (𝑥) ≤
2𝑋𝑐
log 𝑥

+𝑂
(
𝑋 (log 𝑥)−1−𝛿 + 𝑥(log 𝑥)−10) .
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By (21.86) and multiple applications of Theorem 6.9 we have

2𝑋 =

∫ 𝑥1/3

𝑥1/10

∫ (𝑥/𝑢)1/2

𝑥1/3

2𝑥 𝑑𝑣
(log 𝑣)𝑣 log(𝑥/𝑢𝑣)

𝑑𝑢

𝑢 log 𝑢
+𝑂

(
𝑥(log 𝑥)−3/2)

=
2𝑥

log 𝑥

∫ 1/3

1/10

log(2 − 3𝑤)
𝑤(1 − 𝑤) 𝑑𝑤 +𝑂

(
𝑥(log 𝑥)−3/2)

≤ 0.98199041
𝑥

log 𝑥
+𝑂

(
𝑥(log 𝑥)−3/2) .

Therefore, by (21.81) and (21.83) for all large 𝑥

𝑁 (𝑥) ≥ 𝑐𝑥

3(log 𝑥)2 . □

Conjecture J of Hardy & Littlewood (1922). Let

𝑅(𝑛) = card{𝑝, 𝑥, 𝑦 : 𝑝 + 𝑥2 + 𝑦2 = 𝑛, 𝑥 ∈ Z, 𝑦 ∈ Z, 𝑝 prime} (21.89)

with 𝑝 a prime and 𝑥, 𝑦 ∈ Z. Then Conjecture J states that

𝑅(𝑛) ∼ 𝜋𝑛

log 𝑛
𝔖(𝑛) (21.90)

where for 𝑧 ∈ Z \ {0}

𝔖(𝑧) =( ∏
𝑝>2

(
1 + (−1) (𝑝−1)/2

(𝑝 − 1)𝑝

)) ∏
𝑝 |𝑧
𝑝>2

(
1 − 𝑝(−1) (𝑝−1)/2

𝑝2 − 𝑝 + (−1) (𝑝−1)/2

)
. (21.91)

By the way, it is readily checked that

𝔖(𝑧) =
∞∑︁
𝑞=1

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝑆(𝑞, 𝑎)2𝜇(𝑞)
𝑞2𝜑(𝑞)

𝑒(−𝑎𝑧/𝑞)

where

𝑆(𝑞, 𝑎) =
𝑞∑︁
𝑥=1

𝑒(𝑎𝑥2/𝑞).

Moreover 𝜋𝑛 is the volume of the region {𝛼, 𝛽 ∈ R : 𝛼2+𝛽2 ≤ 𝑛}. Thus one can
see how Hardy and Littlewood read off the conjecture from their assumption
that the major arcs for this question would dominate.

Following work of Hooley, Linnik gave a proof of Conjecture J which was
later simplified via the Bombieri–Vinogradov theorem. For 𝑛 ∈ N, let

𝑟 (𝑛) = card{𝑥, 𝑦 : 𝑥2 + 𝑦2 = 𝑛, 𝑥 ∈ Z, 𝑦 ∈ Z}. (21.92)



278 Sieves II

and let

𝜒(𝑚) =
{
(−1) 𝑚−1

2 2 ∤ 𝑚,

0 2|𝑚.
(21.93)

Then, in view of the formula

𝑟 (𝑛) = 4
∑︁
𝑚 |𝑛

𝜒(𝑚) (𝑛 ∈ N) (21.94)

(see, for example, (16.9.1) and Theorem 278 of Hardy & Wright, 2008), one
might hope to imitate the method used to prove Theorem 20.5. However now
the main term is a factor of log 𝑛 smaller. Whilst this is not a problem for
the divisors 𝑚 not near

√
𝑛, those near

√
𝑛 require a more delicate treatment

than a crude application of the Brun–Titchmarsh Theorem. In particular some
use needs to be made of possible cancelation arising from changes of sign of
𝜒(𝑚). Hooley’s idea to overcome this is, when this range occurs, to replace
the primes by a larger set which, whilst including the primes, now satisfies
the asymptotics of (21.10) and so the resulting main terms are cancelling. Theadded (,)
delicacy of the situation is such that this idea also needs to be combined with
a careful accounting of the primes 𝑝 for which 𝑛 − 𝑝 has slightly more than its
normally expected number of prime factors.

Theorem 21.16 (Hooley–Linnik) Let 𝑅(𝑛) be as in (21.89) and 𝔖(𝑛) be as
in (21.91). Then for any number 𝜈 with 1 < 𝜈 < 3

2 − 𝑒 log 2
4 = 1.028957 · · · we

have

𝑅(𝑛) = 𝜋𝑛

log 𝑛
𝔖(𝑛) +𝑂

( 𝑛

(log 𝑛)𝜈
)

as 𝑛→ ∞.

We initiate the proof by eliminating the easy parts. Let 𝐵 be a constant at our
disposal to be fixed later and define

𝑀 = 𝑛1/2 (log 𝑛)−𝐵, 𝑁 = 𝑛1/2 (log 𝑛)𝐵. (21.95)

By (21.94)

𝑅(𝑛) = 4𝑋 (0, 𝑀) + 4𝑋 (𝑀, 𝑁) + 4𝑋 (𝑁, 𝑛) +𝑂 (1) (21.96)

where

𝑋 (𝑈,𝑉) =
∑︁
𝑝<𝑛

∑︁
𝑈<𝑚≤𝑉
𝑚 | (𝑛−𝑝)

𝜒(𝑚). (21.97)

Note that if 𝑛 should be prime then there is a contribution to the error term of
𝑟 (0) = 1.
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If 𝑝 < 𝑛,𝑚 | (𝑛− 𝑝) and (𝑚, 𝑛) > 1, then 𝑝 |𝑛 and there can be at most ≪ log 𝑛
such primes 𝑝. Moreover, then 𝑚/𝑝 divides 𝑛/𝑝 − 1. Thus

𝑋 (0, 𝑀) =
∑︁
𝑚≤𝑀
(𝑚,𝑛)=1

𝜒(𝑚)
∑︁
𝑝<𝑛

𝑝≡𝑛 (mod 𝑚)

1 +𝑂 (𝑛𝜀).

Hence, by (21.95) and the form of the Bombieri–Vinogradov Theorem stated
in Corollary 20.3 we have

𝑋 (0, 𝑀) = li(𝑛)
∑︁
𝑚≤𝑀
(𝑚,𝑛)=1

𝜒(𝑚)
𝜑(𝑚) +𝑂

(
𝑛(log 𝑛)3−𝐵) .

By a simple elementary argument we show that the main term here gives the
main term of our theorem.

Lemma 21.17 Let 𝜒 be the quadratic character modulo 4, as given in (21.93),
and let (𝑛) be the singular series given in (21.91). Then∑︁

𝑚≤𝑀
(𝑚,𝑛)=1

𝜒(𝑚)
𝜑(𝑚) =

𝜋

4
𝔖(𝑛) +𝑂

(
𝑑 (𝑛)𝑀−1 log𝑀

)
.

Proof We note that
1

𝜑(𝑚) =
1
𝑚

∑︁
𝑙 |𝑚

𝜇(𝑙)2

𝜑(𝑙) .

Thus the subject of interest is∑︁
𝑙≤𝑀
(𝑙,𝑛)=1

𝜒(𝑙)𝜇(𝑙)2

𝑙𝜑(𝑙)
∑︁
𝑘≤𝑀/𝑙

𝜒(𝑘)
𝑘

∑︁
𝑗 | (𝑘,𝑛)

𝜇( 𝑗)

=
∑︁
𝑙≤𝑀
(𝑙,𝑛)=1

𝜒(𝑙)𝜇(𝑙)2

𝑙𝜑(𝑙)
∑︁
𝑗 |𝑛

𝑗≤𝑀/𝑙

𝜇( 𝑗)𝜒( 𝑗)
𝑗

∑︁
𝑚≤𝑀/𝑙 𝑗

𝜒(𝑚)
𝑚

.

By an explicit version of the alternating series test we have∑︁
𝑚≤𝑀/𝑙 𝑗

𝜒(𝑚)
𝑚

= 𝐿 (1, 𝜒) +𝑂 (𝑙 𝑗/𝑀) = 𝜋

4
+𝑂 (𝑙 𝑗/𝑀).

Thus the multiple sum becomes

𝜋

4

∑︁
𝑗 |𝑛
𝑗≤𝑀

𝜇( 𝑗)𝜒( 𝑗)
𝑗

∑︁
𝑙≤𝑀/ 𝑗
(𝑙,𝑛)=1

𝜒(𝑙)𝜇(𝑙)2

𝑙𝜑(𝑙) +𝑂
(
𝑑 (𝑛)𝑀−1 log𝑀

)
.
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We then complete in turn each sum, which gives

𝜋

4

∑︁
𝑗 |𝑛

𝜇( 𝑗)𝜒( 𝑗)
𝑗

∞∑︁
𝑙=1

(𝑙,𝑛)=1

𝜒(𝑙)𝜇(𝑙)2

𝑙𝜑(𝑙) +𝑂
(
𝑑 (𝑛)𝑀−1 log𝑀

)
.

The main term here is
𝜋

4

(∏
𝑝 |𝑛

(
1 − 𝜒(𝑝)

𝑝

)) ∏
𝑝∤𝑛

(
1 + 𝜒(𝑝)

𝑝(𝑝 − 1)

)
,

and the Euler products here match (21.91). □

We now turn to 𝑋 (𝑁, 𝑛). In the inner sum in (21.97) we replace 𝑚 by 𝑛−𝑝
𝑙

so that
𝑋 (𝑁, 𝑛) = 𝑋 (𝑁, 𝑛, 1) − 𝑋 (𝑁, 𝑛,−1)

where

𝑋 (𝑁, 𝑛,±1) =
∑︁
𝑝<𝑛

∑︁
𝑙 | (𝑛−𝑝)

𝑙< (𝑛−𝑝)/𝑁
(𝑛−𝑝)/𝑙≡±1 (mod 4)

1 =
∑︁
𝑙<𝑛/𝑁

∑︁
𝑝<𝑛−𝑙𝑁

𝑝≡𝑛∓𝑙 (mod 4𝑙)

1.

Should 𝑑 = (𝑛 ∓ 𝑙, 4𝑙) be > 1, then 𝑝 = 2 or 𝑝 |𝑙 |𝑛 and so

𝑋 (𝑁, 𝑛,±1) =
∑︁
𝑙<𝑛/𝑁

(𝑛∓𝑙,4𝑙)=1

∑︁
𝑝<𝑛−𝑙𝑁

𝑝≡𝑛∓𝑙 (mod 4𝑙)

1 +𝑂 (𝑛𝜀).

Thus on applying Corollary 20.3 we find that

𝑋 (𝑁, 𝑛,±1) =
∑︁
𝑙<𝑛/𝑁

(𝑛∓𝑙,4𝑙)=1

li(𝑛 − 𝑙𝑁)
𝜑(4𝑙) +𝑂

(
𝑛(log 𝑛)3−𝐵) .

Now (𝑛 ∓ 𝑙, 4𝑙) = 1 if and only if (𝑛 ∓ 𝑙, 2𝑙) = 1 and this holds in turn if and
only if (𝑛 ± 𝑙, 2𝑙) = 1. Thus the main terms are independent of the sign of ±𝑙,
and so cancel giving the bound

𝑋 (𝑁, 𝑛) ≪ 𝑛(log 𝑛)3−𝐵.

We now come to the more delicate part of the argument: the treatment of

𝑋 (𝑀, 𝑁).

As with 𝑋 (𝑁, 𝑛) we expect this to contribute something which is smaller than
the main term, but unfortunately our knowledge of the distribution of primes
in this case lacks the desired precision. There are two features of the situation
which come to our aid. The divisors𝑚 of 𝑛−𝑝 are now in a very restricted range,
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𝑀 < 𝑚 ≤ 𝑁 , and their occurrence is likely to be relatively infrequent. The
heuristic here is that the normal number of divisors of 𝑛− 𝑝 is about (log 𝑛)log 2.
Thus of the approximately log 𝑛 intervals [𝑒𝑘−1, 𝑒𝑘) with 1 ≤ 𝑘 ≤ log 𝑛 only a
proportion (log 𝑛)log 2−1 can be expected to contain a divisor of 𝑛− 𝑝, and so the
probability that (𝑀, 𝑁] contains such a divisor is about (log 𝑛)log 2−1 log log 𝑛.
Thus the sum over the primes 𝑝 can be expected to be bounded by something
like 𝑛(log 𝑛)log 2−2 log log 𝑛. The second feature is that we can embed the primes
in a somewhat larger set for which we can establish a suitable distribution into
residue classes for the appropriate modulus 𝑚. Moreover we can separate and
enable these two features by the usual process in analytic number theory when
we cannot think of anything better to do, namely apply the Cauchy–Schwarz
inequality. Let

Δ(𝑘) =
∑︁
𝑚 |𝑘

𝑀<𝑚≤𝑁

1,

and

Ξ(𝑘) =
∑︁
𝑚 |𝑘

𝑀<𝑚≤𝑁

𝜒(𝑚).

Then

𝑋 (𝑀, 𝑁) =
∑︁
𝑝<𝑛

Δ(𝑝−𝑛)>0

Ξ(𝑛 − 𝑝) ≤ 𝑌 (𝑀, 𝑁)1/2𝑍 (𝑀, 𝑁)1/2 (21.98)

where

𝑌 (𝑀, 𝑁) =
∑︁
𝑝<𝑛

Δ(𝑛−𝑝)>0

1, 𝑍 (𝑀, 𝑁) =
∑︁
𝑝<𝑛

Ξ(𝑛 − 𝑝)2. (21.99)

To manage 𝑌 (𝑀, 𝑁) we divide the sum into two parts dependent on the
number of prime factors of 𝑛 − 𝑝. To mark the division we introduce a real
number 𝛼 which satisfies

1 < 𝛼 ≤ 3
2

(21.100)

and is otherwise at our disposal. Thus

𝑌 (𝑀, 𝑁) = 𝑌1 (𝑀, 𝑁) + 𝑌2 (𝑀, 𝑁)

where

𝑌1 (𝑀, 𝑁) =
∑︁
𝑝<𝑛

Ω(𝑝−𝑛)≤𝛼 log log 𝑛

Δ(𝑛 − 𝑝), 𝑌2 (𝑀, 𝑁) =
∑︁
𝑝<𝑛

Ω(𝑛−𝑝)>𝛼 log log 𝑛

1.
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The sum 𝑌1 (𝑀, 𝑁) is bounded by the number of pairs 𝑝 and 𝑚 with 𝑝 < 𝑛,
𝑀 < 𝑚 ≤ 𝑁 , 𝑚 | (𝑝 − 𝑛) and Ω(𝑛 − 𝑝) ≤ 𝛼 log log 𝑛, or equivalently triples
𝑝, 𝑙.𝑚 with

𝑝 < 𝑛, 𝑙𝑚 = 𝑛 − 𝑝, 𝑀 < 𝑚 ≤ 𝑁, Ω(𝑛 − 𝑝) ≤ 𝛼 log log 𝑛

We have 𝑙 < 𝑛/𝑀 = 𝑁 and the number of such triples with 𝑚 ≤ 𝑁 and
𝑙 ≤ 𝑀 (log 𝑛)−2 is ≪ 𝑛(log 𝑛)−2. Thus, when 𝑀 (log 𝑛)−2 < 𝑙 we certainly
have

𝑀 (log 𝑛)−2 < 𝑙 ≤ 𝑁 and 𝑀 (log 𝑛)−2 < 𝑚 ≤ 𝑁.

We also have

min
(
Ω(𝑚),Ω(𝑙)

)
≤ 1

2
𝛼 log log 𝑛.

Hence

𝑌1 (𝑀, 𝑁) ≪ 𝑌3 (𝑀, 𝑁) +
𝑛

(log 𝑛)2 (21.101)

where

𝑌3 (𝑀, 𝑁) =

card
{
𝑚, 𝑝 :

𝑀

log2 𝑛
< 𝑚 ≤ 𝑁, 𝑝 < 𝑛, 𝑚 | (𝑛 − 𝑝),Ω(𝑚) ≤ 𝛼

2
log log 𝑛

}
.

By the Brun-Titchmarsh theorem, Theorem 3.9, we have

𝑌3 (𝑀, 𝑁) ≪
∑︁

𝑀 (log 𝑛)−2<𝑚≤𝑁
Ω(𝑚)≤ 𝛼

2 log log 𝑛

𝑛

𝜑(𝑚) log 𝑛

Here and later we need some estimates concerning Ω.

Lemma 21.18 For a real number 𝜃 > 0 define 𝛾(𝜃) = 𝜃 − 𝜃 log 𝜃
(i) Suppose that 𝑋 is a real number with 𝑋 ≥ 1 and 𝜛 is a real number with
1/2 ≤ 𝜛 ≤ 7/4. Then ∑︁

𝑚≤𝑋
𝜛Ω(𝑚) ≪ 𝑋 (log 2𝑋)𝜛−1.

(ii) Suppose that 1/2 ≤ 𝛽 < 1 and 𝑛 ≥ 𝑒𝑒. Then∑︁
𝑛1/2 (log 𝑛)−𝐵−2<𝑚≤𝑛1/2 (log 𝑛)𝐵

Ω(𝑚)≤𝛽 log log 𝑛

1
𝑚

≪ (log 𝑛)𝛾 (𝛽)−1 log log 𝑛.
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(iii) Suppose that 1 < 𝛽 ≤ 3/2 and 𝑛 ≥ 𝑒𝑒. Then∑︁
𝑚≤𝑛

Ω(𝑚)≥𝛽 log log 𝑛−1

1
𝑚

≪ (log 𝑛)𝛾 (𝛽) .

Proof (i) can be proved in the same way as Theorem 7.17. Here the Dirichlet
series generating function is 𝜁 (𝑠)𝜛𝜂(𝑠) where 𝜂(𝑠) is a series that converges
absolutely in a halfplane Re 𝑠 > 1 − 𝛿 for some 𝛿 > 0.

(ii) By (i) and partial summation when 1/2 ≤ 𝜛 ≤ 1,∑︁
𝑛1/2 (log 𝑛)−𝐵−2<𝑚≤𝑛1/2 (log 𝑛)𝐵

𝜛Ω(𝑚)

𝑚
≪ (log 𝑛)𝜛−1 log log 𝑛.

For those terms with Ω(𝑚) ≤ 𝛽 log log 𝑛, since 0 < 𝛽 < 1, we have

1 ≤ (log 𝑛)−𝛽 log 𝛽𝛽Ω(𝑚)

and the result follows on taking 𝜛 = 𝛽.
(iii) follows from the bound∑︁

𝑚≤𝑛

𝜛Ω(𝑚)

𝑚
≪ (log 𝑛)𝜛

by a concomitant argument. □

By (21.100) we have 1 < 𝛼 < 2. Hence, by (ii) of Lemma 21.18 with 𝛽 = 𝛼/2
we have

𝑌3 (𝑀, 𝑁) ≪
𝑛(log log 𝑛)2

(log 𝑛)2−𝛾 (𝛼/2) ,

whence, as 𝛾(𝛼/2) > 0, by (21.101),

𝑌1 (𝑀, 𝑁) ≪
𝑛(log log 𝑛)2

(log 𝑛)2−𝛾 (𝛼/2) . (21.102)

We now turn to 𝑌2 (𝑀, 𝑁). We divide this sum into two further parts so that

𝑌2 (𝑀, 𝑁) ≤ 𝑌4 (𝑀, 𝑁) + 𝑌5 (𝑀, 𝑁)

where
𝑌4 (𝑀, 𝑁) = card{𝑚 < 𝑛 : Ω(𝑚) > 10 log log 𝑛},

𝑌5 (𝑀, 𝑁) = card{𝑝 < 𝑛 : 𝛼 log log 𝑛 < Ω(𝑛 − 𝑝) ≤ 10 log log 𝑛}.

By Lemma 21.18(i),

𝑌4 (𝑀, 𝑁) <
∑︁
𝑚<𝑛

𝑒Ω(𝑚)/2 (log 𝑛)−5 ≪ 𝑛(log 𝑛)
√
𝑒−6 ≪ 𝑛

(log 𝑛)2 .
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When 𝑝 < 𝑛, Ω(𝑛 − 𝑝) ≤ 10 log log 𝑛 and 𝑛 − 𝑝 has no prime factors ex-
ceeding exp

(
(log 𝑛)/(20 log log 𝑛)

)
we have 𝑛 − 𝑝 ≤

√
𝑛. Otherwise for 𝑝

counted by 𝑌5 there exist numbers 𝑟 and 𝑝′ so that 𝑛 − 𝑝 = 𝑟 𝑝′, 𝑝′ >
exp

(
(log 𝑛)/(20 log log 𝑛)

)
and Ω(𝑠) > 𝛼 log log 𝑛−1. Moreover 𝑟 < 𝑛 exp

(
−

(log 𝑛)/(20 log log 𝑛)
)
. Thus

𝑌5 (𝑀, 𝑁) ≤
∑︁

𝑟<𝑛 exp( (log 𝑛)/20 log log 𝑛) )
Ω(𝑟 )>𝛼 log log 𝑛−1

∑︁
𝑝,𝑝′

𝑝+𝑟 𝑝′=𝑛

1 + 𝑛1/2.

Let 𝑁 (𝑛; 𝑟) denote the inner sum here. Then the bound

𝑁 (𝑛; 𝑟) ≪ 𝑛2

𝜑(𝑛𝑟)
(
log(𝑛/𝑟))2 ≪ 𝑛(log log 𝑛)3

𝑟 (log 𝑛)2

is trivial when (𝑛, 𝑟) > 1 and when (𝑛, 𝑟) = 1 follows by the methods of §3.4,
or from Theorem 19.13 or Corollary 21.10 by sifting out the 𝑦 < 𝑛/𝑟 with
𝑝 |𝑦(𝑛 − 𝑦𝑦) for 𝑝 ≤ (𝑛/𝑟) 𝜃 for some 𝜃 ≤ 1/2. Thus

𝑌5 (𝑀, 𝑁) ≪ 𝑛1/2 + 𝑛(log log 𝑛)3

(log 𝑛)2

∑︁
𝑟≤𝑛

Ω(𝑟 )>𝛼 log log 𝑛−1

1
𝑠
.

By Lemma 21.18(iii) this is

≪ 𝑛(log log 𝑛)3

(log 𝑛)2−𝛾 (𝛼) .

Since 𝛾(𝛼) > 0 this gives

𝑌2 (𝑀, 𝑁) ≪
𝑛(log log 𝑛)3

(log 𝑛)2−𝛾 (𝛼) .

Comparing this with (21.102) we see that the optimal choice of 𝛼 occurs when
𝛾(𝛼/2) = 𝛾(𝛼), i.e. 𝛼 = 𝑒/2. Thus

𝑌 (𝑀, 𝑁) ≪ 𝑛(log log 𝑛)3

(log 𝑛)2−𝑒 (log 2)/2 , (21.103)

and

2 − 𝑒(log 2)/2 = 1.057915 · · ·

The final stage of the proof is the examination of 𝑍 (𝑀, 𝑁), given by (21.99).
Let

𝑧 = exp
(
(log 𝑛)/(log log 𝑛)2) ,

Multiplying out 𝑍 (𝑀, 𝑁) would yield sums over 𝑝, 𝑚1, 𝑚2 with 𝑚 𝑗 | (𝑛 − 𝑝).adjusted text to
avoid overfull
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We want to replace the primes by an essentially larger set of 𝑟 < 𝑛 such that
(𝑟, 𝑃) = 1 for a suitable choice of 𝑃. Let

𝒫 = {𝑝 < 𝑧}, 𝑃(𝑧) =
∏
𝑝∈𝒫

𝑝

and

𝒩 = {𝑟 < 𝑛 :
(
𝑟, 𝑃(𝑧)

)
= 1}.

Then the primes 𝑝 ≤ 𝑧 contribute ≪ 𝑛𝜀/2 to 𝑍 (𝑀, 𝑁) and Ξ(𝑛 − 𝑝) ≪ 𝑛𝜀/4.
Thus

𝑍 (𝑀, 𝑁) ≤ 𝑍1 (𝑀, 𝑁) +𝑂 (𝑛𝜀) (21.104)

where

𝑍1 (𝑀, 𝑁) =
∑︁
𝑟∈𝒩

Ξ(𝑛 − 𝑟)2 =
∑︁
𝑚1 , 𝑚2

𝑀<𝑚 𝑗≤𝑁

𝜒(𝑚1𝑚2)
∑︁
𝑟∈𝒩

𝑚1 | (𝑛−𝑟 ) , 𝑚2 | (𝑛−𝑟 )

1.

If 𝑚1𝑚2 and

𝑛1 =
∏

𝑝 |𝑛,𝑝<𝑧
𝑝 (21.105)

were to have a prime factor in common, then it would divide 𝑟 which we have
excluded, so such an inner sum would be empty. Thus

𝑍1 (𝑀, 𝑁) =
∑︁

(𝑚1𝑚2 ,𝑛1 )=1
𝑀<𝑚 𝑗≤𝑁

𝜒(𝑚1𝑚2)
∑︁
𝑟∈𝒩

𝑚1 | (𝑛−𝑟 ) , 𝑚2 | (𝑛−𝑟 )

1

We have 𝑚1 | (𝑛 − 𝑟) and 𝑚2 | (𝑛 − 𝑟) if and only if [𝑚1, 𝑚2] | (𝑛 − 𝑟). Put
𝑑 = (𝑚1, 𝑚2) and 𝑘 𝑗 = 𝑚 𝑗/𝑑. Then

(𝑘1, 𝑘2) = 1, 𝑀 < 𝑑𝑘 𝑗 ≤ 𝑁, 𝑑𝑘1𝑘2 | (𝑛 − 𝑟).

Now we split the sum according as to whether 𝑑 ≤ 𝐷 or 𝑑 > 𝐷 where

𝐷 = 𝑛1/8.

Thus

𝑍1 (𝑀, 𝑁) = 𝑍2 (𝑀, 𝑁) + 𝑍3 (𝑀, 𝑁) (21.106)

where

𝑍2 (𝑀, 𝑁) =
∑︁

(𝑘1 ,𝑘2 )=1, (𝑑𝑘1𝑘2 ,𝑛1 )=1
𝑀<𝑑𝑘 𝑗≤𝑁, 𝑑>𝐷

𝜒(𝑑2𝑘1𝑘2)
∑︁
𝑟∈𝒩

𝑑𝑘1𝑘2 | (𝑛−𝑟 )

1
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and

𝑍3 (𝑀, 𝑁) =
∑︁

(𝑘1 ,𝑘2 )=1, (𝑑𝑘1𝑘2 ,𝑛1 )=1
𝑀<𝑑𝑘 𝑗≤𝑁, 𝑑≤𝐷

𝜒(𝑑2𝑘1𝑘2)
∑︁
𝑟∈𝒩

𝑑𝑘1𝑘2 | (𝑛−𝑟 )

1 (21.107)

In the sum 𝑍2 (𝑀, 𝑁) we have

𝑑𝑘1𝑘2 ≤ 𝑁2𝑑−1 ≤ 𝑛7/8 (log 𝑛)2𝐵.

Given such 𝑑, 𝑘1, 𝑘2 the 𝑟 in the inner sum arise by removing the 𝑎 with 𝑎 ≡ 𝑛
(mod 𝑑𝑘1𝑘2) with 𝑎 < 𝑛 which have a prime factor that divides 𝑃(𝑧). Thus we
can apply Corollary 21.10. For 𝑞 = 𝑑𝑘1𝑘2 with (𝑞, 𝑛1) = 1 let

𝒜 = {𝑎 < 𝑛 : 𝑎 ≡ 𝑛 (mod 𝑞)}.

Then ∑︁
𝑟∈𝒩
𝑞 | (𝑛−𝑟 )

1 = 𝑆(𝒜,𝒫, 𝑧).

When 𝑚 |𝑃(𝑧), in the notation of (21.3) we have

𝐴(𝑚) =
∑︁
𝑎<𝑛

𝑎≡𝑛 (mod 𝑞)
𝑎≡0 (mod 𝑚)

1 =

[𝑞,𝑚]∑︁
𝑥=1

𝑥≡𝑛 (mod 𝑞)
𝑥≡0 (mod 𝑚)

( 𝑛

[𝑞, 𝑚] +𝑂 (1)
)
.

Moreover, since 𝑚 |𝑃(𝑧) and (𝑞, 𝑛1) = 1 it follows that

𝑞/(𝑞,𝑚)∑︁
𝑦=1

𝑦𝑚≡𝑛 (mod 𝑞)

1 =

{
1 (𝑚, 𝑞) = 1
0 (𝑚, 𝑞) > 1.

Thus

𝐴(𝑚) = 𝑋𝜌(𝑚) + +𝑂 (1)

where

𝑋 =
𝑛

𝑞
, 𝜌(𝑚) =

{
1
𝑚

when (𝑚, 𝑞) = 1,
0 when (𝑚, 𝑞) > 1.

Hence with 𝑧 as above, 𝑦 = 𝑛1/16 and 𝑠 = log 𝑦
log 𝑧 we have

𝑉 (𝑧) =
∏
𝑝<𝑧
𝑝∤𝑞

(1 − 1/𝑝),
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and ∑︁
𝑚≤𝑦

|𝑅(𝑚) | ≪ 𝑋𝑉 (𝑧)𝑒−𝑠 .

Moreover ∏
𝑝≥𝑧
𝑝 |𝑞

(1 − 1/𝑝)−1 = exp
(
(log 𝑛)𝑧−1) = 1 +𝑂

(
(log 𝑛)−10)

and

𝑒−𝑠 ≪ (log 𝑛)−10.

Hence

𝑍2 (𝑀, 𝑁) = 𝑛
( ∏
𝑝<𝑧

(
1 − 1

𝑝

)) ∑︁
(𝑘1 ,𝑘2 )=1

(𝑑𝑘1𝑘2 ,𝑛1 )=1
𝑀<𝑑𝑘 𝑗≤𝑁, 𝑑>𝐷

𝜒(𝑑2𝑘1𝑘2)
𝜑(𝑑𝑘1𝑘2)

+𝑂
( 𝑛

(log 𝑛)5

)
.

We first consider the contribution from the 𝑑 with 𝑑 > 𝑀 . In that case we have
𝑘 𝑗 ≤ 𝑁/𝑀 . We also know that

𝜑(𝑑𝑘1𝑘2) ≪ (𝑑𝑘1𝑘2)−1 log log 𝑛

and ∏
𝑝<𝑧

(
1 − 1

𝑝

)
≪ (log 𝑛)−1 (log log 𝑛)2.

Thus the total contribution from the terms with 𝑑 > 𝑀 is

≪ 𝑛
(log log 𝑛)3

log 𝑛

∑︁
𝑀<𝑑≤𝑁

1
𝑑

( ∑︁
𝑘≤𝑁/𝑀

1
𝑘

)2
≪ 𝑛

(log log 𝑛)6

log 𝑛
.

Now consider the terms with 𝑑 ≤ 𝑀 . In the multiple sum we replace
𝜑(𝑑𝑘1𝑘2)−1 by

1
𝜑(𝑑𝑘1)𝑘2

∑︁
𝑚 |𝑘2

(𝑚,𝑑𝑘1 )=1

𝜇(𝑚)2

𝜑(𝑚) .

Then we replace 𝑘2 by 𝑙𝑚 so that the contribution from 𝑘2 and 𝑚 becomes∑︁
(𝑘1 ,𝑙𝑚)=1, (𝑑𝑘1𝑙𝑚,𝑛1 )=1
𝑀<𝑑𝑙𝑚≤𝑁,𝐷<𝑑≤𝑀

𝑀<𝑑𝑘1≤𝑁

𝜒(𝑑2𝑘1𝑙𝑚)𝜇(𝑚)2

𝜑(𝑑𝑘1)𝑙𝑚𝜑(𝑚)
.
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Next we replace the condition (𝑙, 𝑘1𝑛1) = by∑︁
𝑢 | (𝑘1𝑛1 ,𝑙)

𝜇(𝑢)

and then write 𝑙 = 𝑢𝑣. Thus the multiple sum becomes∑︁
𝑚≤𝑁

(𝑚,𝑛1 )=1

𝜇(𝑚)2𝜒(𝑚)
𝑚𝜑(𝑚)

∑︁
𝐷<𝑑≤𝑀
(𝑑,𝑛1 )=1

∑︁
𝑀/𝑑<𝑘1≤𝑁/𝑑

(𝑘1 ,𝑛1 )=1

𝜒(𝑑2𝑘1)
𝜑(𝑑𝑘1)∑︁

𝑢 |𝑘1𝑛1

𝜇(𝑢)𝜒(𝑢)
𝑢

∑︁
𝑀/(𝑑𝑚𝑢)<𝑣≤𝑁/(𝑑𝑚𝑢)

𝜒(𝑣)
𝑣

.

Since (𝑘1, 𝑛1) = 1 the sum over 𝑢 can be rewritten as a sum over 𝑢 = ℎ 𝑗 with
ℎ|𝑘1 and 𝑗 |𝑛1 and then 𝑘1 can be replaced by ℎ𝑟 . Thus we obtain∑︁

𝑚≤𝑁
(𝑚,𝑛1 )=1

𝜇(𝑚)2𝜒(𝑚)
𝑚𝜑(𝑚)

∑︁
𝑗 |𝑛1

𝜇( 𝑗)𝜒( 𝑗)
𝑗

∑︁
𝐷<𝑑≤𝑀
(𝑑,𝑛1 )=1

∑︁
(ℎ,𝑛1 )=1

𝜇(ℎ)𝜒(ℎ)
ℎ

∑︁
𝑀/(𝑑ℎ)<𝑟≤𝑁/(𝑑ℎ)

(𝑟 ,𝑛1 )=1

𝜒(𝑑2ℎ𝑟)
𝜑(𝑑ℎ𝑟)

∑︁
𝑀/(𝑑𝑚ℎ 𝑗 )<𝑣≤𝑁/(𝑑𝑚ℎ 𝑗 )

𝜒(𝑣)
𝑣

.

The contribution from the terms with 𝑑𝑚ℎ 𝑗 > 𝑀 is

≪
∑︁
𝑚≤𝑁

1
𝑚𝜑(𝑚)

∑︁
𝑗 |𝑛1

1
𝑗

∑︁
ℎ

1
ℎ𝜑(ℎ)

∑︁
𝑀/(𝑚ℎ 𝑗 )<𝑑≤𝑁/(𝑚ℎ 𝑗 )

1
𝑑∑︁

𝑀/(𝑑ℎ)<𝑟≤𝑁/(𝑑ℎ)

log log 𝑛
𝑟

∑︁
𝑀/(𝑑𝑚ℎ 𝑗 )<𝑣≤𝑁/(𝑑𝑚ℎ 𝑗 )

1
𝑣
≪ (log log 𝑛)5

and the contribution from those with 𝑑𝑚ℎ 𝑗 ≤ 𝑀 is

≪
∑︁
𝑚≤𝑁

1
𝑚𝜑(𝑚)

∑︁
𝑗 |𝑛1

1
𝑗

∑︁
ℎ

1
ℎ𝜑(ℎ)

∑︁
𝑑≤𝑀/(𝑚ℎ 𝑗 )

1
𝑑∑︁

𝑀/(𝑑ℎ)<𝑟≤𝑁/(𝑑ℎ)

log log 𝑛
𝑟

������ ∑︁
𝑀/(𝑑𝑚ℎ 𝑗 )<𝑣≤𝑁/(𝑑𝑚ℎ 𝑗 )

𝜒(𝑣)
𝑣

������ .
Here the innermost sum is ≪ 𝑑𝑚ℎ 𝑗/𝑀 . Thus the above is

≪
∑︁
𝑚≤𝑁

1
𝑚𝜑(𝑚)

∑︁
𝑗 |𝑛1

1
𝑗

∑︁
ℎ

1
ℎ𝜑(ℎ)

∑︁
𝑑≤𝑀/(𝑚ℎ 𝑗 )

𝑚ℎ 𝑗

𝑀
(log log 𝑛)2

≪ (log log 𝑛)3.
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Thus it follows that

𝑍2 (𝑀, 𝑁) ≪ 𝑛
(log log 𝑛)6

log 𝑛
. (21.108)

It remains to consider 𝑍3 (𝑀, 𝑁) given by (21.107). Here we replace the
condition (𝑘1, 𝑘2) = 1 by the sum ∑︁

𝑙 | (𝑘1 ,𝑘2 )
𝜇(𝑙),

interchange he order of summation and replace 𝑘 𝑗 by 𝑙ℎ 𝑗 . The dummy variable
𝑙 plays a similar rôle to that of 𝑑 in 𝑍2 (𝑀, 𝑁). Thus

𝑍3 (𝑀, 𝑁) =
∑︁

(𝑑𝑙ℎ1ℎ2 ,𝑛1 )=1
𝑀<𝑑𝑙ℎ 𝑗≤𝑁,𝑑≤𝐷

𝜒(𝑑2𝑙2ℎ1ℎ2)𝜇(𝑙)
∑︁
𝑟∈𝒩

𝑑𝑙2ℎ1ℎ2 |𝑛−𝑟

1

We now again divide the summation according as to whether 𝑙 ≤ 𝐷 or not. The
contrary case can be readily dismissed, since the total contribution from such
terms is

≪
∑︁
𝑙>𝐷

∑︁
𝑀/𝑙<𝑑ℎ 𝑗≤𝑁/𝑙

∑︁
𝑟∈𝒩

𝑑𝑙2ℎ1ℎ2 |𝑛−𝑟

1 ≪
∑︁
𝑙>𝐷

𝑛

𝑙2
(log 𝑛)3 ≪ 𝑛

(log 𝑛)2 .

We are left with∑︁
𝑑≤𝐷

∑︁
𝑙≤𝐷

𝜒(𝑑2𝑙2)𝜇(𝑙)
∑︁

𝑀/𝑑𝑙<ℎ 𝑗≤𝑁/𝑑𝑙
(ℎ1ℎ2𝑑𝑙

2 ,𝑛1 )=1

𝜒(ℎ1ℎ2)
∑︁

𝑟∈𝒩, (𝑟 ,𝑃 (𝑧) )=1
𝑑𝑙2ℎ1ℎ2 | (𝑛−𝑟 )

1.

The condition (ℎ2, 𝑛1) = 1 is a nuisance and it is convenient to remove it by
the usual resort to the formula ∑︁

𝑣 | (ℎ2 ,𝑛1 )
𝜇(𝑣)

so that, on writing ℎ2 = 𝑣𝑤, our sum is∑︁
𝑑≤𝐷

∑︁
𝑙≤𝐷

𝜒(𝑑2𝑙2)𝜇(𝑙)
∑︁

𝑀/𝑑𝑙<ℎ1≤𝑁/𝑑𝑙
(ℎ1𝑑𝑙

2 ,𝑛1 )=1

∑︁
𝑣 |𝑛1

𝜇(𝑣)𝜒(ℎ1𝑣)

∑︁
𝑀/𝑑𝑙𝑣<𝑤≤𝑁/𝑑𝑙𝑣

𝜒(𝑤)
∑︁

𝑟∈𝒩, (𝑟 ,𝑃 (𝑧) )=1
𝑑𝑙2ℎ1𝑣𝑤 |𝑛−𝑟

1.

Given 𝑑, 𝑙, ℎ1, 𝑣, 𝑤, 𝑟 let

𝑢 =
𝑛 − 𝑟

𝑑𝑙2ℎ1𝑣𝑤
.
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𝑑≤𝐷

∑︁
𝑙≤𝐷

𝜒(𝑑2𝑙2)𝜇(𝑙)
∑︁

𝑀/𝑑𝑙<ℎ1≤𝑁/𝑑𝑙
(ℎ1𝑑𝑙

2 ,𝑛1 )=1

∑︁
𝑣 |𝑛1

𝜇(𝑣)𝜒(ℎ1𝑣)

∑︁
𝑢

∑︁
𝑀/𝑑𝑙𝑣<𝑤≤𝑁/𝑑𝑙𝑣

𝜒(𝑤)
∑︁

𝑟∈𝒩, (𝑟 ,𝑃 (𝑧) )=1
𝑑𝑙2ℎ1𝑣𝑤𝑢=𝑛−𝑟

1.

Then for a given 𝑞 we collect the terms with 𝑑𝑙2ℎ1𝑣𝑢 = 𝑞. Thus 𝑤 = 𝑛−𝑟
𝑞

and
the multiple sum becomes∑︁

𝑞≤ 𝑛𝐷
2𝑛1
𝑀

∑︁
𝑑,𝑙,ℎ1 ,𝑣
𝑑𝑙2ℎ1𝑣 |𝑞

𝜒(𝑑2𝑙2)𝜇(𝑙)𝜇(𝑣)𝜒(ℎ1𝑣)
∑︁

𝑟∈𝒩, (𝑟 ,𝑃 (𝑧) )=1
𝑛− 𝑁𝑞

𝑑𝑙𝑣
≤𝑟<𝑛− 𝑀𝑞

𝑑𝑙𝑣

1≤𝑟<𝑛
𝑞 |𝑛−𝑟

𝜒

(𝑛 − 𝑟
𝑞

)

where 𝑑, 𝑙, ℎ1, 𝑣 satisfy

𝑑 ≤ 𝐷, 𝑙 ≤ 𝐷,
𝑀

𝑑𝑙
< ℎ1 <

𝑁

𝑑𝑙
, 𝑣 |𝑛1, 𝑁𝑑𝑙𝑣 > 𝑞.

Let

𝑋 = max{0, ⌈𝑛 − 𝑁𝑞/𝑑𝑙𝑣⌉ − 1}, 𝑌 = max{0, ⌈𝑛 − 𝑀𝑞/𝑑𝑙𝑣⌉ − 1},

so that 𝑌 < 𝑟 ≤ 𝑋 . We also have

𝑞 ≤ 𝑛3/4𝑛1 (log 𝑛)𝐵.

Thus if
𝑌 − 𝑋 ≪ 𝑛

(log 𝑛)7 ,

then the innermost sum is∑︁
𝑟∈𝒩, (𝑟 ,𝑃 (𝑧) )=1

𝑋<𝑟≤𝑌
1≤𝑟<𝑛
𝑞 |𝑛−𝑟

𝜒

(𝑛 − 𝑟
𝑞

)
≪ 𝑛

𝑞(log 𝑛)7 (21.109)

and the total contribution from such terms is

≪ 𝑛

(log 𝑛)2 .

Thus we may suppose that

𝑌 − 𝑋 ≫ 𝑛

(log 𝑛)7 .

The general term in the sum over 𝑟 is ±1 according as
𝑛 − 𝑟
𝑞

≡ ±1 (mod 4),
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that is

𝑟 ≡ 𝑛 ∓ 𝑞 (mod 4𝑞)

and so is ∑︁
𝑋<𝑟≤𝑌

(𝑟 ,𝑃 (𝑧) )=1
𝑟≡𝑛−𝑞 (mod 4𝑞)

1 −
∑︁

𝑋<𝑟≤𝑌
(𝑟 ,𝑃 (𝑧) )=1

𝑟≡𝑛+𝑞 (mod 4𝑞)

1.

Given 𝑚 |𝑃(𝑧) and 𝑚 ≤ 𝑦 = 𝑛1/8, so that 𝑚𝑞 ≤ 𝑛7/8𝑛1 (log 𝑛)𝐵, we have∑︁
𝑋<𝑎≤𝑌
𝑚 |𝑎

𝑎≡𝑛±𝑞 (mod 4𝑞)

1 =

[4𝑞,𝑚]∑︁
𝑥=1

𝑥≡𝑛±𝑞 (mod 4𝑞)
𝑥≡0 (mod 𝑚)

( 𝑌 − 𝑋
[4𝑞, 𝑚] +𝑂 (1)

)
.

Moreover
[4𝑞,𝑚]∑︁
𝑥=1

𝑥≡𝑛±𝑞 (mod 4𝑞)
𝑥≡0 (mod 𝑚)

1 =

{
1 (4𝑞, 𝑚) |𝑛 ± 𝑞,
0 (4𝑞, 𝑚) ∤ 𝑛 ± 𝑞.

Since 𝑚 is squarefree we have (4𝑞, 𝑚) = (2𝑞, 𝑚) and so (4𝑞, 𝑚) |𝑛 ± 𝑞 if and
only if (2𝑞, 𝑚) |𝑛+𝑞 if and only if (2𝑞, 𝑚) |𝑛−𝑞. Hence we may apply Corollary
21.10 and the main term will be independent of the sign ±. Thus the main terms
will cancel and we obtain (21.109) once more, and so we can conclude that

𝑍3 (𝑀, 𝑁) ≪
𝑛

(log 𝑛)2 .

Hence, by (21.104), (21.106) and (21.108)

𝑍 (𝑀, 𝑁) ≪ 𝑛
(log log 𝑛)6

log 𝑛

Hence, by (21.98) and (21.103) we have

𝑌 (𝑀, 𝑁) ≪ 𝑛
(log log 𝑛)5

(log 𝑛)𝜆

where

𝜆 =
3
2
− 𝑒 log 2

4
= 1.028957 · · ·

and this completes the proof of the Hooley–Linnik theorem.
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21.5.1 Exercises
1. Let 𝑅(𝑁) denote the number of solutions of 𝑝 + 𝑃2 = 𝑁 with 𝑝 prime and
𝑃2 a number having at most two prime factors. Prove that if 𝑁 is even and
large, then

𝑅(𝑁) > 𝑁𝔖(𝑁)
3(log 𝑁)2

where

𝔖(𝑁) = 𝑐
∏
𝑝 |𝑁
𝑝>2

𝑝 − 1
𝑝 − 2

and 𝑐 is the twin prime constant.
2. (Vaughan, 1973) Prove that at least one of the following two statements is

valid.
(a) For infinitely many primes 𝑝, 3𝑝 + 2 is prime.
(b) For infinitely many 𝑛, 𝑑 (𝑛) = 𝑑 (𝑛 + 2).

3. (a) Let 𝑆(𝑋) denote the number of 𝑛 ≤ 𝑋 such that 𝑛2 + 1 is prime. Prove
that there is a positive constant 𝛿 such that

𝑆(𝑋) ≤ 2𝑋𝔖
log 𝑋

+𝑂
(
𝑋 (log 𝑋)−1−𝛿 ) ,

where

𝔖 =
4
𝜋

∏
𝑝>2

(
1 − (−1)

𝑝−1
2(

𝑝 − (−1)
𝑝−1

2
)
(𝑝 − 1)

)
.

(b) Prove that the number 𝑆4 (𝑋) of 𝑛 ≤ 𝑋 such that 𝑛2 + 1 has at most four
prime factors satisfies

𝑆4 (𝑛) ≫
𝑋

log 𝑋
.

4. (Halberstam & Richert, 1974, §9.5) Let 𝑎(𝑛) be the number of solutions of
𝑛 = 𝑙2 + 1 with 1 ≤ 𝑙 ≤ 𝑋 and define for 𝑧 = 𝑋1/4, 𝑤 = 𝑋7/10,

𝑊 (A ,𝒫, 𝑧, 𝑤) =
∑︁
𝑛

(𝑛,𝑃 (𝑧) )=1

𝑎(𝑛)
(
1 −

∑︁
𝑧≤𝑝<𝑤
𝑝 |𝑛

1
2

)
.

(a) Show that

𝑊 (A ,𝒫, 𝑧, 𝑤) ≥

𝑋𝑉 (𝑧)
(
𝑓− (4) −

∫ 𝑤

𝑧

𝑓+
( log(𝑋/𝑢)

log 𝑧

) 𝑑𝑢

2𝑢 log 𝑢

)
) +𝑂

(
𝑋 (log 𝑋)−1−𝛿 ) ,



21.6 Almost primes in polynomial sequences 293

where 𝑉 (𝑧) = ∏
𝑝<𝑧

(
1 − 𝜌(𝑝)

)
and 𝜌(2) = 1

2 and

𝑝𝜌(𝑝) = 1 + (−1)
𝑝−1

2 (𝑝 > 2).

(b) Show that

𝑉 (𝑧) = 𝔖𝑒−𝐶0

log 𝑧
+𝑂

(
(log 𝑧)−2)

where 𝔖 is as in Exercise 21.5.1.3. check ex no
(c) Let 𝑆3 (𝑋) denote the number of 𝑛 ≤ 𝑋 such that 𝑛2 +1 has at most three

prime factors. Prove that

𝑆3 (𝑋) ≥
2𝔖𝑋
log 𝑋

(
log 3

4
−

∫ 7/10

1/4

𝑑𝑣

8𝑣(1 − 𝑣)

)
+𝑂

(
𝑋 (log 𝑋)−1−𝛿 )

=
𝔖𝑋

8 log 𝑋
log

9
7
+𝑂

(
𝑋 (log 𝑋)−1−𝛿 ) .

5. Let 𝑎 be a given nonzero integer and

𝑁 (𝑥) =
∑︁

0<𝑝+𝑎≤𝑥
𝑟 (𝑝 + 𝑎)

where 𝑟 is as in (21.92) Prove that

𝑁 (𝑥) ∼ 𝜋𝑥

log 𝑥
𝔖(𝑎),

where 𝔖(𝑎) is as in (21.91).

21.6 Almost primes in polynomial sequences

In exercises above we sieved a thin set, namely the sequence 𝑛2 + 1 to limit the
number of prime factors. Thus there are 𝑛 for which 𝑛2 + 1 is an almost prime;
in this case a 𝑃4 or a 𝑃3. Suppose we have a sequence 𝑐(𝑛) of positive integers,
increasing for large 𝑛, roughly of size 𝑛𝑑 where 𝑑 ∈ N, 𝑑 > 1, and we want to
consider those 𝑐(𝑛) with 𝑛 ≤ 𝑋 which remain when those terms with a prime
factor 𝑝 < 𝑤 are removed. Except possibly in very special cases one cannot
expect sieving techniques to deal with prime factors 𝑝 significantly larger than
𝑋 and the expectation is that one will need to restrict to the situation when
𝑤 = 𝑋 𝜃 with 𝜃 < 1. We can hope to cope with a 𝜃 satisfying

𝑑

𝑑 + 1
< 𝜃 < 1, (21.110)

but not with a larger 𝜃. Thus the best we could conclude is that there are 𝑛 so
that 𝑐(𝑛) has at most 𝑑 prime factors 𝑝 with 𝑝 ≥ 𝑤. It remains to see what
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can be said for smaller prime factors. In Exercise 21.5.1.4, with a suitable set check ex no
of weights and 𝜃 = 7

10 it can be shown that some of these 𝑛 have at most one
prime factor 𝑝 < 𝑤 and so there are infinitely many 𝑛 such that 𝑛2 + 1 has at
most three prime factors. This argument is readily modified to deal with general
irreducible quadratic polynomials. For polynomials of higher degree, 𝑑 > 2,
the requirement that (21.110) holds becomes too demanding for the system
of weights to give a concomitant conclusion. We require more sophisticated
weights and to this end we use those introduced by Richert (1969). These lead
to an elegant conclusion.

Theorem 21.19 Suppose that 𝑑 ∈ N, 𝑑 ≥ 2 and 𝑔 ∈ Z[𝑥] is irreducible over
Q and has positive leading coefficient. Let

𝒩𝑔 (𝑋) = {𝑚 ≤ 𝑋 : Ω
(
𝑔(𝑚)

)
≤ 𝑑 + 1 and

(
𝑔(𝑚), 𝑃(𝑥1/4)

)
= 1}.

If for every prime 𝑝 there exist integers 𝑚 such that (𝑔(𝑚), 𝑝) = 1, then

𝒩𝑔 (𝑋) ≫𝑔

𝑋

log 𝑋
.

Let 𝑎(𝑛) denote the number of 𝑚 ≤ 𝑋 such that 𝑔(𝑚) = 𝑛, let 𝑟 (𝑚) denote
the number of solutions of 𝑔(𝑥) ≡ 0 (mod 𝑚) and let 𝜌(𝑚) = 𝑟 (𝑚)/𝑚. Then
in the notation of §21.1 we have (21.3) and

|𝑅(𝑚) | ≤ 𝑟 (𝑚).

Thus we need to understand the behaviour of 𝑟 (𝑚), certainly when𝑚 is square-
free. It is also useful to understand 𝑟 (𝑝2). A substantial part of the input here
is from algebraic number theory.

Theorem 21.20 Suppose that 𝑔 ∈ Z[𝑥] is irreducible over Q and 𝑟 is as
above.
(i) There is a positive constant 𝑐𝑔 such that whenever 𝑌 ≥ 2 we have∑︁

𝑝≤𝑌
𝑟 (𝑝) = li(𝑌 ) +𝑂𝑔

(
𝑌 exp(−𝑐𝑔

√︁
log𝑌

)
. (21.111)

(ii) Suppose that 𝑝 does not divide the discriminant 𝐷𝑔 of 𝑔. Then for every 𝑘
we have

𝑟 (𝑝𝑘) ≤ 𝑑. (21.112)

(iii) Suppose that 𝑚 is squarefree. Then

𝑟 (𝑚) ≤ 𝑑𝜔 (𝑚) . (21.113)
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Proof We begin by dismissing the second and third statements. The function
𝑟 is multiplicative and since the polynomial 𝑔 is irreducible it does not have a
fixed prime divisor. Hence, by Lagrange’s theorem 𝑟 (𝑝) ≤ 𝑑 and (iii) follows.
Moreover, when 𝑝 ∤ 𝐷𝑔 and there is an 𝑥 such that 𝑔(𝑥) ≡ 0 (mod 𝑝) we have
𝑔′ (𝑥) . 0 (mod 𝑝) so by Hensel’s lemma 𝑥 lifts to a unique solution modulo
𝑝2, and likewise modulo 𝑝3 and so on. Thus (ii) holds.

To prove the first part we require a classical result on prime ideals.

Lemma 21.21 (Dedekind–Kummer) Let 𝐾 be a number field of the form
𝐾 = Q(𝜃) with 𝜃 ∈ 𝒪𝐾 and suppose that 𝑓 is the minimal polynomial of 𝜃 over
Z[𝑥]. For any prime 𝑝 not dividing [𝒪𝐾 : Z[𝜃]] consider the factorization in
F𝑝 [𝑥]

ℎ(𝑥) = ℎ1 (𝑥)𝑑1 · · · ℎ𝑘 (𝑥)𝑑𝑘

where the ℎ 𝑗 (𝑥) are monic irreducible polynomials and each 𝑑 𝑗 ∈ N. Then the
ideal (𝑝) factors into prime ideals 𝔭 𝑗

(𝑝) = 𝔭
𝑑1
1 · · · 𝔭𝑑𝑘

𝑘

and 𝑁 (𝔭 𝑗 ) = 𝑝deg ℎ 𝑗 , where 𝑁 is the norm of 𝐾 .

This can be hard to pin down in standard expositions of algebraic number
theory, but see Neukirch (1999), Chapter 1, Proposition 8.3 or Lang (1970)
Chapter 1, Proposition 25.

We note also that

𝑑1 deg ℎ1 + · · · + 𝑑𝑘 deg ℎ𝑘 = 𝑑

and so 𝑘 ≤ 𝑑.
Let 𝑎𝑘 be the leading coefficient of 𝑔 and let ℎ(𝑥) = 𝑎𝑘−1

𝑘
𝑔(𝑥𝑎−1

𝑘
). Then

ℎ ∈ Z[𝑥] is monic and irreducible over Q. Moreover when 𝑝 ∤ 𝑎𝑘 we have

𝑟 (𝑝; 𝑔) = 𝑟 (𝑝; ℎ).

Let 𝜃 be a root of ℎ and let 𝐾 = Q(𝜃). Since 𝑓 is monic we have 𝜃 ∈ 𝒪𝐾 . Hence
by the lemma we have

𝑁 (𝔭 𝑗 ) = 𝑝deg ℎ 𝑗

for each prime ideal 𝔭 𝑗 factor of (𝑝). Moreover 𝑟 (𝑝; ℎ) is the number of ℎ 𝑗 in
the factorisation of ℎ over F𝑝 which are linear, i.e. deg ℎ 𝑗 = 1. Hence

𝑟 (𝑝; ℎ) =
∑︁
𝔭 | (𝑝)
𝑁 (𝔭)=𝑝

1.
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Therefore if we choose 𝑌0 so that when 𝑝 > 𝑌0 we have 𝑝 ∤ 𝑎𝑘 [𝒪𝐾 : Z[𝜃]],
then ∑︁

𝑌0<𝑝≤𝑌
𝑟 (𝑝; 𝑔) =

∑︁
𝑌0<𝑁 (𝔭)≤𝑌

1 −
∑︁
𝔭 | (𝑝)

𝑌0<𝑁 (𝔭)=𝑝𝑟 ≤𝑌
2≤𝑟≤𝑑

1.

By our observations immediately after the lemma, the second sum on the right
is

≤
∑︁
𝑝𝑟 ≤𝑌
𝑟≥2

𝑑 ≪ 𝑌1/2.

The theorem then follows from the prime ideal theorem, Theorem 8.9. □

Proof of Theorem 21.19 Let 𝑋 be large and

𝑧 = 𝑋1/4, 𝑤 = 𝑋1/𝑣 , 𝑣 ∈ (1, 4), 𝜆 ∈
(1
2
,

log 3
log 4

)
. (21.114)

There is some flexibility in the choice of 𝑣 and 𝜆 and determining what values
are possible is quite instructive. Whilst we leave the exact values of 𝑣 and 𝜆
open at the moment we will ultimately choose 𝑣 close to 1 and then any 𝜆
satisfying the above will work. If we wish to maximise the lower bound in our
theorem then we should take 𝜆 close to 1/2.

With 𝑎(𝑛) as defined immediately after Theorem 21.19 we let

𝑊 (𝑋; 𝑔) =
∑︁∗

(𝑛,𝑃 (𝑧) )=1
𝑎(𝑛)

(
1 −

∑︁
𝑧≤𝑝<𝑤
𝑝 |𝑛

𝜆 log(𝑤/𝑝)
log𝑤

)
(21.115)

where
∑︁∗

indicates that we exclude 𝑛 with a repeated prime factor 𝑝 in the
range 𝑧 ≤ 𝑝 < 𝑤. Note that no 𝑛 counted by 𝑊 can have more than 4𝑑 prime
factors.

First we observe that the sum over 𝑛 with the condition
∑︁∗

can be replaced
by the sum over 𝑛 without this condition with an error

≪
∑︁
𝑛

∑︁
𝑧≤𝑝<𝑤
𝑝2 |𝑛

𝑎(𝑛)𝑑 =
∑︁

𝑧≤𝑝<𝑤

∑︁
𝑚≤𝑋

𝑔 (𝑚)≡0 (mod 𝑝2 )

𝑑

≪
∑︁

𝑧≤𝑝≤
√
𝑋

𝑋𝑟 (𝑝2)
𝑝2 𝑑 +

∑︁
√
𝑋<𝑝<𝑤

𝑟 (𝑝2)𝑑.

Since 𝑝 ≥ 𝑧 > 𝐷𝑔, by Theorem 21.20 (ii) the above is

≪ 𝑑2𝑋𝑧−1 + 𝑑2𝑤.
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Hence

𝑊 (𝑋; 𝑔) = 𝑆(A ,𝒫, 𝑧)

−
∑︁

𝑧≤𝑝<𝑤

𝜆 log(𝑤/𝑝)
log𝑤

𝑆(A 𝑝 ,𝒫, 𝑧) +𝑂
(
𝑋 (log 𝑋)−2) (21.116)

where 𝒫 is the set of all primes. Now we have

𝐴(𝑚) = 𝑋𝜌(𝑚) + 𝑅(𝑚)

where

𝜌(𝑚) = 𝑟 (𝑚)
𝑚

and

|𝑅(𝑚) | ≤ 𝑟 (𝑚).

Let

𝑦 =
𝑋

(log 𝑋)𝑑+3 = 𝑋
1

1+𝜂 ,

say, so that

0 < 𝜂 ≪ log log 𝑋
log 𝑋

, (21.117)

and assume that

𝑣 > 1 + 𝜂,

so that 𝑤 < 𝑦.
By the third part of Theorem 21.20∑︁

𝑚≤𝑦
𝜇(𝑚)2 |𝑅(𝑚) | ≪ 𝑦

∏
𝑝≤𝑦

(
1 + 𝑟 (𝑝)

𝑝

)
≪ 𝑦(log 𝑦)𝑑

and by the second and third parts∑︁
𝑧≤𝑝<𝑤

∑︁
𝑝𝑚≤𝑦

𝜇(𝑚)2 |𝑅(𝑝𝑚) | ≪ 𝑦(log 𝑦)𝑑+1.

Thus, by Theorem 21.9,

𝑆(A ,𝒫, 𝑧) ≥ 𝑋𝑉 (𝑧) 𝑓−
( log 𝑦

log 𝑧

)
+𝑂

(
𝑋 (log 𝑋)−1−𝛿 ) . (21.118)

Here

𝑉 (𝑧) =
∏
𝑝<𝑧

(
1 − 𝜌(𝑝)

)
(21.119)
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and by (21.111) and partial summation this satisfies

𝑉 (𝑧) ≫ℊ

1
log 𝑋

. (21.120)

Note that as 𝑔 has no fixed prime divisor we have 𝑟 (𝑝) < 𝑝. Similarly by
Theorem 21.9∑︁

𝑧≤𝑝<𝑤

𝜆 log(𝑤/𝑝)
log𝑤

𝑆(A 𝑝 ,𝒫, 𝑧) ≤

𝑋𝑉 (𝑧)
∑︁

𝑧≤𝑝<𝑤

𝜌(𝑝)𝜆 log(𝑤/𝑝)
log𝑤

𝑓+
( log(𝑦/𝑝)

log 𝑧

)
+𝑂

(
𝑋 (log 𝑋)−1−𝛿 ) .

By (21.111), the properties of 𝑓+ given in §21.3 and by partial summation we
have∑︁

𝑧≤𝑝<𝑤

𝑟 (𝑝)𝜆 log(𝑤/𝑝)
𝑝 log𝑤

𝑓+
( log(𝑦/𝑝)

log 𝑧

)
=

∫ 𝑤

𝑧

𝜆 log(𝑤/𝑡)
𝑡 (log 𝑡) log𝑤

𝑓+
( log(𝑦/𝑡)

log 𝑧

)
𝑑𝑡 +𝑂

(
(log 𝑋)−2) .

By the change of variable 𝑡 = 𝑋1/𝛼 we have∫ 𝑤

𝑧

𝜆 log(𝑤/𝑡)
𝑡 (log 𝑡) log𝑤

𝑓+
( log(𝑦/𝑡)

log 𝑧

)
𝑑𝑡

=

∫ 4

𝑣

𝜆(𝛼 − 𝑣)
𝛼2 𝑓+

( 4
1 + 𝜂 − 4

𝛼

)
𝑑𝛼.

For 𝛼 ∈ [𝑣, 4] we have

0 <
4

1 + 𝜂 − 4
𝛼

≤ 4
1 + 𝜂 − 1 < 3.

Hence, by (21.64),∫ 4

𝑣

𝜆(𝛼 − 𝑣)
𝛼2 𝑓+

( 4
1 + 𝜂 − 4

𝛼

)
𝑑𝛼 =

2𝑒𝐶0𝜆

4

∫ 4

𝑣

(𝛼 − 𝑣) (1 + 𝜂)
𝛼(𝛼 − 1 − 𝜂) 𝑑𝛼.

The integrand here is
𝑣

𝛼
− 𝑣 − 1 − 𝜂
𝛼 − 1 − 𝜂

so the integral is

𝑣 log
4
𝑣
− (𝑣 − 1 − 𝜂) log

3 − 𝜂
𝑣 − 1 − 𝜂 .

Now we advert to (21.118). We haveI’m not
against un-
usual words,
but will most
people know
that ‘advert’
means ‘refer’?
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log 𝑦
log 𝑧

=
4

1 + 𝜂 .

Hence, by (21.66)

𝑓−
( log 𝑦

log 𝑧

)
= 2𝑒𝐶0 (1 + 𝜂)

log 3−𝜂
1+𝜂

4
.

Thus, by (21.116), (21.118) and (21.117) we have established that

𝑊 (𝑋; 𝑔) ≥ 𝑒𝐶0

2
𝑋𝑉 (𝑧)Ξ +𝑂

(
𝑋 (log 𝑋)−1−𝛿 )

where

Ξ = log 3 − 𝜆
(
𝑣 log

4
𝑣
− (𝑣 − 1 − 𝜂) log

3 − 𝜂
𝑣 − 1 − 𝜂

)
.

We can choose 𝑣 so that 𝑣 − 1 − 𝜂 is as small as we please, so the term

(𝑣 − 1 − 𝜂) log
3 − 𝜂

𝑣 − 1 − 𝜂
can be made as small as we please, and then, by (21.117), 𝑣 will also be close
to 1. Thus we can make Ξ close to

log 3 − 𝜆 log 4,

which this will be positive as long as we choose the constant 𝜆 to satisfy

𝜆 <
log 3
log 4

= 0.7924 · · · .

We now examine 𝑊 from a different direction. Consider an 𝑛 counted by
(21.115) for which the term

𝑏(𝑛) = 1 −
∑︁

𝑧≤𝑝<𝑤
𝑝 |𝑛

𝜆 log(𝑤/𝑝)
log𝑤

is nonnegative. Let 𝑝1, . . . , 𝑝 𝑗 be the primes counted in this sum and let 𝑘 be
the number of prime factors 𝑞 of 𝑛 with 𝑞 ≥ 𝑤. Then the expression above is

1 − 𝜆 𝑗 + 𝜆
log(𝑝1 · · · 𝑝 𝑗 )

log𝑤
≥ 0.

We also have
𝑝1 · · · 𝑝 𝑗 ≤ 𝑛𝑤−𝑘 ≤ 𝐶𝑋𝑑𝑤−𝑘

for some constant 𝐶 ≥ 2. Hence

1 − 𝜆 𝑗 + 𝜆 log(𝐶𝑋𝑑𝑤−𝑘)
log𝑤

,
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so that

Ω(𝑛) = 𝑗 + 𝑘 ≤ 1
𝜆
+ 𝑣𝑑 + 𝑣 log𝐶

log 𝑋
By (21.114) we have

log 4
log 3

< 𝜆−1 < 2.

Since 𝑋 is large the last term is negligible, and as 𝑣 can be taken arbitrarily
close to 1 it follows that given any 𝜀 > 0 we have

Ω(𝑛) < 1
𝜆
+ 𝑑 + 𝜀 < 𝑑 + 2.

Thus
Ω(𝑛) ≤ 𝑑 + 1,

and so, as 𝑏(𝑛) ≤ 1,∑︁∗

(𝑛,𝑃 (𝑧) )=1
Ω(𝑛)≤𝑑+1

𝑎(𝑛) ≥
∑︁∗

(𝑛,𝑃 (𝑧) )=1
𝑏 (𝑛)≥0

𝑎(𝑛)𝑏(𝑛) = 𝑊 (𝑋; 𝑔) ≫ 𝑋𝑉 (𝑧) ≫ 𝑋

log 𝑋

as required. □

21.7 Notes

Section 21.1. For background on the Exercises 21.1.1.1–3 see the notes tomade autoref
Chapter 20, and for later work see Chapter 22.check ex nos

Section 21.2. The argument of §21.2.1 is readily extended to all dimensionschnaged to
autoref 𝜅. There are considerable complications of detail, although no new ideas of

principle are required. In some cases the analogues of 𝜙± are most conveniently
represented by a contour integral. For the full details see the standard work on
the subject, Friedlander & Iwaniec (2010). It is not clear that questions requiring
dimension 𝜅 > 1 are not better served by other methods. For example the core
method applied in Chapter 22uses a form of the Selberg idea.changed to

autoref
Section 21.3. For the best bound for 𝐺 (𝑝) in Exercise 21.3.1.2, and somechanged to

autoref history, see Shoup (1992).
Section 21.4. Exercise 21.4.1.1. It seems quite possible that this is the extremalchanged

to autoref;
changed way
ex is ref’ed

example for sieves of arbitrary dimension 𝜅 ∈ N. This observation does not
seem to be in the extant literature. However it may not be extremal for sieves
which are not products of sieves of lower dimension.
Section 21.5. The account of Chen’s theorem, Theorem 21.15 is based onchnaged to

autoref
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Ross (1974). The weights are essentially those of Kuhn (1941, 1954). Hooley
(1957) established Theorem 21.16 by assuming the Riemann Hypothesis for
Dirichlet 𝐿-functions formed from Dirichlet characters. This requirement was
removed by Linnik (1963) using his dispersion method. Then it was observed by
Elliott & Halberstam (1966) that this can be simplified by using the Bombieri–
Vinogradov theorem, Theorem 20.2. See also Theorem 5 of Hooley (1976).
Hooley’s use of the asymptotic sieve has never been superseded and is combin-
atorially quite intense, which in the interests of digestibility we have expanded
somewhat. Hooley’s paper was also the first appearance of a Δ function, which
is now usually written in the form

Δ(𝑛) = max
𝑢

card{𝑚 |𝑛 : 𝑢 < 𝑚 ≤ 𝑒𝑢}. (21.121)

It appears in this modern form in Erdős (1974), and then in Hooley (1979),
about 20 years after Hooley’s work described here, and was developed then
either for its own interest or by Hooley for applications in additive number
theory. See also Vaughan (1986a,b). This lead to a substantial body of work,
for which see Hall & Tenenbaum (2008), and is still of ongoing interest. See
the Wikipedia article on the Hooley Delta function.

Concerning Exercise 21.5.1Exer:thin1, for some history of questions related check ex no
to the equation 𝑑 (𝑛) = 𝑑 (𝑛 + 1) see Erdős, Pomerance & Sárközy (1987).

Section 21.6. The first part of Theorem 21.20 in many expositions of sieves is chnaged to
autorefrather airily said to follow from the prime ideal theorem, Theorem 8.9. However

as we show here, there is more to it than that. Some details were given by Erdős
(1952). For other sources and background to Lemma 21.21 see
https://encyclopediaofmath.org/wiki/Kummer_theorem or
https://en.wikipedia.org/wiki/Dedekind-Kummer_theorem or
https://kconrad.math.uconn.edu/blurbs/gradnumthy/dedekindf.pdf.
Weights improving on Kuhn’s were first introduced by Ankeny & Onishi

(1964) and developed further by Richert (1969) (see also Buchstab, 1967,
Halberstam & Richert, 1974 and Greaves, 2001).

In the special case 𝑛2 + 1 Iwaniec (1978a) has pushed things further and
shown that there are infinitely many 𝑛 such that this polynomial has at most
two prime factors. This depends significantly on a deeper analysis of the error
term (21.15) leading to an expression as a bilinear form where ideas can be
employed similar to those in Chapter 17.

We have only touched the surface of possible applications of sieves, even the
linear sieve and applications to almost primes. There is a long and complicated
history of such results going back to the 1920s. Let 𝑃𝑟 denote a number having
at most 𝑟 prime factors. Then it can be shown that for each large 𝑥 there are

https://encyclopediaofmath.org/wiki/Kummer_theorem
https://en.wikipedia.org/wiki/Dedekind-Kummer_theorem
https://kconrad.math.uconn.edu/blurbs/gradnumthy/dedekindf.pdf
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𝑦𝑟 (𝑥) so that the interval (𝑥 − 𝑦𝑟 (𝑥), 𝑥] contains a 𝑃𝑟 . In the case 𝑟 = 2 the
current best result is due to Wu (2010) where it is shown that

𝑦2 (𝑥) =
101
232

is possible. A variant of this is to establish such a result just for almost all 𝑥.
Thus in Matomäki (2022) it is shown that there exists a constant 𝑐 > 0 such
that the following holds. Suppose that 𝑥 ≥ 2 and 2 ≤ ℎ ≤ 𝑋1/100. Then∑︁

𝑥−ℎ log 𝑥<𝑛≤𝑥
(𝑛,𝑃 (𝑋1/8 ) )=1

Ω(𝑛)≤2

1 ≥ 𝑐ℎ

for all 𝑥 ∈ (𝑋/2, 𝑋] apart from an exceptional set of 𝑠 of measure ≪ 𝑋/ℎ.
Another class of questions which has been studied is, given 𝑘 ∈ N and 𝑙 ∈ Z

with (𝑙, 𝑘) = 1 to find exponents 𝑒𝑟 such that there are 𝑃𝑟 ≡ 𝑙 (mod 𝑘) with
𝑃𝑟 ≤ 𝑘𝑒𝑟 . Thus in Cai, Li & Zhang (2023) it is shown that 𝑒2 = 1.8345 is
possible, improving on Iwaniec (1982) who had 𝑒2 = 1.845.
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22
Bounded Gaps Between Primes

22.1 The GPY sieve

An important rôle is played in the most recent developments on gaps between
primes by suitable sets of prime 𝑘-tuples. Thus before proceeding with this
chapter the reader would be well advised to review the contents of Section
18.5. The principal idea is to use artifacts from sieve theory, especially the
Selberg sieve, not directly in the form of a sieve but as a means to increase the
likelihood that certainly constellations of 𝑘-tuples have relatively few prime
factors.

As a preliminary observation consider the starting point for the Selberg upper
bound sieve (see Section 3.2 or Theorem 21.1) in the form∑︁

𝑎∈A

( ∑︁
𝑞≤𝑅
𝑞 |𝑎

𝜆(𝑞)
)2

and from the argument above Theorem 21.1 that one is planning to minimise
this under the assumptions that 𝜆(1) = 1 and that

𝐴(𝑑) =
∑︁
𝑎∈A
𝑑 |𝑎

1

can be approximated by an expression of the form

𝑋𝜌(𝑑)

where 𝑋 is a good approximation to 𝐴(1) and 𝜌 is multiplicative. The minim-
ising choice of 𝜆(𝑞) is given by

𝜆(𝑞) = 𝜇(𝑞) 𝑆(𝑅, 𝑞)
𝑆(𝑅, 1)

∏
𝑝 |𝑞

(
1

1 − 𝜌(𝑝)

)
305
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where

𝑆(𝑅, 𝑞) =
∑︁
𝑟≤𝑅/𝑞
(𝑟 ,𝑞)=1

𝜇(𝑞)2
∏
𝑝 |𝑞

𝜌(𝑝)
1 − 𝜌(𝑝) .

Typically we apply this when the sieve is of dimension 𝑘 , i.e. when∑︁
𝑝≤𝑦

𝜌(𝑝) log 𝑝
𝑝

= 𝑘 log 𝑦 +𝑂 (1).

Under this kind of condition one might expect that

𝑆(𝑅, 𝑞) ∼ 𝐶 (log 𝑅/𝑞)𝑘
∏
𝑝 |𝑞

(
1 − 𝜌(𝑝)

)
,

and so 𝜆(𝑞) could be replaced by

𝜆(𝑞) = 𝜇(𝑞) log𝑘 (𝑅/𝑞)
log𝑘 𝑅

= 𝜇(𝑞)
(
1 − log 𝑞

log 𝑅

)𝑘
.

Indeed this is correct, and whilst we encounter some loss in precision in the final
conclusion, there is one significant advantage, namely that this choice of 𝜆(𝑞)
can be applied quite effectively to any sieving question where the dimension
is 𝑘 .

Let 1𝒫 denote the characteristic function of the set of primes 𝒫. Then our
basic idea is to construct an expression of the form∑︁

𝑁≤𝑛≤2𝑁

( 𝑘∑︁
𝑗=1

1P (𝑛 + ℎ 𝑗 ) − 𝜚
) ( ∑︁

𝑞≤𝑅
𝑞 |𝑍 (𝑛;𝒉)

𝜆(𝑞)
)2

(22.1)

where 𝑍 =
∏𝑘
𝑖=1 (𝑛 + ℎ𝑖). Since our object is to construct a large number

of primes in a short interval, the 𝑘-tuples 𝒉 that we consider will always be
admissible in the sense defined in §18.5. A wrinkle introduced by Goldston,
Pintz, & Yıldırım (2006) is to use a more general 𝜆(𝑞) of the form

𝜆(𝑞) = 𝜇(𝑞) 𝑓
( log 𝑞
log 𝑅

)
where 𝑓 is at our disposal. If one can show that the expression in (22.1) is
positive, then it follows that there are 𝑛 such that the number of primes amongst
the 𝑛+ ℎ 𝑗 is at least ⌊𝜚⌋ + 1. Such a sieve application is now known as the GPY
sieve.

Following Maynard (2015) we will use a more sophisticated version of
this. Let 𝑛 + 𝒉 denote the 𝑘-tuple (𝑛 + ℎ1, . . . , 𝑛 + ℎ𝑘) and let 𝒅 denote
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the 𝑘-tuple (𝑑1, . . . , 𝑑𝑘). We generally use the notation 𝒛 to denote the 𝑘-
tuple (𝑧1, . . . , 𝑧𝑘). Moreover, given two 𝑘-tuples 𝒅 and 𝒓 of integers, we
define 𝒅 |𝒓 to mean that 𝑑 𝑗 |𝑟 𝑗 for all 𝑗 . We also let [𝒅, 𝒆] denote the 𝑘-
tuple (lcm[𝑑1, 𝑒1], · · · , lcm[𝑑𝑘 , 𝑒𝑘]). Finally, whenever we name a 𝑘-tuple,
say 𝒂 = (𝑎1, 𝑎2, . . . , 𝑎𝑘), we are implicitly setting 𝑎 = 𝑎1𝑎2 · · · 𝑎𝑘 .

First of all we perform some initial sieving for small primes so as to simplify
some later expressions. A simple way to do this is to restrict our attention to a
given residue class 𝑎 modulo 𝑞 where

𝑞 =
∏
𝑝≤𝑄

𝑝, 𝑄 = log log log 𝑁 (22.2)

and 𝑁 is a large integer parameter. Since the 𝑘-tuple 𝒉 is admissible, there exist
residue classes 𝑎 (mod 𝑞) for which (𝑎 + ℎ 𝑗 , 𝑞) = 1 for 1 ≤ 𝑗 ≤ 𝑘 . If we restrict
𝑛 to the arithmetic progression 𝑛 ≡ 𝑎 (mod 𝑞), and look for primes among
the 𝑘-tuples 𝑛 + 𝒉, then the heuristic approach we used in §18.5 would predict
that the frequency of 𝑘-tuples of primes encountered would be governed by the
singular series

𝔖(𝒉) =
∏
𝑝>𝑄

(
1 − 𝑘

𝑝

) (
1 − 1

𝑝

)𝑘
∼ 1

for large 𝑁 .
Now we consider∑︁

𝑁<𝑛≤2𝑁
𝑛≡𝑎 (mod 𝑞)

( 𝑘∑︁
𝑗=1

1𝒫 (𝑛 + ℎ 𝑗 ) − 𝜚
) ( ∑︁

𝑑≤𝑅
𝒅 |𝑛+𝒉
(𝑑,𝑞)=1

𝜆(𝒅)
)2
. (22.3)

In the first instance we ought to consider

𝜆(𝒅) = 𝜇(𝑑)𝑔(𝒅)

for some suitable 𝑔. However we shall be carrying out diagonalisation of quad-
ratic forms in the 𝜆 and this leads to a natural representation of the 𝜆(𝒅), when
𝑑 is squarefree with (𝑑, 𝑞) = 1, in the form

𝜆(𝒅) = 𝜇(𝑑)𝑑
∑︁
𝒓
𝒅 |𝒓

(𝑟 ,𝑞)=1

𝜇(𝑟)2

𝜑(𝑟) 𝑓
( log 𝑟1

log 𝑅
, . . . ,

log 𝑟𝑘
log 𝑅

)
. (22.4)

We further suppose that

supp 𝑓 =ℛ = {𝒙 ∈ [0, 1]𝑘 : 𝑥1 + · · · + 𝑥𝑘 ≤ 1}. (22.5)

There are two major tasks to be undertaken. The first is to obtain a good
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approximation to (22.3) with (22.4) for a wide class ℱ of 𝑓 . In practice this
means good approximations 𝑆∗ ( 𝑓 ) and 𝑇∗ ( 𝑓 ) to 𝑆( 𝑓 ) and 𝑇 ( 𝑓 ) where

𝑆( 𝑓 ) =
𝑘∑︁
𝑗=1
𝑆 𝑗 ( 𝑓 )

with

𝑆 𝑗 ( 𝑓 ) = 𝑆 𝑗 =
∑︁

𝑁<𝑛≤2𝑁
𝑛≡𝑎 (mod 𝑞)

1𝒫 (𝑛 + ℎ 𝑗 )
( ∑︁

𝑑≤𝑅
𝒅 |𝑛+𝒉
(𝑑,𝑞)=1

𝜆(𝒅)
)2
, (22.6)

𝑇 ( 𝑓 ) = 𝑇 =
∑︁

𝑁≤𝑛≤2𝑁
𝑛≡𝑎 (mod 𝑞)

( ∑︁
𝑑≤𝑅
𝒅 |𝑛+𝒉
(𝑑,𝑞)=1

𝜆(𝒅)
)2
. (22.7)

The second is then to maximise the ratio
𝑆∗ ( 𝑓 )
𝑇∗ ( 𝑓 )

over the class F . The optimal solution to this latter task is not known, although
the former can be carried out for a very wide class, for example for 𝑓 for which
the partial derivatives are continuous on ℛ, and even this requirement can be
relaxed somewhat.

Since we have to deal with 𝑇 ( 𝑓 ) as well as the 𝑆 𝑗 ( 𝑓 ), we are pretty much
forced to choose 𝜆(𝒅) corresponding to a 𝑘-dimensional sieve, although in
𝑆 𝑗 ( 𝑓 ) since one of the variables is prescribed to be prime we would only need a
𝑘 −1-dimensional sieve. On the other hand the normalisation we choose means
that the logarithmic powers are essentially the same, and since the prime factors
𝑝 of the 𝑑 satisfy 𝑝 > 𝑄 = log log log 𝑁 , any factors such as∏

𝑝 |𝑑

𝑝𝑘 − 𝑘 𝑝𝑘−1

(𝑝 − 1)𝑘

will be close to 1, at least on average and so will not differ in any important
way from the 𝑘 − 1 version.

A major input into the approximation for 𝑆 𝑗 ( 𝑓 ) will be the Bombieri–
Vinogradov theorem (Corollary 20.3) or a variant thereof. We define the level
𝜃 of distribution for the prime numbers to be the assumption that for every
sufficiently small positive 𝛿 and every 𝐴 > 0 we have∑︁

𝑟≤𝑥 𝜃−𝛿
max

(𝑎,𝑟 )=1
sup
𝑦≤𝑥

���𝜋(𝑦; 𝑟, 𝑎) − li(𝑦)
𝜑(𝑟)

��� ≪𝛿,𝐴 𝑥(log 𝑥)−𝐴.
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The Bombieri–Vinogradov theorem asserts that 𝜃 = 1
2 is permissible. However

it is useful to be able to see at once the consequence of the Elliott–Halberstam
conjecture (𝜃 = 1) or some intermediate improvement in the Bombieri–Vino-
gradov theorem.

Letℛ 𝑗 denote the set of (𝑘 −1)-tuples (𝑡1, . . . .𝑡 𝑗−1, 𝑡 𝑗+1, . . . , 𝑡𝑘) with 𝒕 ∈ ℛ
for some 𝑡 𝑗 . We define ℱ to be the class of functions 𝑓 , not identically 0,
defined onℛ such that for each 𝑗 , if 𝒕∗ = (𝑡1, . . . , 𝑡 𝑗−1, 𝑡 𝑗+1, . . . , 𝑡𝑘) with 𝑡𝑖 ≥ 0
and 𝑡1 + · · · + 𝑡 𝑗−1 + 𝑡 𝑗+1 + · · · + 𝑡𝑘 ≤ 1, then the function 𝑓 ∗

𝑗
(𝑡 𝑗 ) = 𝑓 ( 𝒕) is

absolutely continuous on [0, 1 − 𝑡1 − · · · − 𝑡 𝑗−1 − 𝑡 𝑗+1 − · · · − 𝑡𝑘]. Given an
𝑓 ∈ ℱ it is useful first to extend its definition to [0, 1]𝑘 by taking it to be 0
outside ℛ and then to presume that

𝐹 ( 𝑓 ) = sup
𝒕∈ℛ

| 𝑓 ( 𝒕) | +
𝑘∑︁
𝑗=1

sup
𝒕∗∈ℛ 𝑗

∫ 1

0

��� 𝜕 𝑓
𝜕𝑡 𝑗

( 𝒕)
��� 𝑑𝑡 𝑗 . (22.8)

is bounded.

Theorem 22.1 (Maynard) Let 𝑘 ≥ 2. Suppose that the primes have level of
distribution 𝜃 where 0 < 𝜃 ≤ 1, let 𝛿 be a sufficiently small positive number
and let 𝑁 be a large positive integer. Put 𝑅 = 𝑁

𝜃
2 −𝛿 , define 𝑄 and 𝑞 as in

(22.2) and 𝑓 and ℛ as in (22.5), and assume 𝑓 ∈ ℱ. Let 𝒉 be an admissible
set and choose 𝑎 modulo 𝑞 so that (𝑎 + ℎ 𝑗 , 𝑞) = 1 for each 𝑗 . Let

𝐼 𝑗 =

∫
[0,1]𝑘−1

( ∫ 1

0
𝑓 ( 𝒕)𝑑𝑡 𝑗

)2
𝑑𝑡1 · · · 𝑑𝑡 𝑗−1𝑑𝑡 𝑗+1 · · · 𝑑𝑡𝑘 ,

𝐽 =

∫
[0,1]𝑘

𝑓 ( 𝒕)2𝑑 𝒕,

and let 𝑆( 𝑓 ) and 𝑇 ( 𝑓 ) be as in (22.6) and (22.7). Then as 𝑁 → ∞,

𝑆( 𝑓 ) = (1 + 𝑜(1))𝜑(𝑞)𝑘𝑁 (log 𝑅)𝑘+1

𝑞𝑘+1 log 𝑁

𝑘∑︁
𝑗=1

𝐼 𝑗

and

𝑇 ( 𝑓 ) = (1 + 𝑜(1))𝜑(𝑞)𝑘𝑁 (log 𝑅)𝑘
𝑞𝑘+1 𝐽 .

In particular,

𝑆( 𝑓 )
𝑇 ( 𝑓 ) =

(
1 + 𝑜(1)

) ( 𝜃
2
− 𝛿

) ∑𝑘
𝑗=1 𝐼 𝑗

𝐽
.
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22.1.1 Exercises
1. (Graham, 1978; see also Barban & Vehov, 1968 and Motohashi, 1974) Let
𝒫 be the set of all primes, let 𝑋 ≥ 2 and let 𝒜 = {𝑛 : 𝑌 < 𝑛 ≤ 𝑌 + 𝑋}.
Further suppose that 𝑧 ≥ 2,

𝑃(𝑧) =
∏
𝑝∈𝒫
𝑝≤𝑧

𝑝,

and

𝜆(𝑘) =
{
𝜇(𝑘) log(𝑧/𝑘 )

log 𝑧 (𝑘 ≤ 𝑧),
0 (𝑘 > 𝑧).

(a) Prove that |𝜆(𝑘) | ≤ 1 for every 𝑘 ≥ 1, and that∑︁
𝑘≤𝑧

|𝜆(𝑘) | ≪ 𝑧

log 𝑧
.

(b) Prove that, in the notation of Chapter 21,

𝑆(A ,𝒫, 𝑧) ≤ 𝑋
∑︁
𝑘,𝑙

𝜆(𝑘)𝜆(𝑙)
[𝑘, 𝑙] +𝑂

(
𝑧2

(log 𝑧)2

)
.

(c) Prove that if 𝑄 ≥ 1 and 𝐴 > 0, then∑︁
𝑛≤𝑄

(𝑛,𝑟 )=1

𝜇(𝑛)
𝑛

log
𝑄

𝑛
=

𝑟

𝜑(𝑟) +𝑂
(
𝜎−1/2 (𝑟) (log 2𝑄)−𝐴

)
.

(d) Prove that

(log 𝑧)2
∑︁
𝑘,𝑙

𝜆(𝑘)𝜆(𝑙)
[𝑘, 𝑙] =

∑︁
𝑟≤𝑧

𝜇(𝑟)2

𝜑(𝑟) +𝑂 (1).

(e) Prove that

𝑆(A ,𝒫, 𝑥) ≤ 𝑋

log 𝑧
+𝑂

( 𝑋 + 𝑧2

(log 𝑧)2

)
.

(f) Let 𝑃(𝑧) = ∏
𝑝≤𝑧 𝑝. Conclude, in the notation of Section 3.1, that

𝑆
(
𝑋,𝑌, 𝑃(𝑧)

)
≤ 2𝑋

log 𝑋

(
1 +𝑂

( 1
log 𝑋

))
,

and that

𝜋(𝑋 + 𝑌 ) − 𝜋(𝑌 ) ≤ 2𝑋
log 𝑋

+𝑂
( 𝑋

(log 𝑋)2

)
.

Compare with this with Theorem 3.3 and Corollary 3.4. Thus, although
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the 𝜆 used here are not exactly optimal for the method, they yield the
same estimates.

2. Let 𝒫 be the set of all odd primes, let 𝑥 ≥ 2, A = {𝑝 − 2 : 𝑝 ≤ 𝑥} and
𝑋 = li(𝑥). Further suppose that

3 ≤ 𝑧 ≤ 𝑥1/4 (log 𝑥)−𝐵

for a suitable positive constant 𝐵 and 𝑃(𝑧) and 𝜆 are as in the preceding
Exercise. (Note that 2 is now omitted from 𝒫).

(a) Prove that, in the notation of Chapter 21,

𝑆(A ,𝒫, 𝑧) ≤ 𝑋
∑︁
𝑘,𝑙

𝜆(𝑘)𝜆(𝑙)
𝜑( [𝑘, 𝑙]) +𝑂

(
𝑋 (log 𝑋)−2) .

(b) Prove that if 𝑄 ≥ 1, 𝑟 |𝑃(𝑧) and 𝐴 > 0, then∑︁
𝑛≤𝑄

(𝑛,2𝑟 )=1

𝜇(𝑛)
𝜑(𝑛) log

𝑄

𝑛
= 𝑐

∏
𝑝 |𝑟
𝑝>2

𝑝 − 1
𝑝 − 2

+𝑂
(
𝜎−1/2 (𝑟) (log 2𝑄)−𝐴

)
where

𝑐 = 2
∏
𝑝>2

( 𝑝(𝑝 − 2)
(𝑝 − 1)2

)
is the twin prime constant

(c) Prove that

(log 𝑧)2
∑︁
𝑘,𝑙

𝜆(𝑘)𝜆(𝑙)
𝜑( [𝑘, 𝑙]) = 𝑐2

∑︁
𝑟≤𝑧
2∤𝑟

𝜇(𝑟)2

𝜑2 (𝑟)
+𝑂 (1)

where

𝜑2 (𝑛) =
∑︁
𝑚 |𝑛

𝜇(𝑚)𝜑(𝑛/𝑚)

and so, for squarefree 𝑟 ,

𝜑2 (𝑟) = 𝑟
∏
𝑝 |𝑟

(1 − 2/𝑝).

(d) Prove that ∑︁
𝑟≤𝑧
2∤𝑟

𝜇(𝑟)2

𝜑2 (𝑟)
=

log 𝑧
𝑐

+𝑂 (1)
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(e) Prove that

𝑆(A ,𝒫, 𝑥) ≤ 4𝑐𝑥
(log 𝑥)2 +𝑂

( 𝑥(log log 𝑥)
(log 𝑥)2

)
.

(f) Conclude that the number 𝑁2 (𝑥) of primes 𝑝 ≤ 𝑥 such that 𝑝 − 2 is
prime satisfies

𝑁2 (𝑥) ≤
4𝑐𝑥

(log 𝑥)2 +𝑂
( 𝑥(log log 𝑥)

(log 𝑥)3

)
.

Compare with Exercise 21.1.2. Again, these 𝜆 work quite nicely forcheck ex no
another sieving problem of dimension 1.

22.2 The Proof of Maynard’s Theorem

The proof of Theorem 22.1 is divided into several stages. Fortunately the
treatments of 𝑆( 𝑓 ) and 𝑇 ( 𝑓 ) are similar. Initially we do not assume (22.4)
but suppose only that the 𝜆(𝒅) are general real valued functions with support
satisfying 𝑑1 · · · 𝑑𝑘 = 𝑑 ≤ 𝑅, (𝑑, 𝑞) = 1 where 𝑞 satisfies (22.2), and 𝑑

squarefree. Thus it can be supposed that (𝑑𝑖 , 𝑑 𝑗 ) = 1 when 𝑖 ≠ 𝑗 . We begin
with the normal diagonalisation process. To this end it is useful to define the
multiplicative function 𝜑2 (𝑛) by

𝜑2 (𝑛) =
∑︁
𝑚 |𝑛

𝜇(𝑚)𝜑(𝑛/𝑚),

so that
𝜑(𝑛) =

∑︁
𝑚 |𝑛

𝜑2 (𝑚)

and in particular 𝜑2 (𝑝) = 𝑝 − 2 and 𝜑2 (𝑝𝑡 ) = (𝑝 − 1)2𝑝𝑡−2 when 𝑡 ≥ 2. When
𝜑2 (𝑛) appears below, 𝑛 will be odd and squarefree.

Lemma 22.2 For 𝑗 = 1, . . . , 𝑘 let

𝜅 𝑗 (𝒓) = 𝜇(𝑟)𝜑2 (𝑟)
∑︁ 𝑗

𝒅
𝒓 |𝒅

𝜆(𝒅)
𝜑(𝑑)

where
∑ 𝑗 indicates that the summation variable is a 𝑘-tuple, say 𝒅, which is

restricted by 𝑑 𝑗 = 1, and let

𝜅(𝒓) = 𝜇(𝑟)𝜑(𝑟)
∑︁
𝒅
𝒓 |𝒅

𝜆(𝒅)
𝑑

.
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Then

𝜆(𝒅) = 𝜇(𝑑)𝜑(𝑑)
∑︁ 𝑗

𝒓
𝒅 |𝒓

𝜅 𝑗 (𝒓)
𝜑2 (𝑟)

(22.9)

and

𝜆(𝒅) = 𝜇(𝑑)𝑑
∑︁
𝒓
𝒅 |𝒓

𝜅(𝒓)
𝜑(𝑟) . (22.10)

Proof This is Möbius inversion. Consider∑︁ 𝑗

𝒓
𝒅 |𝒓

𝜅 𝑗 (𝒓)
𝜑2 (𝑟)

.

On substituting the definition of 𝜅 𝑗 this becomes∑︁ 𝑗

𝒓
𝒅 |𝒓

𝜇(𝑟)
∑︁ 𝑗

𝒔
𝒓 |𝒔

𝜆(𝒔)
𝜑(𝑠) =

∑︁ 𝑗

𝒔

𝜆(𝒔)
𝜑(𝑠)

∑︁
𝒓

𝒅 |𝒓 |𝒔

𝜇(𝑟) .

The innermost sum is a sum over 𝑟1, . . . , 𝑟 𝑗−1, 𝑟 𝑗+1, . . . , 𝑟𝑘 with 𝑑𝑖 |𝑟𝑖 |𝑠𝑖 , and
the general term is 𝜇(𝑟) = 𝜇(𝑟1) · · · 𝜇(𝑟 𝑗−1)𝜇(𝑟 𝑗+1) · · · 𝜇(𝑟𝑘). Thus the sum
over 𝑟𝑖 is 𝜇(𝑑𝑖)

∑
𝑡𝑖 |𝑠𝑖/𝑑𝑖 ) 𝜇(𝑡𝑖) = 0 unless 𝑠𝑖 = 𝑑𝑖 in which case it is 𝜇(𝑑𝑖).

Thus 𝑑 𝑗 = 1 and ∑︁ 𝑗

𝒓
𝒅 |𝒓

𝜅 𝑗 (𝒓)
𝜑2 (𝑟)

= 𝜇(𝑑) 𝜆(𝒅)
𝜑(𝑑) ,

which is equivalent to (22.9).
The inversion formula (22.10) follows in the same way. □

At this point we observe that if (22.4) were to hold, then it follows in the
same way that

𝜅(𝒓) = 𝑓

(
log 𝑟1
log 𝑅

, . . . ,
log 𝑟𝑘
log 𝑅

)
(22.11)

and then any bound for 𝑓 predicated on (22.8) with 𝑓 ∈ ℱ will hold for 𝜅 also.

Lemma 22.3 Let

𝐾 𝑗 = max
𝒓

|𝜅 𝑗 (𝒓) |, 𝐾 = max
𝒓

|𝜅(𝒓) | .

Then for any fixed 𝐴 > 0,

𝑆 𝑗 =
𝑁

𝜑(𝑞) log 𝑁

∑︁ 𝑗

𝒓

𝜅 𝑗 (𝒓)2

𝜑2 (𝑟)
+𝑂

(𝐾2
𝑗
𝜑(𝑞)𝑘−2𝑁 (log 𝑅)𝑘−2

𝑞𝑘−1𝑄

)
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and

𝑇 =
𝑁

𝑞

∑︁
𝒓

𝜅(𝒓)2

𝜑(𝑟) +𝑂
(𝐾2𝑁 (log 𝑅)𝑘

𝑞𝑄

)
.

Proof We set the pattern with 𝑆 𝑗 . Not only do we need to substitute 𝜅 𝑗 for 𝜆
in the main term but we need suitable bounds for the 𝜆(𝒅) in any error terms
which arise. Moreover, we need to do so in terms of 𝜅 and 𝜅 𝑗 rather than 𝜆.

We square out and invert the order of summation. Thus

𝑆 𝑗 =
∑︁
𝒅,𝒆

𝑑 𝑗=𝑒 𝑗=1

𝜆(𝒅)𝜆(𝒆)
∑︁

𝑁<𝑛≤2𝑁
[𝒅,𝒆] |𝑛+𝒉
𝑛≡𝑎 mod 𝑞

1𝒫 (𝑛 + ℎ 𝑗 ) .

We recall that for 𝜆(𝒅) ≠ 0 we have 𝑑 squarefree and (𝑑, 𝑞) = 1. Therefore
(𝑑𝑢, 𝑑𝑣) = 1 when 𝑢 ≠ 𝑣. Likewise for 𝒆. Also if 𝑝 |𝑛 + ℎ𝑢 and 𝑝 |𝑛 + ℎ𝑣 , then
𝑝 |ℎ𝑣−ℎ𝑢 and this is impossible since 𝑝 > log log log 𝑁 > max |ℎ𝑣−ℎ𝑢 |. Thus,
when 𝑢 ≠ 𝑣, ( [𝑑𝑢, 𝑒𝑢], [𝑑𝑣 , 𝑒𝑣]) = 1, whence (𝑑𝑢, 𝑒𝑣) = 1. Since 𝑑 𝑗 = 𝑒 𝑗 = 1
we have [𝑑 𝑗 , 𝑒 𝑗 ] = 1. Hence in the inner sum we are left with the system
of congruences 𝑛 ≡ −ℎ𝑖 (mod [𝑑𝑖 , 𝑒𝑖]) 𝑖 ≠ 𝑗 and 𝑛 ≡ 𝑎 (mod 𝑞). Then the
innermost sum can be rewritten as ∑︁

𝑁+ℎ 𝑗<𝑝≤2𝑁+ℎ 𝑗
𝑝≡ℎ 𝑗−ℎ𝑖 mod [𝑑𝑖 ,𝑒𝑖 ] (𝑖≠ 𝑗 )

𝑝≡𝑎+ℎ 𝑗 mod 𝑞

1 ..

By construction (𝑎 + ℎ 𝑗 , 𝑞) = 1 and (ℎ 𝑗 − ℎ𝑖 , 𝑑𝑒) = 1 when 𝑖 ≠ 𝑗 . Let

𝑚 = 𝑞

𝑘∏
𝑖=1

[𝑑𝑖 , 𝑒𝑖], (22.12)

𝑋 =

∫ 2𝑁+ℎ 𝑗

𝑁+ℎ 𝑗

𝑑𝑡

log 𝑡
,

and

𝐸 =
∑︁★

𝒅,𝒆

|𝜆(𝒅)𝜆(𝒆) | max
(𝑏,𝑚)=1

sup
𝑥≤2𝑁+𝐻

����𝜋(𝑥;𝑚, 𝑏) − li(𝑥)
𝜑(𝑚)

����
where

∑∗ indicates the restrictions 𝑑 𝑗 = 𝑒 𝑗 = 1 and (𝑑𝑢, 𝑒𝑣) = 1 when 𝑢 ≠ 𝑣,
and 𝐻 = max 𝑗 ℎ 𝑗 . Then

𝑆 𝑗 = 𝑋
∑︁∗

𝒅,𝒆

𝜆(𝒅)𝜆(𝒆)
𝜑(𝑚) +𝑂 (𝐸) .
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By (22.9), on taking the maximum over 𝒅 with 𝑑 𝑗 = 1 we have

max
𝒅,𝑑 𝑗=1

|𝜆(𝒅) | ≤ max
𝒅,𝑑 𝑗=1

𝜑(𝑑)
∑︁★

𝒓
𝒅 |𝒓

(𝑑,𝑞)=1

𝐾 𝑗𝜇(𝑟)2

𝜑2 (𝑟)
= 𝐾 𝑗 max

𝒅

𝜑(𝑑)
𝜑2 (𝑑)

∑︁★

𝒔
(𝑠,𝑑𝑞)=1

𝜇(𝑠)2

𝜑2 (𝑠)
.

Thus

max
𝒅,𝑑 𝑗=1

|𝜆(𝒅) | ≤ 𝐾 𝑗 max
𝒅

𝜑(𝑑)
𝜑2 (𝑑)

∏
𝑄<𝑝≤𝑅
𝑝∤𝑑

(
1 + 1

𝑝 − 2

)𝑘−1
≪ 𝐾 𝑗 (log 𝑅)𝑘−1 .

A concomitant argument shows that

max
𝒅

|𝜆(𝒅) | ≪ 𝐾 (log 𝑅)𝑘 . (22.13)

Now consider the number of ways that the modulus 𝑚/𝑞 can arise in 𝐸 . By
(22.12) this is squarefree and so a prime 𝑝 dividing 𝑚/𝑞 can divide exactly one
of the [𝑑𝑖 , 𝑒𝑖]. Since then 𝑖 ≠ 𝑗 , there are 𝑘 − 1 choices of 𝑖 and for any one
choice there are three possibilities, 𝑝 | (𝑑𝑖 , 𝑒𝑖); 𝑝 |𝑑𝑖 and 𝑝 ∤ 𝑒𝑖; 𝑝 ∤ 𝑒𝑖 and 𝑝 |𝑒𝑖 .
Thus there are at most

(
3(𝑘 − 1)

)𝜔 (𝑚/𝑞) ≤ (3𝑘)𝜔 (𝑚) possible 𝒅, 𝒆 which give
rise to 𝑚. Therefore

𝐸 ≪ 𝐾2
𝑗 (log 𝑅)2𝑘

∑︁
𝑚≤𝑞𝑅2

𝜇(𝑚)2 (3𝑘)𝜔 (𝑚) max
(𝑏,𝑚)=1

sup
𝑥≤2𝑁

����𝜋(𝑥;𝑚, 𝑏) − li(𝑥)
𝜑(𝑚)

���� .
Crudely we have∑︁

𝑚≤𝑞𝑅2

𝜇(𝑚)2 (3𝑘)2𝜔 (𝑚) max
(𝑏,𝑚)=1

sup
𝑥≤2𝑁

����𝜋(𝑥;𝑚, 𝑏) − li(𝑥)
𝜑(𝑚)

����
≪

∑︁
𝑚≤𝑞𝑅2

𝜇(𝑚)2 (3𝑘)2𝜔 (𝑚)𝑁𝑚−1 ≪ 𝑁 (log 𝑁) (3𝑘 )2
.

Thus, by Cauchy’s inequality and the form of the Bombieri–Vinogradov The-
orem for 𝜋(𝑥;𝑚, 𝑏) given by Corollary 20.3, we have

𝐸 ≪ 𝐾2
𝑗𝑁 (log 𝑁)−𝐴.

It remains to deal with the main term for 𝑆 𝑗 and it is desirable to rid ourselves
of the condition that (𝑑𝑢, 𝑒𝑣) = 1 when 𝑢 ≠ 𝑣. That this is possible without
undue effect on the main term is due to the prior sieving resulting from the
choice of the residue class 𝑎modulo 𝑞. Thus any primes 𝑝which can potentially
divide (𝑑𝑢, 𝑒𝑣) satisfy 𝑝 > 𝑄.
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We have
1

𝜑( [𝑑𝑖 , 𝑒𝑖])
=
𝜑((𝑑𝑖 , 𝑒𝑖))
𝜑(𝑑𝑖)𝜑(𝑒𝑖)

, 𝜑((𝑑𝑖 , 𝑒𝑖)) =
∑︁

𝑛𝑖 |𝑑𝑖 ,𝑛𝑖 |𝑒𝑖

𝜑2 (𝑛𝑖),

and 𝜑(𝑚) = 𝜑(𝑞)∏𝑖≠ 𝑗 𝜑( [𝑑𝑖 , 𝑒𝑖]). Hence

1
𝜑(𝑚) =

1
𝜑(𝑞)𝜑(𝑑)𝜑(𝑒)

∑︁
𝒏 |𝒅,𝒏 |𝒆

𝜑2 (𝑛) .

We substitute this in the main term and invert the order of summation to obtain
𝑋

𝜑(𝑞)
∑︁ 𝑗

n
𝜑2 (𝑛)

∑︁★

𝒅,𝒆
𝒏 |𝒅,𝒏 |𝒆

𝜆(𝒅)𝜆(𝒆)
𝜑(𝑑)𝜑(𝑒) .

We now take the first step in dealing with the condition (𝑑𝑢, 𝑒𝑣) = 1 for 𝑢 ≠ 𝑣.
We replace it by ∑︁

𝑠𝑢𝑣 |𝑑𝑢 ,𝑠𝑢𝑣 |𝑒𝑣

𝜇(𝑠𝑢𝑣) .

There are various observations we can make with regard to the 𝑠𝑢𝑣 . We have
𝑛𝑢 |𝑑𝑢. Thus (𝑑𝑣 , 𝑛𝑢) = 1. Hence (𝑠𝑢𝑣 , 𝑛𝑢) = 1. Likewise (𝑠𝑢𝑣 , 𝑛𝑣) = 1. Also,
when 𝑤 ≠ 𝑣, 𝑠𝑢𝑤 |𝑒𝑤 and (𝑒𝑣 , 𝑒𝑤) = 1. Hence (𝑠𝑢𝑣 , 𝑠𝑢𝑤) = 1. Likewise,
(𝑠𝑢𝑣 , 𝑠𝑤𝑣) = 1 when 𝑤 ≠ 𝑢, and so in summary

(𝑠𝑢𝑣 , 𝑛𝑢) = 1, (𝑠𝑢𝑣 , 𝑛𝑣) = 1, (𝑠𝑢𝑣 , 𝑠𝑢𝑤) = 1, (𝑠𝑢𝑣 , 𝑠𝑤𝑣) = 1. (22.14)

Thus∑︁ 𝑗

n
𝜑2 (𝑛)

∑︁★

𝒅,𝒆
𝒏 |𝒅,𝒏 |𝒆

𝜆(𝒅)𝜆(𝒆)
𝜑(𝑑)𝜑(𝑒)

=
∑︁ 𝑗

n
𝜑2 (𝑛)

∑︁†

𝑠𝑢𝑣
𝑢≠𝑣

∏
𝑢≠𝑣

𝜇(𝑠𝑢𝑣)
(∑︁ 𝑗

𝒅
𝒏 |𝒅
𝑠𝑢𝑣 |𝑑𝑢

𝜆(𝒅)
𝜑(𝑑)

) (∑︁ 𝑗

𝒆
𝒏 |𝒆
𝑠𝑢𝑣 |𝑒𝑣

𝜆(𝒆)
𝜑(𝑒)

)

where
∑† indicates that (22.14) holds. We now substitute the 𝜅 𝑗 , defined in

Lemma 22.2, for the 𝜆. Thus the above becomes∑︁ 𝑗

n

1
𝜑2 (𝑛)

∑︁†

𝑠𝑢𝑣
𝑢≠𝑣

(∏
𝑢≠𝑣

𝜇(𝑠𝑢𝑣)
𝜑2 (𝑠𝑢𝑣)2

)
𝜅 𝑗 (𝒂)𝜅 𝑗 (𝒃)

where 𝒂 = (𝑎1, . . . , 𝑎𝑘), 𝒃 = (𝑏1, . . . , 𝑏𝑘) and

𝑎𝑢 = 𝑛𝑢

∏
𝑣
𝑣≠𝑢

𝑠𝑢𝑣 , 𝑏𝑣 = 𝑛𝑣

∏
𝑢
𝑢≠𝑣

𝑠𝑢𝑣 .
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In particular 𝑎 = 𝑏 = 𝑛𝑠 where 𝑠 =
∏
𝑢≠𝑣 𝑠𝑢𝑣 . Thus the main term is

𝑋

𝜑(𝑞)
∑︁ 𝑗

n

1
𝜑2 (𝑛)

∑︁†

𝑠𝑢𝑣
𝑢≠𝑣

𝜇(𝑠)
𝜑2 (𝑠)2 𝜅 𝑗 (𝒂)𝜅 𝑗 (𝒃) .

Since 𝑛 𝑗 = 1 the terms with 𝑠 > 1 contribute

≪
𝐾2
𝑗
𝑁

𝜑(𝑞) log 𝑁

∑︁
𝑛≤𝑅

(𝑛,𝑞)=1

𝑑𝑘−1 (𝑛)𝜇(𝑛)2

𝜑2 (𝑛)
∑︁
𝑠>1

(𝑠,𝑞)=1

𝑑𝑘 (𝑘−1) (𝑠)𝜇(𝑠)2

𝜑2 (𝑠)2 .

The inner sum is

≪ −1 +
∏
𝑝>𝑄

(
1 + 𝑘 (𝑘 − 1)

(𝑝 − 2)2

)
≪ 1
𝑄 log𝑄

,

and the sum over 𝑛 is

≪
∏

𝑄<𝑝≤𝑅
(1 + (𝑘 − 1)/(𝑝 − 2)) ≪ (𝜑(𝑞) (log 𝑅)/𝑞)𝑘−1.

Thus the total contribution from the terms with 𝑠 > 1 is

𝐾2
𝑗
𝜑(𝑞)𝑘−2𝑁 (log 𝑅)𝑘−2

𝑞𝑘−1𝑄
.

For the remaining terms we have 𝑎 = 𝑏 = 𝑛. Thus they give

𝑋

𝜑(𝑞)
∑︁ 𝑗

n

𝜅 𝑗 (𝒏)2

𝜑2 (𝑛)
.

We recall that

𝑋 =

∫ 2𝑁+ℎ 𝑗

𝑁+ℎ 𝑗

𝑑𝑡

log 𝑡
=

𝑁

log 𝑁
+𝑂

(
𝑁

(log 𝑁)2

)
.

Moreover

1
𝜑(𝑞)

∑︁ 𝑗

n

𝜅 𝑗 (𝒏)2

𝜑2 (𝑛)
≪

𝐾2
𝑗

𝜑(𝑞)
∏

𝑄<𝑝≤𝑅

(
1 + 1

𝑝 − 2

)𝑘−1

≪
𝐾2
𝑗
(𝜑(𝑞))𝑘−2 (log 𝑅)𝑘−1

𝑞𝑘−1 .

This completes the proof of the approximation for 𝑆 𝑗 .
The proof of the approximation for 𝑇 is essentially the same, except that we

do not use Bombieri’s theorem and we do not have the restriction that 𝑑 𝑗 = 1
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to contend with. Thus on the initial application of the Chinese Remainder
Theorem the main term is

𝑁

𝑚
,

and the error term is𝑂 (1). By (22.13) we see that the total contribution arising
from this error is

≪ 𝐾2𝑅2 (log 𝑅)4𝑘−2,

which is acceptable. Then just as the function 𝜑 now plays the rôle that 𝜑2 played
earlier, so the 𝜅 𝑗 is replaced by its understudy 𝜅. Then the process of replacing
𝜆 by 𝜅 is identical, as is the elimination of the restriction (𝑑𝑢, 𝑒𝑣) = 1. □

The functions 𝜅 𝑗 and 𝜅 introduced in Lemma 22.2 are clearly related to each
other, as can be seen explicitly by (22.9) and (22.10). Thus when we insert the
(22.9) into the definition of 𝜅 𝑗 and invert the order of summation we obtain
(when 𝑟 𝑗 = 1)

𝜅 𝑗 (𝒓) = 𝜇(𝑟)𝜑2 (𝑟)
∑︁
𝒔
𝒓 |𝒔

𝜅(𝒔)
𝜑(𝑠)

∑︁ 𝑗

𝒅
𝒓 |𝒅 |𝒔

𝜇(𝑑)𝑑
𝜑(𝑑) .

Write 𝑒𝑖 = 𝑑𝑖/𝑟𝑖 and 𝑡𝑖 = 𝑠𝑖/𝑟𝑖 . Then the inner sum is

𝜇(𝑟)𝑟
𝜑(𝑟)

∑︁
𝒆
𝒆 |𝒕
𝑒 𝑗=1

𝜇(𝑒)𝑒
𝜑(𝑒) =

𝜇(𝑟)𝑟𝜇(𝑡/𝑡 𝑗 )
𝜑(𝑟)𝜑(𝑡/𝑡 𝑗 )

=
𝑟𝜇(𝑠/𝑠 𝑗 )
𝜑(𝑠/𝑠 𝑗 )

.

On using the notation 𝒓𝒕 for (𝑟1𝑡1, . . . , 𝑟𝑘 𝑡𝑘) we find that

𝜅 𝑗 (𝒓) =
𝑟𝜑2 (𝑟)
𝜑(𝑟)2

∑︁
𝒕

𝜅(𝒓𝒕)
𝜇(𝑡)𝜑(𝑡 𝑗 )𝜇(𝑡 𝑗 )

𝜑(𝑡)2 .

The terms with 𝑡 > 𝑡 𝑗 contribute

≪ 𝐾
∑︁
𝑡 𝑗≤𝑅

(𝑡 𝑗 ,𝑞)=1

𝜇(𝑡 𝑗 )2

𝜑(𝑡 𝑗 )
∑︁
𝑛>1

(𝑛,𝑞)=1

(𝑘 − 1)𝜔 (𝑛)𝜇(𝑛)2

𝜑(𝑛)2 ,

we have ∑︁
𝑡 𝑗≤𝑅

(𝑡 𝑗 ,𝑞)=1

𝜇(𝑡 𝑗 )2

𝜑(𝑡 𝑗 )
≪

( ∏
𝑄<𝑝≤𝑅

𝑝

𝑝 − 1

)
≪ 𝜑(𝑞)

𝑞
log 𝑅,

and (
− 1 +

∏
𝑄>𝑝

(
1 + 𝑘 − 1

(𝑝 − 1)2

) )
≪ 𝑄−1.
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Since also
𝑟𝜑2 (𝑟)
𝜑(𝑟)

2
= 1 +𝑂 (1/𝑄)

it follows that, when 𝑟 𝑗 = 1,

𝜅 𝑗 (𝒓) =
∑︁
𝑡 𝑗

𝜅(𝒓′)
𝜑(𝑡 𝑗 )

+𝑂
(
𝐾𝜑(𝑞) log 𝑅

𝑞𝑄

)
(22.15)

where 𝒓′ = (𝑟1, . . . , 𝑟 𝑗−1, 𝑡 𝑗 , 𝑟 𝑗+1, . . . , 𝑟𝑘).
Having come this far, we should take stock. The ultimate aim is to maximise

the ratio
𝑘∑︁
𝑗=1

∑︁ 𝑗

𝒓

𝜅 𝑗 (𝒓)2

𝜑2 (𝑟)∑︁
𝒓

𝜅(𝒓)2

𝜑(𝑟)

.

We henceforward make the assumption that (22.11) holds with 𝑓 ∈ ℱ which,
by (22.10), gives (22.4).

The final step of the proof of Theorem 22.1 is to obtain smooth approxima-
tions to the main terms in Lemma 22.2. We have standard methods of carrying
this out when 𝑘 = 1, i.e. 𝒓 = 𝑟1. We adopt the simple expedient of establishing
a suitable one-dimensional approximation and then applying it 𝑘 times.

Suppose that 𝑔 : [0, 1] → R. Then we say that 𝑔 is 𝑙-piecewise absolutely
continuous on [0, 1] when, associated with 𝑔, there is a partition 𝑎0 = 0 < 𝑎1 < added some

text to split
math· · · < 𝑎𝑙 = 1 of [0, 1] such that for 1 ≤ 𝑗 ≤ 𝑙.

1. 𝑔+ (𝑎 𝑗−1) = lim𝑥→𝑎 𝑗−1+ 𝑔(𝑥) and 𝑔− (𝑎 𝑗 ) = lim𝑥→𝑎 𝑗− 𝑔(𝑥) both exist, and
2. 𝑔 is absolutely continuous on [𝑎 𝑗−1, 𝑎 𝑗 ] when we replace 𝑔(𝑎 𝑗−1) and 𝑔(𝑎 𝑗 )

by 𝑔+ (𝑎 𝑗−1) and 𝑔− (𝑎 𝑗 ) respectively.

We define𝒢(𝑙, 𝐺) to be the class of 𝑙-piecewise absolutely continuous func-
tions 𝑔 on [0, 1] such that

sup
𝑣∈[0,1]

|𝑔(𝑣) | +
∫ 1

0
|𝑔′ (𝑣) |𝑑𝑣 ≤ 𝐺 .

We observe in passing that in practice it suffices for our application that 𝑔′

is continuous except for at most one 𝑥 in [0, 1] where 𝑔 and 𝑔′ have jump
discontinuities.

Lemma 22.4 Suppose that 𝜂 : N → R is multiplicative with its support on
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the squarefree numbers, that 0 ≤ 𝜂(𝑝) ≤ 2, and that there is a constant 𝐶 such
that whenever 𝑝 > 𝐶 we have ���𝜂(𝑝) − 1

𝑝

��� ≤ 𝐶

𝑝2 .

Suppose also that 𝑔 ∈ 𝒢(𝑙, 𝐺) and 𝑚 ∈ N. Then∑︁
𝑛≤𝑥

(𝑛,𝑚)=1

𝜂(𝑛)𝑔
( log 𝑛

log 𝑥

)
= 𝔖(𝑚)

∫ 1

0
𝑔(𝑣) 𝑑𝑣 log 𝑥 +𝑂

(
𝑙𝐺

(
1 +

∑︁
𝑝 |𝑚

log 𝑝
𝑝

) ∏
𝑝 |𝑚

(
1 + 1

𝑝

))
where

𝔖(𝑚) = 𝜑(𝑚)
𝑚

∏
𝑝∤𝑚

(
1 + 𝜂(𝑝)

) (
1 − 1

𝑝

)
.

We also have

𝔖(𝑚) ≪ 𝜑(𝑚)
𝑚

.

In order to make a comparison with the main term, which is of size

≍ 𝜑(𝑚)
𝑚

log 𝑥
∫ 1

0
𝑔(𝑣)𝑑𝑣,

it is useful to observe that the error term is

≪ 𝐺
𝜑(𝑚)
𝑚

(log log 3𝑚)3.

Proof We begin with the case when 𝑔 is identically 1. Also we may suppose
that 𝜂(𝑝) = 0 when 𝑝 |𝑚. Let 𝜌 be the multiplicative function with 𝜌(𝑝) =

𝜂(𝑝) − 1/𝑝, 𝜌(𝑝2) = −𝜂(𝑝)/𝑝, 𝜌(𝑝𝑡 ) = 0 (𝑡 ≥ 3) and let 𝜈 = 0 or 1. Then∑︁
𝑢 |𝑛

𝜌(𝑛/𝑢)
𝑢

= 𝜂(𝑛)

and ∑︁
𝑙≤𝑦

(log 2𝑙)𝜈 |𝜌(𝑙) | ≪
∑︁
𝑟𝑠𝑡2≤𝑦

𝑟 |𝑚, (𝑠𝑡 ,𝑚)=1

(log 2𝑟𝑠𝑡)𝜈 𝜇(𝑟𝑠𝑡)
2

𝑟𝑠2𝑡2
𝐶𝜔 (𝑠)

∑︁
𝑢 |𝑡

𝐶𝜔 (𝑢)

𝑢

≪
(
1 +

∑︁
𝑝 |𝑚

log 𝑝
𝑝

) ∏
𝑝 |𝑚

(
1 + 1

𝑝

)
.
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Also ∑︁
𝑥<𝑙≤𝑦

|𝜌(𝑙) | ≪ 1
log 𝑥

∑︁
𝑙

(log 𝑙) |𝜌(𝑙) |.

Therefore∑︁
𝑛≤𝑥

𝜂(𝑛) =
∑︁
𝑢,𝑣
𝑢𝑣≤𝑥

𝜌(𝑣)
𝑢

=
∑︁
𝑣≤𝑥

𝜌(𝑣)
(

log
𝑥

𝑣
+𝑂 (1)

)
= 𝔖(𝑚) log 𝑥 +𝑂

((
1 +

∑︁
𝑝 |𝑚

log 𝑝
𝑝

) ∏
𝑝 |𝑚

(
1 + 1

𝑝

))
.

Now we apply this to general 𝑔 ∈ 𝒢(𝑙, 𝐺). Let

𝐸 (𝑥) =
∑︁
𝑛≤𝑥

𝜂(𝑛) −𝔖(𝑚) log 𝑥

and choose 𝑎 𝑗 as provided by the definition of𝒢(𝑙, 𝐺). When 𝑥𝑎 𝑗−1 < 𝑛 ≤ 𝑥𝑎 𝑗
we have

𝑔

( log 𝑛
log 𝑥

)
= 𝑔− (𝑎 𝑗 ) −

∫ 𝑎 𝑗

log𝑛
log 𝑥

𝑔′ (𝑣) 𝑑𝑣

except possibly when 𝑛 = 𝑥𝑎 𝑗 in which case the two sides differ by ≪ 𝐺.
We multiply by 𝜂(𝑛), sum over the 𝑛 ∈ (𝑥𝑎 𝑗−1 , 𝑥𝑎 𝑗 ], interchange the order of
summation and integration and apply the formula for 𝐸 to obtain(

𝔖(𝑚) (log 𝑥) (𝑎 𝑗 − 𝑎 𝑗−1) + 𝐸 (𝑥𝑎 𝑗 ) − 𝐸 (𝑥𝑎 𝑗−1 )
)
𝑔− (𝑎 𝑗 )

−
∫ 𝑎 𝑗

𝑎 𝑗−1

(
𝔖(𝑚) (log 𝑥) (𝑣 − 𝑎 𝑗−1) + 𝐸 (𝑥𝑣) − 𝐸 (𝑥𝑎 𝑗−1 )

)
𝑔′ (𝑣) 𝑑𝑣 +𝑂 (𝐺) .

We integrate the main term by parts to obtain∫ 𝑎 𝑗

𝑎 𝑗−1

𝔖(𝑚) (log 𝑥)𝑔(𝑣) 𝑑𝑣

which on summing over 𝑗 gives the desired main term. We insert the bound for
𝐸 given by the first part of the proof and sum over 𝑗 . This completes the proof
of the lemma. □

We are now in a position to complete the proof of Theorem 22.1. We make
the choice (22.11) for some 𝑓 inℱ. To simplify some of the formulae we then
extend the definition of 𝑓 to [0, 1]𝑘 by taking 𝑓 to be 0 outside ℛ. Again
we concentrate on 𝑆 𝑗 rather than 𝑇 . We recall that 𝜅 𝑗 (𝒓) = 0 unless 𝑟 𝑗 = 1,
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(𝑟, 𝑞) = 1 and 𝑟 is squarefree, in which case, by (22.15) and (22.11), we have

𝜅 𝑗 (𝒓) =∑︁
𝑡 𝑗

𝜇(𝑡 𝑗 )2

𝜑(𝑡 𝑗 )
𝑓

( log 𝑟1
log 𝑅

, . . . ,
log 𝑟 𝑗−1

log 𝑅
,

log 𝑡 𝑗
log 𝑅

,
log 𝑟 𝑗+1

log 𝑅
, . . . ,

log 𝑟𝑘
log 𝑅

)
+𝑂

(𝐹𝜑(𝑞) log 𝑅
𝑞𝑄

)
where 𝒓′ = (𝑟1, . . . , 𝑟 𝑗−1𝑡 𝑗 , 𝑟 𝑗+1, . . . , 𝑟𝑘). Thus

𝐾 𝑗 ≪ 𝐹
𝜑(𝑞)
𝑞

log 𝑅 .

Moreover, by Lemma 22.4, with 𝜂(𝑝) = 1/𝑝 and 𝑚 = 𝑞𝑟 we have

𝜅 𝑗 (𝒓) = (log 𝑅) 𝜑(𝑞𝑟)
𝑞𝑟

𝑓 𝑗 (𝒓) +𝑂
(
𝐹𝜑(𝑞) log 𝑅

𝑞𝑄

)
where

𝑓 𝑗 (𝒓) =
∫ 1

0
𝑓

( log 𝑟1
log 𝑅

, . . . ,
log 𝑟 𝑗−1

log 𝑅
, 𝑢 𝑗 ,

log 𝑟 𝑗+1

log 𝑅
, . . . ,

log 𝑟𝑘
log 𝑅

)
𝑑𝑢 𝑗 .

This holds when 𝑟 𝑗 = 1, (𝑟, 𝑞) = 1 and 𝑟 is squarefree, and otherwise 𝜅 𝑗 (𝒓) = 0.
Thus, by Lemma 22.3,

𝑆 𝑗 =
𝜑(𝑞)𝑁 (log 𝑅)2

𝑞2 log 𝑁

∑︁ 𝑗

𝒓
(𝑟 ,𝑞)=1

𝜇(𝑟)2𝜑(𝑟)2

𝜑2 (𝑟)𝑟2 𝑓 𝑗 (𝒓)2 +𝑂
(𝐹2𝜑(𝑞)𝑘𝑁 (log 𝑅)𝑘

𝑞𝑘+1𝑄

)
.

The general arithmetical factor in the main term in the sum can be rewritten as

𝑘∏
𝑖=1

𝜇(𝑟𝑖)2𝜑(𝑟𝑖)2

𝜑2 (𝑟𝑖)𝑟2
𝑖

provided that the sum over 𝒓 is restricted to 𝒓 with (𝑟𝑢, 𝑟𝑣)=1 when 𝑢 ≠ 𝑣.
However if (𝑟𝑢, 𝑟𝑣) > 1, then there is a prime 𝑝 > 𝑄 such that 𝑝 |𝑟𝑢 and 𝑝 |𝑟𝑣 .
Therefore when we remove the condition (𝑟𝑢, 𝑟𝑣) = 1 the total error in so doing
is

≪ 𝐹2𝜑(𝑞)𝑁 (log 𝑅)2

𝑞2 log 𝑁

∑︁
𝑝>𝑄

𝜑(𝑝)4

𝜑2 (𝑝)2𝑝4

( ∑︁
𝑛<𝑅

(𝑛,𝑞)=1

𝜇(𝑛)2𝜑(𝑛)2

𝜑2 (𝑛)𝑛2

)𝑘−1

≪ 𝐹2𝜑(𝑞)𝑘𝑁 (log 𝑅)𝑘
𝑞𝑘+1𝑄

.
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Thus the sum in the main term can be replaced by∑︁ 𝑗

𝒓
(𝑟 ,𝑞)=1

𝑓 𝑗 (𝒓)2
𝑘∏
𝑖=1

𝜇(𝑟𝑖)2𝜑(𝑟𝑖)2

𝜑2 (𝑟𝑖)𝑟2
𝑖

.

Here we apply Lemma 22.4 to each variable 𝑟𝑖 in turn, i.e. 𝑘 − 1 times, with

𝜂(𝑝) = (𝑝 − 1)2

(𝑝 − 2)𝑝2 =
1
𝑝
+ 1
𝑝2 (𝑝 − 2)

and 𝑚 = 𝑞. In each case we have

𝔖(𝑞) = 1 +𝑂 (1/𝑄).

Thus

𝑆 𝑗 =
𝜑(𝑞)𝑘𝑁 (log 𝑅)𝑘+1

𝑞𝑘+1 log 𝑁
𝐼 𝑗 +𝑂

(
𝐹2𝜑(𝑞)𝑘𝑁 (log 𝑅)𝑘

𝑞𝑘+1𝑄

)
where 𝐼 𝑗 is as in Theorem 22.1. This gives the first part of that theorem. The
second part follows in the same way.

22.2.1 Exercises
1. Prove (22.10).
2. Prove (22.13).
3. Prove the last part of Lemma 22.3. made autoref

22.3 Consequences of Maynard’s Theorem

Theorem 22.5 (Maynard) Suppose that when 𝑘 ≥ 2, we take 𝑓 ∈ ℱ and then
𝐼 𝑗 = 𝐼 𝑗 ( 𝑓 ) and 𝐽 = 𝐽 ( 𝑓 ) are as in Theorem 22.1. Let

𝜍 = sup
𝑓 ∈ℱ

∑𝑘
𝑗=1 𝐼 𝑗 ( 𝑓 )
𝐽 ( 𝑓 ) .

Then for 𝑘 sufficiently large,

𝜍 > log 𝑘 − log log 𝑘 − 1 .

Corollary 22.6 (Zhang) There are bounded gaps in the sequence of primes.

Corollary 22.7 (Maynard, Tao) For each 𝑚 ∈ N we have

lim inf
𝑛→∞

(𝑝𝑛+𝑚 − 𝑝𝑛) ≪ 𝑚2𝑒4𝑚.
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Corollary 22.8 (Maynard) Let 𝑚 ∈ N and let 𝒢 = {𝑔1, . . . , 𝑔𝑙} be a set of 𝑙
distinct nonnegative integers. Let 𝑀 (𝑚, 𝑙,𝒢) be the number of admissible 𝑚-
tuples contained in𝒢 and let 𝑁 (𝑚, 𝑙,𝒢) be the number of admissible 𝑚-tuples
𝒉 contained in𝒢 such that there are infinitely many 𝑛 for which each member
of the 𝑚-tuple 𝑛 + 𝒉 is prime. Then for 𝑙 > 𝑙0 (𝑚)

𝑙𝑚 ≥ 𝑀 (𝑚, 𝑙,𝒢) ≫𝑚 𝑙
𝑚

and
𝑁 (𝑚, 𝑙,𝒢)
𝑀 (𝑚, 𝑙,𝒢) ≫𝑚 1 .

de Polignac’s conjecture (1849) asserts that every even integer is the differ-
ence of infinitely many pairs of primes. That the conjecture holds for a positive
proportion of all even integers follows on taking 𝑚 = 2 and 𝑔 𝑗 = 2 𝑗 − 2 in the
previous corollary, for then the number of solutions of 𝑔 𝑗2 − 𝑔 𝑗1 = 2𝑑 is at most
𝑙 and so there must be ≫ 𝑙2/𝑙 = 1 different differences 𝑔 𝑗2 − 𝑔 𝑗1 arising from
the admissible pairs counted by 𝑁 (2, 𝑙,𝒢).

Corollary 22.9 There is an infinite subset D of N with positive lower asymp-
totic density such that for each 𝑑 ∈ D there are infinitely many pairs of primes
𝑝1, 𝑝2 such that 𝑝2 − 𝑝1 = 𝑑.

Proof of Theorem 22.5 We have to construct a suitable 𝑓 . For simplicity of
construction we will take 𝑓 to be essentially a product of single variable func-
tions. That is, we separate the variables. In part this is motivated by putting
most of the mass of 𝑓 near the axes. This has the effect of minimising the
importance of the boundary condition 𝑡1 + · · · + 𝑡𝑘 ≤ 1. It also means that 𝑓 is
symmetric, which one might suspect would be true for an extremal 𝑓 .

The function

𝜈 : (1,∞] → R : 𝜈(𝛼) = 𝛼/log𝛼

has its minimum at 𝛼 = 𝑒 and is increasing for 𝛼 > 𝑒. Thus for 𝑘 ≥ 2 we have

𝑘

log 𝑘
≥ 𝑒

and

𝑥 =
𝑘/log 𝑘

log(𝑘/log 𝑘) (22.16)

satisfies 𝑥 ≥ 𝑒 > 1. Hence we can define 𝜉 to be the positive solution to

1 + 𝜉𝑥 = 𝑒 𝜉 . (22.17)
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Then

𝜈(𝑒 𝜉 ) > 𝑥 = 𝜈(𝑘/log 𝑘)

and so by monotonicity

log 𝑘 − log log 𝑘 < 𝜉.

Also for large 𝑘

𝜉 = log 𝜉 + log 𝑥 + log(1 + 1/(𝑥𝜉)) ∼ log 𝜉 + log 𝑘 − 2 log log 𝑘

and so

𝜉 < log 𝑘.

Let 𝑔 : [0,∞) → R be defined by

𝑔(𝑦) =
{

1
1+𝜉 𝑦 0 ≤ 𝑦 ≤ 𝑥,
0 𝑥 < 𝑦.

We need to compute various integrals which we denote by 𝛼, 𝛽, 𝛾, 𝜏 as follows.

𝛼 =

∫ ∞

0
𝑔(𝑦) 𝑑𝑦 = 1, (22.18)

𝛽 =

∫ ∞

0
𝑔(𝑦)2 𝑑𝑦 =

1
𝜉
− 1
𝜉𝑒 𝜉

, (22.19)

𝛾 =

∫ ∞

0
𝑦𝑔(𝑦)2 𝑑𝑦 =

1
𝜉
− 1
𝜉2 + 1

𝜉2𝑒 𝜉
, (22.20)

𝜏 =

∫ ∞

0
𝑦2𝑔(𝑦)2 𝑑𝑦 =

𝑥

𝜉2 − 2
𝜉2 + 1

𝜉3 − 1
𝜉3𝑒 𝜉

. (22.21)

We now take

𝑓 ( 𝒕) =
{∏𝑘

𝑖=1 𝑔(𝑘𝑡𝑖) 𝒕 ∈ ℛ,
0 𝒕 ∉ℛ .

Since 𝑓 is symmetric we have 𝐼 𝑗 ( 𝑓 ) = 𝐼𝑘 ( 𝑓 ) for every 𝑗 ≤ 𝑘 . Thus

𝜍 ≥ 𝑘 𝐼𝑘 ( 𝑓 )
𝐽 ( 𝑓 ) (22.22)

and we now proceed to estimate 𝐼𝑘 ( 𝑓 ) and 𝐽 ( 𝑓 ). Since we are concerned with
only a lower bound for 𝜌, lower and upper bounds for 𝐼𝑘 ( 𝑓 ) and 𝐽 respectively
will suffice. An upper bound for 𝐽 ( 𝑓 ) is easy. We have

𝐽 ( 𝑓 ) ≤
∫
[0,∞)𝑘

𝑘∏
𝑖=1

𝑔(𝑘𝑡𝑖)2 𝑑 𝒕 = 𝑘−𝑘𝛽𝑘 . (22.23)
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Thus we can concentrate on 𝐼𝑘 ( 𝑓 ). Let 𝒮 denote the set of (𝑘 − 1)-tuples
(𝑦1, . . . , 𝑦𝑘−1) with 𝑦𝑖 ≥ 0 and 𝑦1 + · · · + 𝑦𝑘−1 ≤ 𝑘 − 𝑥. Then we have

𝑘 𝐼𝑘 ( 𝑓 ) = 𝑘
∫
ℛ𝑘−1

( 𝑘−1∏
𝑖=1

𝑔(𝑘𝑡𝑖)2
) ( ∫ 1−𝑡1−···−𝑡𝑘−1

0
𝑔(𝑘𝑡𝑘) 𝑑𝑡𝑘

)2
𝑑𝑡1 · · · 𝑑𝑡𝑘−1

≥ 𝑘−𝑘𝛼2
∫
𝒮

𝑘−1∏
𝑖=1

𝑔(𝑦𝑖)2 𝑑𝒚

and so

𝑘 𝐼𝑘 ( 𝑓 ) ≥ 𝑘−𝑘𝛼2𝛽𝑘−1 − 𝐸 (22.24)

where

𝐸 = 𝑘−𝑘𝛼2
∫
𝒮∗

𝑘−1∏
𝑖=1

𝑔(𝑦𝑖)2 𝑑𝒚

and

𝒮
∗ = [0,∞)𝑘−1 \𝒮.

Let

𝜎 = 𝛾/𝛽 =
1 − 𝜉−1 + 𝜉−1𝑒−𝜉

1 − 𝑒−𝜉 = 1 − 1
𝜉
+ 1
𝑒 𝜉 − 1

. (22.25)

The condition 𝒚 ∈ 𝒮∗ is equivalent to 𝑦1 + · · · + 𝑦𝑘−1 > 𝑘 − 𝑥 and this in turn
is equivalent to

𝑦1 + · · · + 𝑦𝑘−1
𝑘 − 1

− 𝜎 >
𝑘 − 𝑥 − 𝜎(𝑘 − 1)

𝑘 − 1
=

(1 − 𝜎) (𝑘 − 1) − 𝑥 + 1
𝑘 − 1

.

For 𝑘 sufficiently large we have

(1 − 𝜎) (𝑘 − 1) − 𝑥 + 1 > 0

and

1 − 𝜎 − 𝑥 − 1
𝑘 − 1

= 𝜉−1 +𝑂
(
𝜉−2) ,

so that

𝜁 =

(
1 − 𝜎 − 𝑥 − 1

𝑘 − 1

)−1
= 𝜉 +𝑂 (1). (22.26)

In particular if 𝒚 ∈ 𝒮∗, then( 𝑦1 + · · · + 𝑦𝑘−1
𝑘 − 1

− 𝜎
)2
𝜁2 ≥ 1
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Hence

𝐸 ≤ 𝑘−𝑘𝛼2𝜁2
∫
[0,∞)𝑘−1

( 𝑦1 + · · · + 𝑦𝑘−1
𝑘 − 1

− 𝜎
)2 𝑘−1∏

𝑖=1
𝑔(𝑦𝑖)2 𝑑𝒚.

We now square out the expression( 𝑦1 + · · · + 𝑦𝑘−1
𝑘 − 1

− 𝜎
)2

=
1

(𝑘 − 1)2

𝑘−1∑︁
𝑖=1

𝑦2
𝑖 +

2
(𝑘 − 1)2

∑︁
1≤𝑖< 𝑗≤𝑘−1

𝑦𝑖𝑦 𝑗 −
2𝜎
𝑘 − 1

𝑘−1∑︁
𝑖=1

𝑦𝑖 + 𝜎2,

and evaluate the various integrals with reference to the integrals evaluated
above. Thus

𝐸 ≤ 𝑘−𝑘𝛼2𝜁2
( 1
𝑘 − 1

𝜏𝛽𝑘−2 + 𝑘 − 2
𝑘 − 1

𝛾2𝛽𝑘−3 − 2𝜎𝛾𝛽𝑘−2 + 𝜎2𝛽𝑘−1
)
.

By the definition of 𝜎, (22.25),

𝐸 ≤ 𝑘−𝑘𝛼2𝜁2𝛽𝑘−3 𝜏𝛽 − 𝛾2

𝑘 − 1
< 𝑘−𝑘𝛼2𝜁2𝛽𝑘−2 𝜏

𝑘 − 1
.

Thus, by (22.22). (22.23) and (22.24),

𝜍 > 𝛽−1
(
1 − 𝜁2𝜏

𝛽(𝑘 − 1)

)
.

By (22.16) and (22.17),

log 𝑘 − log log 𝑘 < 𝜉 = log 𝑘 − log log 𝑘 +𝑂 (1),

by (22.19)

𝛽−1 = 𝜉 +𝑂
(
𝜉𝑘−1 log 𝑘

)
,

by (22.26)

𝜁2 = 𝜉2 +𝑂 (𝜉),

by (22.21)

𝜏 = 𝑥𝜉−2 +𝑂
(
𝜉−2) ,

and we have
1

𝑘 − 1
=

1
𝑘
+𝑂

(
𝑘−2) .
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Thus
𝜁2𝜏

𝛽(𝑘 − 1) =
(
𝜉 +𝑂 (1)

)
𝑥𝑘−1 =

𝜉 +𝑂 (1)
(log 𝑘) log(𝑘/log 𝑘)

=
1

log 𝑘
+𝑂

( 1
(log 𝑘)2

)
.

Hence

𝜍 > 𝜉

(
1 +𝑂

(
log 𝑘
𝑘

)) (
𝑔1 − 1

log 𝑘
+𝑂

(
(log 𝑘)−2) ) > log 𝑘 − log log 𝑘 − 1

(22.27)
if 𝑘 is sufficiently large. □

Proof of Corollary 22.6 By Theorem 18.17, for every large 𝑘 there exist ad-
missible 𝑘-tuples. Then by (22.6), (22.7) and Theorems 22.1, 22.5 we have∑︁

𝑁≤𝑛≤2𝑁

( 𝑘∑︁
𝑗=1

1𝒫 (𝑛 + ℎ 𝑗 ) − 𝜚
) ( ∑︁

𝑞≤𝑅
𝑞 |𝑍 (𝑛;𝒉)

𝜆(𝑞)
)2
> 0

where

𝜚 =

(
𝜃

2
− 𝛿

)
𝜍 (22.28)

and 𝛿 is arbitrarily small, 𝜃 is the level of distribution of the primes in arithmetic
progressions , and 𝜍 is as in Theorem 22.5. Since we know that 𝜃 ≥ 1

2 , and 𝜍
is large for large 𝑘 , it follows that for sufficiently large 𝑘 there are admissible
𝑘-tuples 𝒉 for which there are arbitrarily large 𝑁 such that for some 𝑛 with
𝑁 ≤ 𝑛 ≤ 2𝑁 the 𝑘-tuple 𝑛 + 𝒉 contains at least two primes. This establishes
the first corollary. □

Proof of Corollary 22.7 Let 𝐶 be a constant chosen so that for every 𝑚 ∈ N
we have

𝐶𝑚𝑒4𝑚

4𝑚 + log𝑚 + log𝐶
> 𝑒2+4𝑚.

Hence for 𝑘 ≥ max(3, 𝐶𝑚𝑒4𝑚) we have
𝑘

log 𝑘
≥ 𝑒2+4𝑚

and so
log 𝑘 − log log 𝑘 − 1 > 4𝑚 + 1 .

Thus if 𝑘 is large enough, then(1
4
− 1
𝑘

)
(log 𝑘 − log log 𝑘 − 1) > 𝑚 .
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Taking the level of distribution 𝜃 to be 1
2 and choosing 𝛿 = 1

𝑘
we see by (22.27)

and (22.28) that

𝜌 > 𝑚,

and so every admissible 𝑘-tuple 𝒉 has the property that there are infinitely many
𝑛 such that the 𝑘-tuple 𝑛 + 𝒉 contains at least 𝑚 primes. By Theorem 18.17
there is a an admissible 𝑘-tuple of diameter ≪ 𝑘 log 𝑘 ≪ 𝑚2𝑒4𝑚. □

Proof of Corollary 22.8 Let 𝑘 = ⌈max(3, 𝐶𝑚𝑒4𝑚)⌉ with 𝐶 suitably large be
as in the proof of Corollary 22.7 and let 𝒉 be an admissible 𝑘-tuple. By
considering all possible 𝑚-tuples 𝒉′ = (ℎ′1, . . . , ℎ

′
𝑚) that are subsets of 𝒉 we

see that at least one has the property that there are infinitely many 𝑛 such that
𝑛 + ℎ′1, . . . , 𝑛 + ℎ

′
𝑚 are simultaneously prime, i.e. the prime 𝑚-tuple conjecture

holds for this 𝑚-tuple.
Starting from𝒢 we construct a subset𝒢′ by successively removing elements

from 𝒢. Given a prime 𝑝 and a finite set ℒ of integers we can construct a
subset as follows. Let ℒ(𝑝; ℎ) = {𝑛 ∈ ℒ : 𝑛 ≡ ℎ (mod 𝑝)} and 𝐿 (𝑝; ℎ) =

cardℒ(𝑝; ℎ). Choose an ℎ for which 𝐿 (𝑝; ℎ) is minimal and take ℒ′ = ℒ \
ℒ(𝑝; ℎ). Then cardℒ′ ≥ (1−1/𝑝)cardℒ. We apply this operation successively
to𝒢 for 𝑝 ≤ 𝑘 giving a subset𝒢′ that satisfies

card𝒢′ ≥ card𝒢
∏
𝑝≤𝑘

(
1 − 1

𝑝

)
≫𝑚 𝑙 .

Thus on taking 𝑙 to be sufficiently large we have 𝑠 = card𝒢′ > 𝑘 . Every subset
𝒉 of 𝒢′ of cardinality 𝑘 is an admissible set since it omits a residue class
modulo 𝑝 for every 𝑝 ≤ 𝑘 . There are

(𝑠
𝑘

)
such 𝒉 and, from above, each one

contains at least one 𝑚-tuple 𝒉′ for which the prime 𝑚-tuples conjecture holds.
Subsets 𝒃 of 𝒢′ of cardinality 𝑘 that contain 𝒉′ are exactly those in which the
𝑘 −𝑚 remaining elements of 𝒃 are chosen at random from the 𝑠 −𝑚 remaining
elements of𝒢′. Thus there are precisely

(𝑠−𝑚
𝑘−𝑚

)
such 𝒃. Hence there are at least(

𝑠

𝑘

)
(
𝑠 − 𝑚
𝑘 − 𝑚

) =
(𝑠 − 𝑚 + 1) · · · (𝑠 − 1)𝑠
(𝑘 − 𝑚 + 1) · · · (𝑘 − 1)𝑘 ≫𝑚 𝑠

𝑚 ≫𝑚 𝑙
𝑚

admissible subsets of𝒢 of cardinality 𝑚 that satisfy the prime 𝑚-tuple conjec-
ture. On the other hand there are

( 𝑙
𝑚

)
≤ 𝑙𝑚 subsets 𝒉 of𝒢 of cardinality 𝑚, and

this completes the proof of Corollary 22.8. □
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22.3.1 Exercises
1. Suppose that 𝑘 ≥ 2. Let ℛ𝑘 ⊂ [0, 1]𝑘 be defined by ℛ𝑘 = {𝒕 : 𝑡𝑖 ≥

0, 𝑡1 + · · · + 𝑡𝑘 ≤ 1}, and let 𝑚 ∈ N and 𝑓 ( 𝒕) = (1 − 𝑡1 − · · · − 𝑡𝑘)𝑚. Given
(𝑡1, . . . , 𝑡 𝑗−1, 𝑡 𝑗+1, . . . , 𝑡𝑘) ∈ [0, 1]𝑘−1 with 𝑡1 + · · · + 𝑡 𝑗−1 + 𝑡 𝑗+1 + · · · + 𝑡𝑘 ≤ 1
let 𝐴 𝑗 denote the interval [0, 1 − 𝑡1 − · · · − 𝑡 𝑗−1 − 𝑡 𝑗+1 − · · · − 𝑡𝑘] (and take
it to be the empty set otherwise) and define

𝐼 𝑗 ( 𝑓 ) =
∫ 1

0
· · ·

∫ 1

0

( ∫
𝐴 𝑗

𝑓 ( 𝒕) 𝑑𝑡 𝑗
)2
𝑑𝑡1 . . . 𝑑𝑡 𝑗−1𝑑𝑡 𝑗+1 . . . 𝑑𝑡𝑘

and

𝐽 ( 𝑓 ) =
∫
ℛ𝑘

𝑓 ( 𝒕)2 𝑑 𝒕 .

(a) Prove that
𝑘∑︁
𝑗=1

𝐼 𝑗 ( 𝑓 ) =
𝑘 (2𝑚 + 2)!

(2𝑚 + 1 + 𝑘)!(𝑚 + 1)2 .

(b) Prove that 𝐽 ( 𝑓 ) = (2𝑚)!
(2𝑚 + 𝑘)! .

(c) Prove that ∑𝑘
𝑗=1 𝐼 𝑗 ( 𝑓 )
𝐽 ( 𝑓 ) = 4

(
1 − 1

2𝑚 + 2

) (
1 − 2𝑚 + 1

2𝑚 + 1 + 𝑘

)
.

(d) (Goldston, Pintz, Yıldırım) Prove that if the level 𝜃 of distribution of thedo you want
to give a real
ref for GPY or
is this just a
name?

primes satisfies 𝜃 > 1
2 , then there are infinitely many bounded gaps in

the sequence of primes.

2 Letℛ𝑘 be as above. For 𝒕 ∈ ℛ𝑘 let𝛼𝑘 ( 𝒕) = 𝑡1+· · ·+𝑡𝑘 and 𝛽𝑘 ( 𝒕) = 𝑡21+· · ·+𝑡
2
𝑘
.

(a) Suppose that 𝑎 and 𝑎 𝑗 are nonnegative integers. Prove, by induction on
𝑘 or otherwise, that∫

ℛ𝑘

(1 − 𝛼𝑘 ( 𝒕))𝑎
𝑘∏
𝑗=1
𝑡
𝑎 𝑗

𝑗
𝑑 𝒕 =

𝑎!
∏𝑘
𝑗=1 𝑎 𝑗 !

(𝑘 + 𝑎 + ∑𝑘
𝑗=1 𝑎 𝑗 )!

.

(b) Suppose that 𝑎 and 𝑏 are nonnegative integers. Prove that∫
ℛ𝑘

(1 − 𝛼𝑘 ( 𝒕))𝑎𝛽𝑘 ( 𝒕)𝑏 𝑑 𝒕 =
𝑎!𝑏!

(𝑘 + 𝑎 + 2𝑏)!
∑︁
𝒃

𝑏1+···+𝑏𝑘=𝑏

𝑘∏
𝑗=1

(2𝑏 𝑗 )!
𝑏 𝑗 !

.

(The multinomial theorem applied to 𝛽𝑏
𝑘

is useful here.)

3 (Maynard)real ref or just
a name?
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(a) Let 𝑘 = 5. In the notation of the preceding Exercise, when 𝒕 ∈ ℛ5, let

𝑓 ( 𝒕) = (1−𝛼5 ( 𝒕))𝛽5 ( 𝒕) +
7

10
(1−𝛼5 ( 𝒕))2 + 1

14
𝛽5 ( 𝒕)2 − 3

14
(1−𝛼5 ( 𝒕)) .

Prove that ∑5
𝑗=1 𝐼 𝑗 ( 𝑓 )
𝐽 ( 𝑓 ) =

1417255
708216

.

(b) Prove that if the level of distribution 𝜃 is 1, then

lim inf
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛 ≤ 12 .

22.4 Notes

Section 22.1. In the first couple of decades of the twenty first century there
have been a series of major advances. In a seminal paper Goldston, Pintz, &
Yıldırım (2009) proved that

lim inf
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛
log 𝑝𝑛

= 0,

and Goldston, Pintz, & Yıldırım (2010) showed that

𝑝𝑛+ − 𝑝𝑛 ≪ (log 𝑝𝑛)1/2 (log log 𝑝𝑛)2 (22.29)

for infinitely many 𝑛. They also showed that if the level of distribution exceeds
1
2 , then there are infinitely many bounded gaps between primes. Indeed, if the
level of distribution can be taken to be 1 (as in Conjecture 20.2), they were
able to show that infinitely often 𝑝𝑛+1 − 𝑝𝑛 ≤ 16. All subsequent work is
based on their method. There have been two sensational developments. Zhang
(2014) proved a version of the Bombieri–Vinogradov theorem in which the
moduli of the arithmetic progressions are restricted to being numbers with only
relatively small prime factors but, crucially, the level of distribution exceeds
1
2 by a small amount. Then, although the moduli are restricted, nevertheless
the modified Bombieri–Vinogradov theorem contains enough information to
enable an adaptation of the Goldston, Pintz, Yıldırım machinery to work. Thus
Zhang showed that

lim inf
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛 ≤ 70,000,000 . (22.30)

Then Maynard (2015), by returning to an earlier version of the GPY method that
predates their 2009 paper and which had been aborted as unsuccessful, was able
to adapt their method to establish that infinitely many bounded gaps between
the primes exist even if one only assumes a positive level of distribution for



332 Bounded Gaps Between Primes

the primes. In particular, by using the Bombieri–Vinogradov theorem Maynard
showed that

lim inf
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛 ≤ 600 . (22.31)

These most recent methods involve quite heavy computations to obtain the
sharpest bounds. For example, in the notation of Exercise 22.3.1.2, Maynardcheck ex no,

twice considers Theorem 22.1 with

𝑓 ( 𝒕) =
𝑑∑︁
𝑖=1

𝑎𝑖 (1 − 𝛼𝑘 ( 𝒕))𝑏𝑖 𝛽𝑘 ( 𝒕)𝑐𝑖

and finds that (cf. Exercise 22.3.1.2)∑𝑘
𝑗=1 𝐼 𝑗 ( 𝑓 )
𝐽 ( 𝑓 ) =

𝒂𝑇ℳ𝒂

𝒂𝑇𝒩𝒂

where the 𝑑 × 𝑑 positive definite matrices ℳ, 𝒩 depend on the exponents 𝑏𝑖 ,
𝑐𝑖 . He shows that this ratio is maximised when 𝒂 is an eigenvector of ℳ𝒩

−1

corresponding to the largest eigenvalue. He then takes 𝑘 = 105 and considers
all choices of 𝑏𝑖 , 𝑐𝑖 with 𝑏𝑖 + 2𝑐𝑖 ≤ 11, so that 𝑑 = 42. It transpires that the
largest eigenvalue is

4.0020697 . . .

and so an appeal to Theorem 22.1 establishes that for any admissible 105-tuple
𝒉 there are infinitely many 𝑛 such that 𝑛 + 𝒉 contains at least two primes.
He then displays a known admissible 105-tuple of diameter 600 discovered
by T. Engelsma to establish (22.31). Maynard also found that if the level of
distribution of primes is 1, then

lim inf
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛 ≤ 12, (22.32)

for which see Exercise 22.3.1.3.check ex no
The Polymath (2014) project was led by Tao to combine all the methods,

especially those of Maynard and Zhang, and this established unconditionally
that

lim inf
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛 ≤ 246 . (22.33)

The methods described here are very flexible, and offer many potential
applications. One is to a conjecture made by Dickson (1904) which that states
that if the 𝑔𝑖 , ℎ𝑖 are integers and

∏𝑘
𝑖=1 (𝑔𝑖𝑛 + ℎ𝑖) has no fixed prime divisor,

then there are infinitely many 𝑛 such that the 𝑔𝑖𝑛 + ℎ𝑖 are simultaneously
prime. Pintz (2016) has investigated questions involving consecutive primes in
arithmetic progressions. In yet another application, Goldston, Graham, Pintz, &
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Yıldırım (2011) have considered 𝑛 for which 𝑑 (𝑛) = 𝑑 (𝑛+1), 𝜔(𝑛) = 𝜔(𝑛+1)
and Ω(𝑛) = Ω(𝑛 + 1) simultaneously. There are also applications to cognate
problems in algebraic number fields.

In the opposite direction Maynard (2016) has developed the GPY sieve so as
to show that there are exceptionally large gaps in the primes. In Theorem 7.15
we established Rankin’s estimate

lim sup
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛( (log 𝑝𝑛) (log log 𝑝𝑛) (log log log log 𝑝𝑛)
(log log log 𝑝𝑛)2

) ≥ 𝑐

for a suitable positive constant 𝑐, and in the Notes to §7.3 described the state of
play as of 2007. Maynard showed that 𝑐 can be made arbitrarily large, thereby
winning the Erdős prize of $10,000 described in the Notes loc. cit.. This was
also established independently by a different method by Ford, Green, Konyagin,
Tao (2016). Ford, Green, Konyagin, Maynard, Tao (2018) then showed that

lim sup
𝑛→∞

𝑝𝑛+1 − 𝑝𝑛( (log 𝑝𝑛) (log log 𝑝𝑛) (log log log log 𝑝𝑛)
log log log 𝑝𝑛

𝐵𝑖𝑔)
≥ 𝑐

for some positive constant 𝑐. In the spirit of Erdős, Tao has offered $10,000 for
a proof that this 𝑐 may be taken arbitrarily large.
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Appendix E
Topics In Harmonic Analysis II

E.1 Uniform approximation of continuous functions

Let 𝐶 (T) denote the set of continuous functions with period 1. Our object in
this section is to show that if 𝑓 ∈ 𝐶 (T) and 𝜀 > 0, then there is a trigonometric
polynomial𝑇 (𝑥) such that | 𝑓 (𝑥)−𝑇 (𝑥) | < 𝜀 for all 𝑥. This is elegantly achieved
by using the Cesàro partial sums of the Fourier series of 𝑓 , namely

𝜎𝑁 (𝑥) = 𝜎𝑁 ( 𝑓 , 𝑥) =
𝑁∑︁

𝑛=−𝑁
(1 − |𝑛|/𝑁) �̂� (𝑛)𝑒(𝑛𝑥). (E.1)

Here 𝑒(𝑥) = 𝑒2𝜋𝑖𝑥 = cos 2𝜋𝑥 + 𝑖 sin 2𝜋𝑥 is the complex exponential with period
1, and the numbers �̂� (𝑛) are the Fourier coefficents of 𝑓 , which are defined to
be

�̂� (𝑛) =
∫ 1

0
𝑓 (𝑥)𝑒(−𝑛𝑥) 𝑑𝑥

for integers 𝑛. The functions 𝑒(𝑛𝑥) form an orthonormal system, and the integral
above is an inner product where ∠ 𝑓 , 𝑔⟩ =

∫ 1
0 𝑓 (𝑥)𝑔(𝑥) 𝑑𝑥.

From the formula for the sum of a geometric progression we see that

𝑁−1∑︁
𝑛=0

𝑒(𝑛𝑥) = 1 − 𝑒(𝑁𝑥)
1 − 𝑒(𝑥) = 𝑒

(
(𝑁 − 1)𝑥/2

) 𝑒(𝑁𝑥/2) − 𝑒(−𝑁𝑥/2)
𝑒(𝑥/2) − 𝑒(−𝑥/2)

= 𝑒
(
(𝑁 − 1)𝑥/2

) sin 𝜋𝑁𝑥
sin 𝜋𝑥

.

Hence ��� 𝑁−1∑︁
𝑛=0

𝑒(𝑛𝑥)
���2 =

( sin 𝜋𝑁𝑥
sin 𝜋𝑥

)2
.

335
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On the other hand, the left hand side above is

=

𝑁−1∑︁
𝑚=0

𝑁−1∑︁
𝑛=0

𝑒((𝑚 − 𝑛)𝑥) =
𝑁∑︁

𝑛=−𝑁
(𝑁 − |𝑛|)𝑒(𝑛𝑥).

We divide through by 𝑁 and set

Δ𝑁 (𝑥) =
𝑁∑︁

𝑛=−𝑁
(1 − |𝑛|/𝑁)𝑒(𝑛𝑥) = 1

𝑁

( sin 𝜋𝑁𝑥
sin 𝜋𝑥

)2
. (E.2)

This is the Fejér kernel. (‘Fejér’ is pronounced fay-air, because he was Hun-
garian, not French.) We note that if 𝑓 ∈ 𝐿1 (T), then

∫ 1

0
𝑓 (𝑢)Δ𝑁 (𝑥 − 𝑢) 𝑑𝑢 =

𝑁∑︁
𝑛=−𝑁

(1 − |𝑛|/𝑁)
∫ 1

0
𝑓 (𝑢)𝑒(𝑛(𝑥 − 𝑢)) 𝑑𝑢

=

𝑁∑︁
𝑛=−𝑁

(1 − |𝑛|/𝑁) �̂� (𝑛)𝑒(𝑛𝑥) = 𝜎𝑁 (𝑥).

Since
∫ 1

0 Δ𝑁 (𝑥) 𝑑𝑥 = 1 and Δ𝑁 (𝑥) ≥ 0 for all 𝑥, it follows that 𝜎𝑁 (𝑥) is a
weighted average of the values of 𝑓 . Also, maxΔ𝑁 (𝑥) = Δ𝑁 (0) = 𝑁 . Let
∥𝑥∥ = min𝑛∈Z |𝑥 − 𝑛| be the distance from 𝑥 to the nearest integer. (This is
the natural distance function, when working modulo 1.) As | sin 𝜋𝑥 | ≥ 2∥𝑥∥, it
follows that

0 ≤ Δ𝑁 (𝑥) ≤ min
(
𝑁,

1
4𝑁 ∥𝑥∥2

)
(E.3)

It is useful to note that the pointwise estimate above implies that if 0 < 𝛿 ≤ 1/2,
then ∫ 1−𝛿

𝛿

Δ𝑁 (𝑢) 𝑑𝑢 = 2
∫ 1/2

𝛿

Δ𝑁 (𝑢) 𝑑𝑢 <
1

2𝑁

∫ 1/2

𝛿

1
𝑢2 𝑑𝑢

<
1

2𝑁

∫ ∞

𝛿

1
𝑢2 𝑑𝑢 =

1
2𝑁𝛿

. (E.4)

Theorem E.1 If 𝑓 is a continuous function with period 1 and 𝜎𝑁 ( 𝑓 , 𝑥) is
defined as above, then 𝜎𝑁 ( 𝑓 , 𝑥) → 𝑓 (𝑥) uniformly in 𝑥, as 𝑁 → ∞.
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Proof We note that

𝑓 (𝑥) − 𝜎𝑁 (𝑥) =
∫ 1

0
Δ𝑁 (𝑥 − 𝑢)

(
𝑓 (𝑥) − 𝑓 (𝑢)

)
𝑑𝑢

=

∫ 1

0
Δ𝑁 (𝑢)

(
𝑓 (𝑥) − 𝑓 (𝑥 − 𝑢)

)
𝑑𝑢

=

∫ 𝛿

−𝛿
+
∫ 1−𝛿

𝛿

= 𝐼1 + 𝐼2,

say. Hence by the triangle inequality, | 𝑓 (𝑥) − 𝜎𝑁 (𝑥) | ≤ |𝐼1 | + |𝐼2 |. Since 𝑓 is
continuous, it follows by compactness that 𝑓 is uniformly continuous, which is
to say that for any 𝜀 > 0 there is a 𝛿 > 0 such that | 𝑓 (𝑥) − 𝑓 (𝑦) | < 𝜀 whenever
∥𝑥 − 𝑦∥ < 𝛿. By the triangle inequality it follows that

|𝐼1 | ≤
∫ 𝛿

−𝛿
Δ𝑁 (𝑢) | 𝑓 (𝑥) − 𝑓 (𝑥 − 𝑢) | 𝑑𝑢 < 𝜀

∫ 𝛿

−𝛿
Δ𝑁 (𝑢) 𝑑𝑢 < 𝜀.

Since 𝑓 is continuous, it also follows by compactness that 𝑓 is bounded, say
| 𝑓 (𝑥) | ≤ 𝑀 for all 𝑥. Hence | 𝑓 (𝑥) − 𝑓 (𝑥 − 𝑢) | ≤ | 𝑓 (𝑥) | + | 𝑓 (𝑥 − 𝑢) | ≤ 2𝑀 .
Thus from (E.4) we deduce that

|𝐼2 | ≤ 2𝑀
∫ 1−𝛿

𝛿

Δ𝑁 (𝑢) 𝑑𝑢 <
𝑀

𝑁𝛿
.

This quantity is < 𝜀 if 𝑁 > 𝑀/(𝛿𝜀). Then | 𝑓 (𝑥) − 𝜎𝑁 (𝑥) | < 2𝜀 for all 𝑥, as
desired. □

E.2 Quantitative trigonometric approximation

For 𝑓 ∈ 𝐿1 (R), we let �̂� (𝑡) denote its Fourier transform,

�̂� (𝑡) =
∫
R
𝑓 (𝑥)𝑒(−𝑡𝑥) 𝑑𝑥.

Let 𝐼 = [𝛼, 𝛽] be an interval of R with 𝜒
𝐼

its characteristic function, and
suppose that 𝛿 > 0 is given. Our object is to construct functions 𝑆+ (𝑥) and
𝑆− (𝑥) such that

𝑆± (𝑡) = 0 when |𝑡 | ≥ 𝛿,
𝑆− (𝑥) ≤ 𝜒

𝐼
(𝑥) ≤ 𝑆+ (𝑥) for all 𝑥,

and such that the integrals∫
R
𝑆+ (𝑥) − 𝜒𝐼 (𝑥) 𝑑𝑥,

∫
R
𝜒
𝐼
(𝑥) − 𝑆− (𝑥) 𝑑𝑥
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are small. We do not attempt to determine exactly the extreme values of these
integrals, but the functions we construct are elegant and close to optimal. With
𝑆+ and 𝑆− in hand, we use the Poisson summation formula to derive correspond-
ing trigonometric polynomials 𝑇± that approximate closely the characteristic
function of an arc of T = R/Z. These 𝑇± are useful in a number of connections.
We employ them in discussing the large sieve (in §19.1), in discussing quant-
itative measures of uniform distribution (in §F.2), and in proving Kronecker’s
Theorem (in §F.3).

We begin by defining Beurling’s function,

𝐵(𝑧) =
( sin 𝜋𝑧

𝜋

)2 (2
𝑧
+

∞∑︁
𝑛=0

1
(𝑧 − 𝑛)2 −

∞∑︁
𝑛=1

1
(𝑧 + 𝑛)2

)
, (E.5)

whose basic properties are as follows.

Theorem E.2 The function 𝐵(𝑧) above is an entire function such that

(a) 𝐵(𝑛) = 1 for all integers 𝑛 ≥ 0, 𝐵(𝑛) = −1 for all integers 𝑛 < 0;
(b) 𝐵′ (𝑛) = 0 for all integers 𝑛 ≠ 0, 𝐵′ (0) = 2;
(c) 𝐵(𝑥) ≥ sgn(𝑥) for all real 𝑥;
(d) 𝐵(𝑥) − sgn(𝑥) ≪ min(1, 𝑥−2) for all real 𝑥;
(e) 𝐵′ (𝑥) ≪ min(1, 𝑥−2) for all real 𝑥;
(f) 𝐵(𝑧) − sgn(𝑥) ≪ |𝑧 |−2𝑒2𝜋 |𝑦 | where 𝑧 = 𝑥 + 𝑖𝑦;
(g)

∫ ∞
−∞ 𝐵(𝑥) − sgn(𝑥) 𝑑𝑥 = 1.

An entire function 𝑓 (𝑧) belongs to the class 𝐸𝜎 of functions of exponential
type 𝜎 if for every constant 𝜀 > 0 the inequality | 𝑓 (𝑧) | < exp((𝜎 + 𝜀) |𝑧 |)
holds for all 𝑧 with |𝑧 | large. Thus we see that 𝐵(𝑥) ∈ 𝐸2𝜋 . Other examples of
functions of exponential type are provided by observing that if 𝑓 ∈ 𝐿1 ( [−𝑐, 𝑐]),
then its Fourier transform

�̂� (𝑧) =
∫ 𝑐

−𝑐
𝑓 (𝑢)𝑒−2𝜋𝑖𝑧𝑢 𝑑𝑢

is an entire function of the class 𝐸2𝜋𝑐. In the case of 𝐵(𝑧), we note that
𝐵 ∉ 𝐿1 (R), and also that there is no 𝑓 ∈ 𝐿1 (R) of which 𝐵(𝑧) is the Fourier
transform (since 𝐵(𝑥) ̸→ 0 as 𝑥 → ∞). Nevertheless, the estimate (f) above
may be thought of as asserting that supp 𝐵 ⊆ [−1, 1].

Proof We first establish further formulæ for 𝐵(𝑧). We recall the partial fraction
formula ( 𝜋

sin 𝜋𝑧

)2
=

∞∑︁
𝑛=−∞

1
(𝑧 − 𝑛)2 .
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Figure E.1 Graph of Beurling’s function 𝐵(𝑥 ) for −3 ≤ 𝑥 ≤ 3.

(This may be proved by noting that the difference between the two sides is a
bounded entire function that tends to 0 as 𝑧 → 𝑖∞.) On combining this with
(E.5) we find that

𝐵(𝑧) = 1 + 2
( sin 𝜋𝑧

𝜋

)2 (1
𝑧
−

∞∑︁
𝑛=1

1
(𝑧 + 𝑛)2

)
. (E.6)

Suppose that 𝑧 ∉ (−∞, 0]. The integral test suggests that the sum above is
approximately ∫ ∞

0
(𝑢 + 𝑧)−2 𝑑𝑢 =

1
𝑧
.

Hence the second factor on the right hand side is the difference between this
approximation and the sum. To express this quantity more explicitly, we observe
that if 𝑓 has continuous first derivative on an interval [𝛼, 𝛽], then∫ 𝛽

𝛼

𝑓 (𝑢) 𝑑𝑢 = 𝑓 (𝛽) (𝛽 − 𝛼) −
∫ 𝛽

𝛼

𝑓 ′ (𝑢) (𝑢 − 𝛼) 𝑑𝑢

by integration by parts. By taking 𝛼 = 𝑛−1, 𝛽 = 𝑛, 𝑓 (𝑢) = (𝑢 + 𝑧)−2, it follows
that ∫ 𝑛

𝑛−1
(𝑢 + 𝑧)−2 𝑑𝑢 = (𝑧 + 𝑛)−2 + 2

∫ 𝑛

𝑛−1
(𝑧 + 𝑢)−3{𝑢} 𝑑𝑢

provided that 𝑧 ∉ [−𝑛,−𝑛 + 1]. If 𝑧 ∉ (−∞, 0], then we may sum over 𝑛 =

1, 2, . . ., and thus we deduce from (E.2) that made autoref
here and
below, thrice;
check OK𝐵(𝑧) = 1 + 4

( sin 𝜋𝑧
𝜋

)2 ∫ ∞

0

{𝑢}
(𝑢 + 𝑧)3 𝑑𝑢. (E.7)

Similarly from (E.1) and (E.2) we find that

𝐵(𝑧) = −1 + 2
( sin 𝜋𝑧

𝜋

)2 (1
𝑧
+

∞∑︁
𝑛=0

1
(𝑧 − 𝑛)2

)
, (E.8)
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and that if 𝑧 ∉ [0,∞), then

𝐵(𝑧) = −1 + 4
( sin 𝜋𝑧

𝜋

)2 ∫ ∞

0

1 − {𝑢}
(𝑢 − 𝑧)3 𝑑𝑢. (E.9)

The assertions (a) and (b) are immediate from the definition (E.5) of 𝐵(𝑧). For
𝑥 > 0 the inequality (c) and the estimate (d) follow from (E.7), since the value of
the integral lies between 0 and 1

2𝑥
−2. For 𝑥 < 0 these assertions follow similarly

from (E.9). Since 𝐵(𝑥) is continuous, these relations therefore hold also when
𝑥 = 0. To obtain the estimate (e) it suffices to differentiate the formulae (E.7),
(E.9), and then estimate the quantities that arise. As for (f), we note that
(sin 𝜋𝑧)2 ≪ 𝑒2𝜋 |𝑦 | , and that if Re 𝑧 ≥ 0, then |𝑢+𝑧 | ≥ max(𝑢, |𝑧 |) ≥ (𝑢+|𝑧 |)/2,
so ∫ ∞

0

{𝑢}
(𝑢 + 𝑧)3 𝑑𝑢 ≪

∫ ∞

0

𝑑𝑢

(𝑢 + |𝑧 |)3 ≪ |𝑧 |−2.

Thus we obtain (f) from (E.7) when Re 𝑧 ≥ 0, and similarly from (E.9) when
Re 𝑧 < 0. As for (g), let

𝑉 (𝑧) =
( sin 𝜋𝑧

𝜋

)2 (2
𝑧
+

∞∑︁
𝑛=−∞

sgn(𝑛)
(𝑧 − 𝑛)2

)
, (E.10)

so that 𝐵(𝑧) = 𝑉 (𝑧)+(sin 𝜋𝑧)2/(𝜋𝑧)2. Since𝑉 (𝑥) and sgn(𝑥) are odd functions,
we know that ∫ 𝑋

−𝑋
𝑉 (𝑥) − sgn(𝑥) 𝑑𝑥 = 0

for any 𝑋 . Hence∫ ∞

−∞
𝐵(𝑥) − sgn(𝑥) 𝑑𝑥 = lim

𝑋→∞

∫ 𝑋

−𝑋
𝐵(𝑥) − sgn(𝑥) 𝑑𝑥

= lim
𝑋→∞

∫ 𝑋

−𝑋
𝑉 (𝑥) − sgn(𝑥) + (sin 𝜋𝑥)2/(𝜋𝑥)2 𝑑𝑥

= lim
𝑋→∞

∫ 𝑋

−𝑋

( sin 𝜋𝑥
𝜋𝑥

)2
𝑑𝑥

=

∫ ∞

−∞

( sin 𝜋𝑥
𝜋𝑥

)2
𝑑𝑥 = 1.

The final definite integral can be evaluated by means of the calculus of residues.
□

Although the proof is now complete, it is instructive to note that (c) can be
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derived from (E.6) and (E.8) by appealing to the integral test. For example, if
𝑥 > 0, then

∞∑︁
𝑛=1

1
(𝑥 + 𝑛)2 <

∫ ∞

0

𝑑𝑢

(𝑥 + 𝑢)2 =
1
𝑥
.

We now use the function 𝐵(𝑧) to construct approximations to the character-
istic function 𝜒

𝐼
of an interval [𝛼, 𝛽].

Theorem E.3 Let 𝐼 = [𝛼, 𝛽] be a finite interval, and suppose that 𝛿 > 0 is
given. Then there exist entire functions 𝑆+ (𝑧) and 𝑆− (𝑧) such that

(a) 𝑆± (𝑥) ≪𝛼,𝛽, 𝛿 min(1, 𝑥−2) for real 𝑥;
(b) 𝑆− (𝑥) ≤ 𝜒

𝐼
(𝑥) ≤ 𝑆+ (𝑥) for real 𝑥;

(c)
∫ ∞
−∞ 𝑆± (𝑥) 𝑑𝑥 = 𝛽 − 𝛼 ± 1/𝛿;

(d) 𝑆± (𝑡) = 0 when |𝑡 | ≥ 𝛿;
(e) 𝑆± (𝑥) is of bounded variation on R.
(f)

��𝑆± (𝑡)�� ≤ 𝛽 − 𝛼 + 1/𝛿 for all real 𝑡.

Figure E.2 Selberg’s functions 𝑆± (𝑥 ) and 𝜒
𝐼
(𝑥 ) for 𝐼 = [−1, 1] and 𝛿 = 5.

Proof We take

𝑆+ (𝑧) =
1
2
𝐵(𝛿(𝑧 − 𝛼)) + 1

2
𝐵(𝛿(𝛽 − 𝑧)),

𝑆− (𝑧) = − 1
2
𝐵(𝛿(𝛼 − 𝑧)) − 1

2
𝐵(𝛿(𝑧 − 𝛽));

these are the Selberg functions. Then the assertion (a) follows immediately
from Theorem E.2(d). To obtain the inequalities (b) we note that

𝑆+ (𝑥) ≥
1
2

sgn(𝛿(𝑥 − 𝛼)) + 1
2

sgn(𝛿(𝛽 − 𝑥))

by Theorem E.2(c). Here the right hand side is 𝜒
𝐼
(𝑥) unless 𝑥 = 𝛼 or 𝑥 = 𝛽.
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If 𝛼 < 𝛽, then we may conclude that 𝑆+ (𝛼) ≥ 1, 𝑆+ (𝛽) ≥ 1, because 𝑆+ is
continuous. If 𝛼 = 𝛽, then 𝑆+ (𝛼) = 1 because 𝐵(0) = 1. Similarly we see that
𝑆− (𝑥) ≤ 𝜒

𝐼
(𝑥) for all 𝑥. As for (c), we note that∫ ∞

−∞
𝑆+ (𝑥) 𝑑𝑥 =

∫ ∞

−∞
𝜒
𝐼
(𝑥) 𝑑𝑥 +

∫ ∞

−∞
𝑆+ (𝑥) − 𝜒𝐼 (𝑥) 𝑑𝑥

= 𝛽 − 𝛼 + 1
2

∫ ∞

−∞
𝐵(𝛿(𝑥 − 𝛼)) − sgn(𝛿(𝑥 − 𝛼)) 𝑑𝑥

+ 1
2

∫ ∞

−∞
𝐵(𝛿(𝛽 − 𝑥)) − sgn(𝛿(𝛽 − 𝑥)) 𝑑𝑥

= 𝛽 − 𝛼 + 1/𝛿,

by Theorem E.2(d),(g), and similarly for 𝑆− . Since the functions 𝑆± are in
𝐿1 (R), we can define their Fourier transforms,

𝑆± (𝑡) =
∫ ∞

−∞
𝑆± (𝑥)𝑒(−𝑡𝑥) 𝑑𝑥.

Here 𝑆± (𝑧)𝑒−2𝜋𝑖𝑡𝑧 is an entire function, and if 𝑡 ≥ 𝛿, then by Theorem E.2(f)
we see that this function is ≪𝛼,𝛽, 𝛿 |𝑧 |−2 in the lower half-plane Im 𝑧 ≤ 0. We
consider the integral above to be a contour integral in the complex plane, and
on replacing this path by a semicircle in the lower half-plane we conclude that
𝑆± (𝑡) = 0 if 𝑡 ≥ 𝛿. Similarly 𝑆± (𝑡) = 0 if 𝑡 ≤ −𝛿, so we have (d). Also, from
Theorem E.2(e) we see that 𝐵(𝑥) is of bounded variation on R, and hence the
same is true of 𝑆±. Finally, 𝑆± (𝑡) = �̂�𝐼 (𝑡) +

(
𝑆± (𝑡) − �̂�𝐼 (𝑡)

)
, so by the triangle

inequality��𝑆± (𝑡)�� ≤ ���̂�
𝐼
(𝑡)

�� + ��𝑆± (𝑡) − �̂�𝐼 (𝑡)�� ≤ ∥𝜒
𝐼
∥𝐿1 (R) + ∥𝑆± − 𝜒

𝐼
∥𝐿1 (R)

= 𝛽 − 𝛼 + 𝛿−1. □

We now derive analogous results for approximations in T = R/Z by trigono-
metric polynomials.

Theorem E.4 For any arc 𝐼 = [𝛼, 𝛽] in T with length 𝛽 − 𝛼 < 1, and for any
positive integer 𝑁 , there are trigonometric polynomials

𝑇± (𝑥) =
𝑁∑︁

𝑘=−𝑁
𝑇± (𝑘)𝑒(𝑘𝑥) (E.11)

of degree at most 𝑁 such that:

(a) 𝑇− (𝑥) ≤ 𝜒
𝐼
(𝑥) ≤ 𝑇+ (𝑥) for all real 𝑥;

(b)
∫ 1

0 𝑇± (𝑥) 𝑑𝑥 = 𝛽 − 𝛼 ± 1/(𝑁 + 1).

(c)
��𝑇± (𝑘)�� ≤ 𝛽 − 𝛼 + 1

𝑁+1 for all integers 𝑘 .
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Proof Take 𝛿 = 𝑁 + 1, and let 𝑆± be the functions described in Theorem E.3.
Put

𝑇± (𝑥) =
∑︁
𝑛

𝑆± (𝑥 + 𝑛).

From Theorem E.3(a) we see that this series is uniformly convergent for 𝑥 in
a compact set, so that 𝑇± (𝑥) is continuous. The inequalities (a) follow from
Theorem E.3(b). From Theorem E.3(a),(e) we see that the Poisson summation
formula, in the form given in Theorem D.3, applies to 𝑆±. Thus

𝑇± (𝑥) = lim
𝐾→∞

𝐾∑︁
𝑘=−𝐾

𝑆± (𝑘)𝑒(𝑘𝑥).

But 𝑆± (𝑘) = 0 for |𝑘 | ≥ 𝛿 = 𝑁 + 1, and 𝑇± (𝑘) = 𝑆± (𝑘) for all 𝑘 , so we find that
𝑇± is a trigonometric polynomial, as in (E.11). Also, the integral in (b) is

𝑇± (0) = 𝑆± (0) =
∫ ∞

−∞
𝑆± (𝑥) 𝑑𝑥,

and the stated result follows from Theorem E.3(c). The final assertion follows
from Theorem E.3(f). □

(a) (b)

Figure E.3 (a) Graph of 𝜒
𝐼
(𝑥 ) and 𝑇± (𝑥 ) for 𝐼 = [1/3, 2/3] with 𝐾 = 11; (b)

𝐼 = [3/8, 5/8], 𝐾 = 5.

Majorants and minorants constructed as above are optimal if and only if
(𝐾 + 1) |𝐼 | is an integer. Hence the estimates in (a) are optimal, while those in
(b) are not.

In the above situation, the interval 𝐼 is short, 𝛿 is large, 𝑇± (𝑥) has period 1,
and the 𝑆± (𝑘) become Fourier coefficients. With an alternative application of
the Poisson Summation Formula we reverse this, so that 𝐼 is long, 𝛿 is small,
𝑆± has period 1, and the 𝑆± are Fourier coefficients.
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Theorem E.5 Let 𝑀 and 𝑁 be integers, 𝑁 ≥ 1. Suppose that 0 < 𝛿 ≤ 1/2.
There exist functions 𝑊± (𝑥) with period 1 and absolutely convergent Fourier
expansions𝑊± (𝑥) =

∑
𝑛 𝑤± (𝑛)𝑒(𝑛𝑥) such that

(a) 𝑤− (𝑛) ≤ 𝜒[𝑀+1,𝑀+𝑁 ] (𝑛) ≤ 𝑤+ (𝑛) for all integers 𝑛;

(b) 𝑊± (𝑥) = 0 if ∥𝑥∥ ≥ 𝛿;

(c)
∑
𝑛 𝑤± (𝑛) = 𝑊± (0) = 𝑁 − 1 ± 1/𝛿.

Proof Let 𝑆± (𝑢) be the Selberg functions for the interval 𝐼 = [𝑀 +1, 𝑀 +𝑁],
and set 𝑤± (𝑢) = 𝑆± (𝑢). Thus we have (a). We apply the Poisson Summation
Formula to 𝑓 (𝑢) = 𝑆± (𝑢)𝑒(𝑢𝑥). Hence by Theorem D.3 we see that

∞∑︁
𝑛=−∞

𝑤± (𝑛)𝑒(𝑛𝑥) =
∞∑︁

𝑘=−∞
𝑆± (𝑘 − 𝑥),

and then properties (b) and (c) are immediate. □

E.2.1 Exercises

1. Suppose that 𝐼 = [𝛼, 𝛽] is an interval on the real line, put 𝐾 = (𝛽 − 𝛼)𝛿,
and suppose that 𝐾 is a positive integer. Suppose that 𝑓 ∈ 𝐿1 (R), that 𝑓 isthis is now Ex-

ercises E.2.1 continuous, that 𝑓 (𝑥) ≥ 𝜒
𝐼
(𝑥) for all 𝑥, that 𝑓 has bounded variation on R,

and that �̂� (𝑡) = 0 when |𝑡 | ≥ 𝛿.

(a) Show that

∞∑︁
𝑛=−∞

𝑓 (𝑛/𝛿 + 𝑥) = 𝛿 �̂� (0)

for all 𝑥.

(b) Show that 𝑥 can be chosen so that 𝑛/𝛿 + 𝑥 ∈ 𝐼 for 𝐾 + 1 values of 𝑛.

(c) Deduce that ∫ ∞

−∞
𝑓 (𝑢) 𝑑𝑢 ≥ 𝛽 − 𝛼 + 1/𝛿.

That is, the function 𝑆+ described in Theorem E.3 is optimal when
(𝛽 − 𝛼)𝛿 is an integer.
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2. Prove the following identities:

(a)
( sin 𝜋𝑥
𝜋𝑥

)2
=

∫ 1

−1
(1 − |𝑡 |)𝑒(𝑡𝑥) 𝑑𝑡;

(b) (sin 𝜋𝑥)2

𝑥
= 𝜋

∫ 1

0
sin 2𝜋𝑡𝑥 𝑑𝑡;

(c)
𝑁∑︁

𝑛=−𝑁
sgn(𝑛)𝑒(−𝑛𝑡) = −𝑖 cot 𝜋𝑡 + 𝑖 cos 𝜋(2𝑁 + 1)𝑡

sin 𝜋𝑡
;

(d) sgn(𝑥) = 2
𝜋

∫ ∞

0

1
𝑡

sin 2𝜋𝑡𝑥 𝑑𝑡.

3. Let 𝑉 (𝑧) be Vaaler’s function as defined in (E.10), and put

𝑉𝑁 (𝑧) =
( sin 𝜋𝑧

𝜋

)2 (2
𝑧
+

𝑁∑︁
−𝑁

sgn(𝑛)
(𝑧 − 𝑛)2

)
.

(a) Using the identities in the previous exercise, or otherwise, show that changed to
‘previous
exercise’

𝑉𝑁 (𝑥) = 2
∫ 1

0

(
(1 − 𝑡) cot 𝜋𝑡 + 1/𝜋

)
sin 2𝜋𝑡𝑥 𝑑𝑡

− 2
∫ 1

0

cos 𝜋(2𝑁 + 1)𝑡
sin 𝜋𝑡

(1 − 𝑡) sin 2𝜋𝑡𝑥 𝑑𝑡.

(b) By using the Riemann–Lebesgue lemma, show that

𝑉 (𝑥) = 2
∫ 1

0

(
(1 − 𝑡) cot 𝜋𝑡 + 1

𝜋

)
sin 2𝜋𝑡𝑥 𝑑𝑡.

(c) Let

𝜙(𝑡) =


1 if 𝑡 = 0,
𝜋(1 − |𝑡 |)𝑡 cot 𝜋𝑡 + |𝑡 | if 0 < |𝑡 | ≤ 1,
0 if |𝑡 | > 1.

(E.12)

Show that

𝑉 ′ (𝑥) = 2
∫ 1

−1
𝜙(𝑡)𝑒(𝑥𝑡) 𝑑𝑡.

(d) Show that 𝜙(𝑡) is nonnegative, continuously differentiable on R and that
is is strictly decreasing on [0, 1].

(e) Show that 𝑉 (𝑧) is an odd entire function, and that

𝑉 (𝑧) = 1 − 6
( sin 𝜋𝑧

𝜋

)2 ∫ ∞

0

{𝑢}(1 − {𝑢})
(𝑧 + 𝑢)4 𝑑𝑢

provided that 𝑧 ∉ (−∞, 0].
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(f) Show that𝑉 (𝑛) = sgn(𝑛) for all integers 𝑛, that𝑉 ′ (𝑛) = 0 for all integers
𝑛 ≠ 0, that 𝑉 ′ (0) = 2, and that 0 ≤ 𝑉 (𝑥) ≤ 1 for 𝑥 > 0.

(g) Show that if 𝑥 > 0, then

𝑉 (𝑥) − 1 ≪ min(1, 𝑥−3),
𝑉 ′ (𝑥) ≪ min(1, 𝑥−3).

(h) Show that all zeros of 𝑉 ′ (𝑧) lie on the real axis.
(i) Show that

𝑉 (𝑥) − sgn(𝑥) =
∫ ∞

−∞

𝜙(𝑡) − 1
𝜋𝑖𝑡

𝑒(𝑡𝑥) 𝑑𝑡.

Figure E.4 Graph of Vaaler’s function 𝑉 (𝑥 ) for −2 ≤ 𝑥 ≤ 2.

Figure E.5 Graph of 𝜙 (𝑡 ) for −1 ≤ 𝑡 ≤ 1.
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4. Let

𝑃(𝑥) = 𝐾 + 1
2

∞∑︁
𝑛=−∞

𝑉 ′ ((𝐾 + 1) (𝑛 + 𝑥)),

𝑄(𝑥) = 1
2

∞∑︁
𝑛=−∞

𝑉 ((𝐾 + 1) (𝑛 + 𝑥)) − sgn(𝑛 + 𝑥),

𝑅(𝑥) = 𝑄(𝑥) − {𝑥} + 1/2.

(a) Show that 𝑃(𝑥) is a trigonometric polynomial of degree 𝐾 , with coeffi-
cients 𝑃(𝑘) = 𝜙(𝑘/(𝐾 + 1)) where 𝜙(𝑡) is defined as in (E.12).

(b) Show that 𝑄(𝑥) has Fourier coefficients

𝑄(𝑘) =
𝜙( 𝑘

𝐾+1 ) − 1
2𝜋𝑖𝑘

for 𝑘 ≠ 0, and that 𝑄(0) = 0.
(c) Show that 𝑅(𝑥) is a trigonometric polynomial of degree 𝐾 with coeffi-

cients

𝑅(𝑘) =
𝜙( 𝑘

𝐾+1 )
2𝜋𝑖𝑘

for 𝑘 ≠ 0, 𝑅(0) = 0, and that 𝑅′ (𝑥) = 𝑃(𝑥) − 1.
(d) Show that for all 𝑥,

𝑅(𝑥) − Δ𝐾+1 (𝑥)
2(𝐾 + 1) ≤ 1/2 − {𝑥} ≤ 𝑅(𝑥) + Δ𝐾+1 (𝑥)

2(𝐾 + 1) .

5. Let 𝑃(𝑥) and 𝑄(𝑥) be as above. Suppose that 𝑓 is of bounded variation on
T.
(a) Show that if 𝑓 is continuous at 𝑥, then

𝑓 (𝑥) =
∫ 1

0
𝑓 (𝑥 + 𝑢)𝑃(𝑢) 𝑑𝑢 +

∫ 1

0
𝑄(𝑢) 𝑑𝑓 (𝑥 + 𝑢).

(b) Suppose that 𝑓 is a real-valued function of bounded variation on T.
Show that

−
∫ 1

0

Δ𝐾+1 (𝑥 − 𝑢)
2(𝐾 + 1) |𝑑𝑓 (𝑢) | ≤ 𝑓 (𝑥) −

∫ 1

0
𝑓 (𝑥 + 𝑢)𝑃(𝑢) 𝑑𝑢

≤
∫ 1

0

Δ𝐾+1 (𝑥 − 𝑢)
2(𝐾 + 1) |𝑑𝑓 (𝑢) |

for all 𝑥.
(c) Show that

∫ 1
0 𝑓 (𝑥 + 𝑢)𝑃(𝑢) 𝑑𝑢 is a trigonometric polynomial of degree

at most 𝐾 with coefficients 𝜙(𝑘/(𝐾 + 1)) �̂� (𝑘).
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(d) Show that
∫ 1

0 Δ𝐾+1 (𝑥 − 𝑢) |𝑑𝑓 (𝑢) | is a trigonometric polynomial of
degree at most 𝐾 with coefficients

1 − |𝑘 |
𝐾+1

2(𝐾 + 1)

∫ 1

0
𝑒(−𝑘𝑢) |𝑑𝑓 (𝑢) |.

(e) Let

𝑇± (𝑥) =
∫ 1

0
𝑓 (𝑥 + 𝑢)𝑃(𝑢) 𝑑𝑢 ±

∫ 1

0

Δ𝐾+1 (𝑥 − 𝑢)
2(𝐾 + 1) |𝑑𝑓 (𝑢) |.

Show that 𝑇± is a trigonometric polynomial of degree at most 𝐾 such
that 𝑇− (𝑥) ≤ 𝑓 (𝑥) ≤ 𝑇+ (𝑥) for all 𝑥, and that∫ 1

0
𝑇± (𝑢) 𝑑𝑢 =

∫ 1

0
𝑓 (𝑢) 𝑑𝑢 ± VarT ( 𝑓 )

2(𝐾 + 1) .

(f) Show that if 𝑓 = 𝜒[𝛼,𝛽 ] , then the 𝑇± above are the same as in The-
orem E.4, and hence that the trigonometric polynomials in that theorem
have coefficients

𝑇± (𝑘) =
(
𝜙( 𝑘

𝐾 + 1
) sin 𝜋𝑘 (𝛽 − 𝛼)

𝜋𝑘
±

1 − |𝑘 |
𝐾+1

𝐾 + 1
cos 𝜋𝑘 (𝛽 − 𝛼)

)
× 𝑒

(
− 𝑘 (𝛽 + 𝛼)/2

)
for 0 < |𝑘 | ≤ 𝐾 , 𝑇± (0) = 𝛽 − 𝛼 ± 1/(𝐾 + 1).

6. (a) Suppose that 𝑇 (𝑥) is a trigonometric polynomial of degree at most 𝐾 ,
and that 𝑁 > 𝐾 . Show that for any real 𝛼,

1
𝑁

𝑁∑︁
𝑛=1

𝑇 (𝛼 + 𝑛/𝑁) =
∫ 1

0
𝑇 (𝑥) 𝑑𝑥.

(b) Suppose that 𝐼 = [𝛼, 𝛽] is an arc of T, and that (𝛽 − 𝛼)𝑁 is an integer
< 𝑁 . Show that if a function 𝑇 ∈ 𝐿1 (T) has the property that 𝑇 (𝑥) ≥
𝜒
𝐼
(𝑥) for all 𝑥 ∈ T, then

𝑁∑︁
𝑛=1

𝑇 (𝛼 + 𝑛/𝑁) ≥ (𝛽 − 𝛼)𝑁 + 1.

(c) Suppose that 𝑇 (𝑥) is a trigonometric polynomial of degree at most 𝐾 ,
that (𝛽 − 𝛼) (𝐾 + 1) is an integer < 𝐾 + 1, and that 𝑇 (𝑥) ≥ 𝜒[𝛼,𝛽 ] (𝑥)
for all 𝑥 ∈ T. Show that

∫ 1
0 𝑇 (𝑥) 𝑑𝑥 ≥ 𝛽 − 𝛼 + 1/(𝐾 + 1).

(d) Suppose that 𝑇 (𝑥) is a trigonometric polynomial of degree at most 𝐾 ,
that (𝛽 − 𝛼) (𝐾 + 1) is an integer < 𝐾 + 1, and that 𝑇 (𝑥) ≤ 𝜒[𝛼,𝛽 ] (𝑥)
for all 𝑥 ∈ T. Show that

∫ 1
0 𝑇 (𝑥) 𝑑𝑥 ≤ 𝛽 − 𝛼 − 1/(𝐾 + 1).
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7. (Barton et al 2000) Let 𝐵(𝑥) be the Beurling function, as defined in (E.5). add barton et
al 2000 to refs
and autociteSuppose that 𝑀 is a positive integer, and that 𝛼 and 𝛽 are real numbers such

that 𝛽 − 𝛼 = 𝑀 . Show that 𝐵(𝑥 − 𝛼) + 𝐵(𝛽 − 𝑥) ≥ 0 for all real 𝑥.

E.3 An additional trigonometric majorant

Let 𝑠(𝑥) denote the sawtooth function

𝑠(𝑥) =
{
{𝑥} − 1/2 (𝑥 ∉ Z),
0 (𝑥 ∈ Z).

(E.13)

In Lemma D.1 we showed that

𝑠(𝑥) = −
∑︁

0< |𝑘 | ≤𝐾

𝑒(𝑘𝑥)
2𝜋𝑖𝑘

+ 𝑂

(
min

(
1,

1
𝐾 ∥𝑥∥

))
. (E.14)

In Exercise E.2.1.4 we find sharp trigonometric majorants and minorants for check ex no.
𝑠(𝑥). These, as well as the estimate (E.14) apply equally to 𝑠(𝑥), to {𝑥} − 1/2,
and to −{−𝑥} + 1/2, since these functions differ only only in the value taken at
0, which is either 0, −1/2, or 1/2, while our approximants are continuous. To
estimate expressions of the sort ∑︁

𝑘

𝑎𝑘𝑠(𝑥𝑘)

the majorants and minorants are applicable if the 𝑎𝑘 are real and of one sign,
but are useless if the 𝑎𝑘 are complex or of indeterminate sign. From Lemma
16.4 we see that

𝐾∑︁
𝑘=1

𝑒(𝑘𝑥) ≪ min
(
𝐾,

1
∥𝑥∥

)
. (E.15)

Thus we encounter the same expression, but now divided by 𝐾 , in the current
context. Let

𝑓𝐾 (𝑥) = min
(
1,

1
𝐾 ∥𝑥∥

)
. (E.16)

When 𝑓𝐾 (𝑥) occurs in an expression (perhaps repeatedly with various values
of 𝑥), one may derive an estimate by expanding 𝑓 in its Fourier Series, and
then estimating the contribution of each Fourier coefficient. We now show that
it suffices to consider the contribution of the Fourier coefficients �̂�𝐾 (𝑘) for
−𝐾 ≤ 𝑘 ≤ 𝐾 .
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Theorem E.6 Let 𝐾 be a given integer, 𝐾 ≥ 2, let 𝑓𝐾 (𝑥) be defined as in
(E.16), and put

𝑔𝐾 (𝑥) =
𝐾∑︁

𝑘=−𝐾
�̂�𝐾 (𝑘) (1 − |𝑘 |/𝐾)𝑒(𝑘𝑥).

Then

�̂�𝐾 (𝑘) ≪
1
𝐾

log
3𝐾

|𝑘 | + 1
uniformly for |𝑘 | ≤ 𝐾 , and 𝑓𝐾 (𝑥) ≪ 𝑔𝐾 (𝑥) uniformly in 𝑥 and 𝐾 .

From this we see that the error term in (E.14) can be replaced by 𝑔𝐾 (𝑥), and
that the right hand side of (E.15) can be replaced by 𝐾𝑔𝐾 (𝑥). The advantage
here is not so much that we expect to obtain stronger results, but rather that we
need not consider the contribution of �̂� (𝑘) for larger 𝑘 .

K K

Figure E.6 Graphs of 𝑓10 (𝑥 ) and 𝑔10 (𝑥 ) for −1/2 ≤ 𝑥 ≤ 1/2.

Proof Clearly �̂�𝐾 (0) ≍ (log𝐾)/𝐾 . Since 𝑓𝐾 is real-valued and even, we know
that �̂�𝐾 (−𝑘) = �̂�𝐾 (𝑘), so it suffices to estimate | �̂�𝐾 (𝑘) | for 𝑘 > 0. If 0 < 𝑘 ≤ 𝐾 ,
then

�̂�𝐾 (𝑘) ≪
1
𝐾

(
1 +

∫ 1/𝑘

1/𝐾

1
𝑥
𝑑𝑥 +

���� ∫ 1/2

1/𝑘

𝑒(𝑘𝑥)
𝑥

𝑑𝑥

����) .
By integration by parts we see that the second integral above is

=

[ 𝑒(𝑘𝑥)
2𝜋𝑖𝑘𝑥

���1/2

1/𝑘
+ 1

2𝜋𝑖𝑘

∫ 1/2

1/𝑘

𝑒(𝑘𝑥)
𝑥2 𝑑𝑥 ≪ 1 + 1

𝑘

∫ 1/2

1/𝑘

1
𝑥2 𝑑𝑥 ≪ 1.

Thus we have the stated bound for | �̂�𝐾 (𝑘) |. In establishing the second assertion,
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we may suppose that 0 ≤ 𝑥 ≤ 1/2 since 𝑓𝐾 and 𝑔𝐾 are even functions with
period 1. Let

Δ𝐾 (𝑥) =
𝐾∑︁

𝑘=−𝐾

(
1 − |𝑘 |

𝐾

)
𝑒(𝑘𝑥) = 1

𝐾

( sin 𝜋𝐾𝑥
sin 𝜋𝑥

)2
be the Fejér kernel. Then

𝑔𝐾 (𝑥) = ( 𝑓 ∗ Δ𝐾 ) (𝑥) =
∫ 1

0
Δ𝐾 (𝑢) 𝑓𝐾 (𝑥 − 𝑢) 𝑑𝑢. (E.17)

Since Δ𝐾 (𝑥) is decreasing for 0 ≤ 𝑥 ≤ 1/𝐾 , it follows that∫ 1/(2𝐾 )

0
Δ𝐾 (𝑢) 𝑑𝑢 ≥ Δ𝐾 (1/(2𝐾))

2𝐾
=

1
2𝐾2 sin2 𝜋/(2𝐾)

≥ 2
𝜋2

because sin 𝛿 ≤ 𝛿 for 𝛿 ≥ 0. Since 𝑓𝐾 and Δ𝐾 are nonnegative and 𝑓𝐾 is
(weakly) decreasing in [−1/𝐾, 1/2], if follows from (E.17) that

𝑔𝐾 (𝑥) =
∫ 1

0
Δ𝐾 (𝑢) 𝑓𝐾 (𝑥 − 𝑢) 𝑑𝑢 ≥

∫ 1/(2𝐾 )

0
Δ𝐾 (𝑢) 𝑓𝐾 (𝑥 − 𝑢) 𝑑𝑢

≥ 𝑓𝐾 (𝑥)
∫ 1/(2𝐾 )

0
Δ𝐾 (𝑢) 𝑑𝑢 ≫ 𝑓𝐾 (𝑥). □

changed to ex
E.3.1

E.3.1 Exercise
1. Suppose that 𝐾 ≥ 2, and that 𝑓𝐾 (𝑥) is defined as in (E.16).

(a) Show that

�̂�𝐾 (0) =
2
𝐾

(
1 + log

𝐾

2

)
.

Write

�̂�𝐾 (𝑘) = 2
∫ 1/𝐾

0
cos 2𝜋𝑘𝑥 𝑑𝑥 + 2

𝐾

∫ 1/2

1/𝐾

cos 2𝜋𝑘𝑥
𝑥

𝑑𝑥 = 𝑇1 + 𝑇2,

say.
(b) Suppose that 𝑘 ≠ 0. Show that

𝑇1 =
sin 2𝜋𝑘/𝐾

𝜋𝑘
,

𝑇2 = − sin 2𝜋𝑘/𝐾
𝜋𝑘

+ 1
𝜋𝑘𝐾

∫ 1/2

1/𝐾

sin 2𝜋𝑘𝑥
𝑥2 𝑑𝑥.

(c) Deduce that if 𝑘 ≠ 0, then

�̂�𝐾 (𝑘) =
1

𝜋𝑘𝐾

∫ 1/2

1/𝐾

sin 2𝜋𝑘𝑥
𝑥2 𝑑𝑥.
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(d) Conclude that �̂�𝐾 (𝑘) ≪ 𝐾/𝑘2 for 𝑘 ≥ 𝐾 .
(e) Show that if (𝛽 − 𝛼)𝛿 is not an integer, then 𝑆+ (𝑥) > 𝜒

𝐼
(𝑥), and hence

that 𝑆+ is not optimal, because there is a 𝑐 < 1 such that 𝑐𝑆+ (𝑥) ≥ 𝜒
𝐼
(𝑥)

for all 𝑥.

E.4 Maximal inequalities

Sometimes we may have an estimate for the size of a sum, say
�� ∑𝑁

𝑛=1 𝑐𝑛
�� ≤ 𝑀𝑁 ,

but it would be convenient to have a similar upper bound for the maximum size
of its subsums, max𝜈≤𝑁

�� ∑𝜈
𝑛=1 𝑐𝑛

�� ≤ 𝑀★
𝑁

, hopefully with 𝑀★
𝑁

not much larger
than 𝑀𝑁 . Such an upper bound 𝑀★

𝑁
is known as a maximal inequality.

E.4.1 Elementary estimates
As in Appendix D, if 𝑓 ∈ 𝐿1 (T), then its Fourier coefficients are �̂� (𝑛) =∫
T 𝑓 (𝑥)𝑒(−𝑛𝑥) 𝑑𝑥, the partial sums of its Fourier series are

𝑠𝑁 (𝑥) =
𝑁∑︁

𝑛=−𝑁
�̂� (𝑛)𝑒(𝑛𝑥),

and the Dirichlet kernel is

𝐷𝐾 (𝑥) =
𝐾∑︁

𝑛=−𝐾
𝑒(𝑘𝑥) = sin(2𝐾 + 1)𝜋𝑥

sin 𝜋𝑥
.

Thus 𝑠𝐾 (𝑥) = ( 𝑓 ∗ 𝐷𝐾 ) (𝑥) =
∫
T 𝑓 (𝑢)𝐷𝐾 (𝑥 − 𝑢) 𝑑𝑢. Unfortunately, |𝐷𝐾 (𝑥) |

decays only like an inverse first power, with the result that
∫
T |𝐷𝐾 (𝑥) | 𝑑𝑥 ≍

log 2𝑁 . Let

𝐸𝐾 (𝑥) = min(2𝐾 + 1, 1/∥𝑥∥). (E.18)

(Note that this is a totally different function than the one with the same name
discussed in Appendix D.) The letter ‘E’ is suggested here because 𝐸𝐾 (𝑥)
provides an envelope of 𝐷𝐾 (𝑥): |𝐷𝐾 (𝑥) | ≤ 𝐸𝐾 (𝑥) and 𝐸𝐾 is monotonically
decreasing for 0 ≤ 𝑥 ≤ 1/2. Thus

|𝑠𝐾 (𝑥) | ≤
∫
T
| 𝑓 (𝑢) |𝐸𝐾 (𝑥 − 𝑢) 𝑑𝑢.

Put

𝑠★𝐾 (𝑥) = max
1≤𝑘≤𝐾

|𝑠𝑘 (𝑥) |. (E.19)
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Since 𝐸𝑘 (𝑥) ≤ 𝐸𝐾 (𝑥) if 1 ≤ 𝑘 ≤ 𝐾 , it follows that

𝑠★𝐾 (𝑥) ≤
∫
T
| 𝑓 (𝑢) |𝐸𝐾 (𝑥 − 𝑢) 𝑑𝑢. (E.20)

Hence

max
𝑥
𝑠★𝐾 (𝑥) ≪ ∥ 𝑓 ∥∞ log 2𝐾, (E.21)

which is best possible, since it might happen that 𝑓 (𝑥) = sgn𝐷𝐾 (𝑥), in which
case 𝑠𝐾 (0) =

∫
T |𝐷𝐾 (𝑥) | 𝑑𝑥 ≍ log 2𝐾 . By Cauchy’s inequality we see that( ∫

T
| 𝑓 (𝑢) |𝐸𝐾 (𝑥 − 𝑢) 𝑑𝑢

)2
≤

∫
T
| 𝑓 (𝑢) |2𝐸𝐾 (𝑥 − 𝑢) 𝑑𝑢

∫
T
𝐸𝐾 (𝑥 − 𝑢) 𝑑𝑢

≪
∫
T
| 𝑓 (𝑢) |2𝐸𝐾 (𝑥 − 𝑢) 𝑑𝑢 log 2𝐾.

By integrating this with respect to 𝑥 we find that∫
T
𝑠★𝐾 (𝑥)2 𝑑𝑥 ≪ (log 2𝐾)2

∫
T
| 𝑓 (𝑢) |2 𝑑𝑢. (E.22)

Finally, it is also evident from (E.20) that∫
T
𝑠★𝐾 (𝑥) 𝑑𝑥 ≪ (log 2𝐾)

∫
T
| 𝑓 (𝑢) | 𝑑𝑢. (E.23)

We turn now to additive characters. Let 𝑓 be an arithmetic function with
period 𝑞. Our convention is to define the Discrete Fourier Transform by setting

�̂� (𝑘) = 1
𝑞

𝑞∑︁
𝑛=1

𝑓 (𝑛)𝑒(−𝑛𝑘/𝑞).

This yields the discrete Fourier expansion

𝑓 (𝑛) =
𝑞∑︁
𝑘=1

�̂� (𝑘)𝑒(𝑘𝑛/𝑞),

as in (4.3). Hence if 0 < 𝑁 ≤ 𝑞, then∑︁
0<𝑛≤𝑁

𝑓 (𝑛) =
𝑞∑︁
𝑘=1

�̂� (𝑘)
∑︁

0<𝑛≤𝑁
𝑒(𝑘𝑛/𝑞).

Here �̂� (0) is the mean value of 𝑓 , so∑︁
0<𝑛≤𝑁

𝑓 (𝑛) − 𝑁 �̂� (0) =
∑︁

0<𝑘<𝑞
�̂� (𝑘)

∑︁
0<𝑛≤𝑁

𝑒(𝑘𝑛/𝑞).
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It is easy to write the sum on the right over 𝑛 in closed form, but it suffices to
observe that it is ≪ min

(
𝑁, ∥𝑘/𝑞∥−1) , by (16.4). Thus the above is

≪
∑︁

0<𝑘<𝑞

�� �̂� (𝑘)�� min
(
𝑁, ∥𝑘/𝑞∥−1) .

We note that this estimate is much more sensitive to the size of �̂� (𝑘) when 𝑘 is
near a multiple of 𝑞 (i. e., 0 or 𝑞) than otherwise. In any case,

max
0<𝑁≤𝑞

��� ∑︁
0<𝑛≤𝑁

𝑓 (𝑛) − 𝑁 �̂� (0)
��� ≪ (𝑞 log 2𝑞) max

0<𝑘<𝑞

�� �̂� (𝑘)��.
Suppose that 𝑓 (𝑛) = 𝜒(𝑛) where 𝜒 is a nonprincipal character modulo 𝑞.
Then �̂� (𝑘) can be expressed in terms of Gauss sums, and from Theorems
9.7 and 9.10 we see that �̂� (𝑘) ≪ 𝑞−1/2, and then the above is the Pólya–
Vinogradov inequality, as found in Theorem 9.18. The reasoning above is just
a generalization of the proof we gave of that theorem. In Exercise E.4.5.2 it ischeck ex no
shown that if 𝜒 is a primitive character modulo 𝑞, then

𝑞∑︁
𝑁=1

��� ∑︁
0<𝑛≤𝑁

𝜒(𝑛)
��� ≫ 𝑞3/2.

Thus the bound provided by the Pólya–Vinogradov inequality is never more
that a factor log 𝑞 larger than the truth.

Let

𝐷 (𝑠) =
𝑁∑︁
𝑛=1

𝑎𝑛𝑛
−𝑠 . (E.24)

In a manner analogous to the above arguments, we now bound the maximal
partial sum of 𝐷 (0) by an integral involving |𝐷 (𝑖𝑢) |. We begin by noting that∫ 𝑈

−𝑈
𝑒𝑖𝛽𝑢

sin𝛼𝑢
𝑢

𝑑𝑢 =

∫ 𝑈

−𝑈

cos 𝛽𝑢 sin𝛼𝑢
𝑢

𝑑𝑢

=
1
2

∫ 𝑈

−𝑈

sin(𝛼 + 𝛽)𝑢 + sin(𝛼 − 𝛽)𝑢
𝑢

𝑑𝑢

= sgn(𝛼 + 𝛽)
∫ |𝛼+𝛽 |𝑈

0

sin 𝑢
𝑢

𝑑𝑢

+ sgn(𝛼 − 𝛽)
∫ |𝛼−𝛽 |𝑈

0

sin 𝑢
𝑢

𝑑𝑢 . (E.25)

We recall that
∫ ∞

0
sin𝑢
𝑢
𝑑𝑢 = 𝜋/2, and that the sine integral si(𝑥) is defined to

be

si(𝑥) = −
∫ ∞

𝑥

sin 𝑢
𝑢

𝑑𝑢 .
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Thus the expression (E.25) is

sgn(𝛼 + 𝛽)
( 𝜋

2
+ si( |𝛼 + 𝛽 |𝑈)

)
+ sgn(𝛼 − 𝛽)

( 𝜋
2
+ si( |𝛼 − 𝛽 |𝑈)

)
.

Let 𝜒
𝐼

denote the characteristic function of the interval 𝐼 = [−𝛼, 𝛼], and note
that si(𝑥) ≪ min(1, 1/𝑥) for 𝑥 ≥ 0, as was recorded already in (5.6). Thus the
above is

= 𝜋𝜒
𝐼
(𝛽) +𝑂

(
min

(
1,

1
𝑈 |𝛼 − 𝛽 |

))
+

(
min

(
1,

1
𝑈 |𝛼 + 𝛽 |

))
.

For integers 𝐾 , 0 ≤ 𝐾 < 𝑁 , we take 𝛼 = log(𝐾 + 1/2), 𝛽 = − log 𝑛, multiply
by 𝑎𝑛, and sum over 𝑛. Thus we find that

𝐾∑︁
𝑛=1

𝑎𝑛 =

∫ 𝑈

−𝑈
𝐷 (𝑖𝑢) sin𝛼𝑢

𝑢
𝑑𝑢

+𝑂
( 𝑁∑︁
𝑛=1

|𝑎𝑛 | min
(
1,

1
𝑈 | log 𝑛/(𝐾 + 1/2) |

))
.

Now (sin𝛼𝑢)/𝑢 ≪ min( |𝛼 |, 1/|𝑢 |), and | log 𝑛/(𝐾 + 1/2) | ≫ 1/𝑁 . Hence

max
𝑦≤𝑁

��� ∑︁
𝑛≤𝑦

𝑎𝑛

��� ≪ ∫ 𝑈

−𝑈
|𝐷 (𝑖𝑢) | min(log 𝑁, 1/|𝑢 |) 𝑑𝑢

+ 𝑁
𝑈

𝑁∑︁
𝑛=1

|𝑎𝑛 | .
(E.26)

Here we can replace 𝑎𝑛 by 𝑎𝑛𝑛
−𝑖𝑡 and integrate with respect to 𝑡, with or

without squaring, depending on the objective. The above is used in §19.4.

E.4.2 The Hardy–Littlewood maximal inequality
Suppose that 𝑓 ∈ 𝐿1 (T). The Hardy–Littlewood maximal function of 𝑓 is

𝑀 𝑓 (𝑥) = sup
0< |𝑦 | ≤1/2

1
𝑦

∫ 𝑥+𝑦

𝑥

| 𝑓 (𝑢 | 𝑑𝑢. (E.27)

Thus 𝑀 𝑓 (𝑥) is the maximum of two suprema, namely

sup
0<𝑦≤1/2

1
𝑦

∫ 𝑥

𝑥−𝑦
| 𝑓 (𝑢) | 𝑑𝑢, sup

0<𝑦≤1/2

1
𝑦

∫ 𝑥+𝑦

𝑥

| 𝑓 (𝑢) | 𝑑𝑢.

At first sight, it would seem remarkable that we consider such a non-linear
operator, but its value is immediately apparent when we consider changed layout
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The Hardy–Littlewood Maximal Theorem Suppose that 𝑓 ∈ 𝐿1 (T) and
that 𝑀 𝑓 is defined as above. If 𝑟 > 1, and

∫
T | 𝑓 (𝑥) |

𝑟 𝑑𝑥 < ∞, then∫
T
𝑀 𝑓 (𝑥)𝑟 𝑑𝑥 ≤ 𝑟

( 𝑟

𝑟 − 1

)𝑟 ∫
T
| 𝑓 (𝑥) |𝑟 𝑑𝑥.

To exhibit how this theorem is useful, recall from §E.1 the Cesàro partial
sums 𝜎𝑁 ( 𝑓 , 𝑥) of a Fourier series, given in (E.1), are obtained by convolving
𝑓 with the Fejér kernel (E.2). Let

𝐹𝑁 (𝑥) = min
(
1,

1
4𝑁 ∥𝑥∥2

)
.

Then (E.3) asserts that
0 ≤ Δ𝑁 (𝑥) ≤ 𝐹𝑁 (𝑥).

Here 𝐹𝑁 (𝑥) is even and monotonically decreasing for 0 ≤ 𝑥 ≤ 1/2, so

𝜎𝑁 (𝑥) ≪
∫ 1/2

−1/2
| 𝑓 (𝑥 − 𝑢) |𝐹𝑁 (𝑢) ≤ 𝑀 𝑓 (𝑥)

∫ 1/2

−1/2
𝐹𝑁 (𝑢) 𝑑𝑢 ≪ 𝑀 𝑓 (𝑥).

Hence sup𝑁 |𝜎𝑁 (𝑥) | ≪ 𝑀 𝑓 (𝑥). Thus if 𝑟 > 1 and 𝑓 ∈ 𝐿𝑟 (T), then ∥ sup𝑁 |𝜎𝑁 | ∥𝐿𝑟 (T) ≪𝑟

∥ 𝑓 ∥𝐿𝑟 (T) . This line of reasoning succeeds when we have an even envelope that
decreases on [0, 1/2], and has a finite integral. Abelian weights give rise to
the Poisson kernel, which is monotonic, so there is no need to construct an
envelope. See Exercise E.4.5.5.check ex no

E.4.3 The Rademacher–Menchov device
We now seek to bound the quantity

max
1≤𝜈≤𝑁

��� 𝜈∑︁
𝑛=1

𝑐𝑛

���
by breaking the sum into short subsums. Let 𝑅 = ⌈(log 𝑁)/(log 2)⌉. Numbers of
the form 𝑑

2𝑅 𝑁 form an arithmetic progression with common difference 𝑁/2𝑅 ≤
1, so each interval of the form [𝑛, 𝑛 + 1) contains at least one number of this
form. Let𝒳 denote the set of all dyadic rationals of the form 𝑥 =

∑𝑅
𝑟=1 𝜀𝑟 (𝑥)2−𝑟

where 𝜀𝑟 (𝑥) = 0 or 1. Hence

max
1≤𝜈≤𝑁

��� 𝜈∑︁
𝑛=1

𝑐𝑛

��� = max
𝑥∈𝒳

��� ∑︁
1≤𝑛≤𝑥𝑁

𝑐𝑛

���.
For 𝑥 ∈ 𝒳 and 1 ≤ 𝑟 ≤ 𝑅 + 1 we set 𝑑𝑟 = 𝑑𝑟 (𝑥) =

∑
𝑠<𝑟 𝜀𝑠 (𝑥)2−𝑠 . Then∑︁

1≤𝑥𝑁
𝑐𝑛 =

𝑅∑︁
𝑟=1

∑︁
𝑁𝑑𝑟<𝑛≤𝑁𝑑𝑟+1

𝑐𝑛.
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By Cauchy’s inequality,��� ∑︁
1≤𝑥𝑁

𝑐𝑛

���2 ≤ 𝑅

𝑅∑︁
𝑟=1

���� ∑︁
𝑁𝑑𝑟<𝑛≤𝑁𝑑𝑟+1

𝑐𝑛

����2.
Here 𝑑𝑟 is of the form 𝑠/2𝑟−1, and either 𝑑𝑟+1 = 𝑑𝑟 or 𝑑𝑟+1 = 𝑑𝑟 + 1/2𝑟 . Here
𝑠 depends on 𝑥, but since we do not know its value, so we sum over all 2𝑟−1

possible values of 𝑠. It is somewhat astounding that this can lead to anything
useful. In any case,

max
1≤𝜈≤𝑁

��� 𝜈∑︁
𝑛=1

𝑐𝑛

���2 ≤ 𝑅

𝑅∑︁
𝑟=1

2𝑟−1−1∑︁
𝑠=0

���� ∑︁
𝑁𝑠

2𝑟−1 <𝑛≤
𝑁𝑠

2𝑟−1 +
𝑁
2𝑟

𝑐𝑛

����2 (E.28)

For fixed 𝑟, 𝑛 runs through intervals 𝐼𝑠 = (𝑁21−𝑟 𝑠, 𝑁21−𝑟 (𝑠 + 1/2)]. These
intervals 𝐼𝑠 are disjoint, their union is a subset of (0, 𝑁], and the sum of their
lengths is 𝑁/2.

To see how the above might be applied, replace 𝑐𝑛 by 𝑐𝑛𝑒(𝑛𝑥), and integrate.
It is immediate that∫ 1

0
max

1≤𝜈≤𝑁

��� 𝜈∑︁
𝑛=1

𝑐𝑛𝑒(𝑛𝑥)
���2 ≪ (log 𝑁)2

𝑁∑︁
𝑛=1

|𝑐𝑛 |2.

Here the 𝑒(𝑛𝑥) are orthonormal, but other families of functions for which we
have a Bessel-like or bilinear form inequality can be introduced. The bounds
obtained in this way are typically weaker than optimal by a factor of 𝑅2. See
(E.37).

While (E.28) is interesting and useful, it does not reveal the potential of the
Rademacher–Menchov device. We now consider an application in which the
power of the approach is fully realized. now proper

cite
Theorem E.7 (Montgomery & Vaughan, 1979) For Dirichlet characters 𝜒
modulo 𝑞, let 𝑀 (𝜒) = max1≤𝑁≤𝑞

�� ∑𝑁
𝑛=1 𝜒(𝑛)

��. Then∑︁
𝜒≠𝜒0

𝑀 (𝜒)2𝑘 ≪𝑘 𝜑(𝑞)𝑞𝑘 .

for any positive real 𝑘 .

Thus 𝑀 (𝜒) ≪ 𝑞1/2 for most 𝜒 mod 𝑞, in the sense that if 𝐶 is large, then
𝑀 (𝜒) ≤ 𝑉𝑞1/2 with the exception of ≪𝑘 𝜑(𝑞)/𝑉2𝑘 characters 𝜒.

Proof By Hölder’s inequality we see that the assertion becomes stronger as
𝑘 increases through real values. Hence it suffices to prove the assertion for a
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sequence of 𝑘 tending to infinity. We consider integral 𝑘 ≥ 2. In the proof we
allow implicit constants to depend on 𝑘 . We shall show that for 𝑞 > 1 we have∑︁★

𝜒

𝑀 (𝜒)2𝑘 ≪ 𝜑(𝑞)𝑞𝑘 . (E.29)

To deduce the Theorem from this, let 𝜒 be a character modulo 𝑞, let 𝜒★, modulo
𝑟, be the primitive character that induces 𝜒, and let 𝑠 = 𝑞/𝑟 . Then∑︁

𝜒≠𝜒0

𝑀 (𝜒)2𝑘 ≪
∑︁
𝑟 |𝑑
𝑟>1

𝑑 (𝑞/𝑟)2𝑘
∑︁★

𝜒mod 𝑟
𝑀 (𝜒)2𝑘

≪
∑︁
𝑟 |𝑞

𝑑 (𝑞/𝑟)2𝑘𝑟𝑘𝜑(𝑟) ≪ 𝑞𝑘𝜑(𝑞)
∑︁
𝑠 |𝑞

𝑑 (𝑠)2𝑘/𝑠𝑘

≪ 𝑞𝑘𝜑(𝑞).

Let
𝒜 =

{
𝑎2−𝑅 : 𝑎 ∈ Z, 0 ≤ 𝑎 < 2𝑅

}
where 𝑅 is an integer to be chosen later. For 𝛼 ∈ 𝒜 we write 𝛼 =

∑𝑅
𝑟=1 𝜀𝑟2−𝑟

with 𝜀𝑟 = 𝜀𝑟 (𝛼) = 0 or 1. Let 𝜈1 = 0 and for 𝑟 > 1 let

𝜈𝑟 = 𝜈𝑟 (𝛼) = 2𝑟
𝑟−1∑︁
𝑚=1

𝜀𝑚2−𝑚.

Then 𝜈𝑟 < 2𝑟 and the interval (0, 𝛼] is a disjoint union of intervals (𝜈𝑟2−𝑟 , (𝜈𝑟 +
𝜀𝑟 )2−𝑟 ] for 1 ≤ 𝑟 ≤ 𝑅. Choose 𝑁 = 𝑁 (𝜒) so that 𝑁 < 𝑞 and

�� ∑𝑁
𝑛=1 𝜒(𝑛)

�� =
𝑀 (𝜒). Then there is an 𝛼 = 𝛼(𝜒) ∈ 𝒜 such that 𝑁 ≤ 𝛼𝑞 < 𝑁 + 𝑞2−𝑅. Hence

𝑀 (𝜒) ≤
��� ∑︁

1≤𝑛≤𝛼𝑞
𝜒(𝑛)

��� + 𝑞2−𝑅 . (E.30)

We take 𝑅 = ⌊(log 𝑞)/(2 log 2)⌋. Thus to prove (E.29) it suffices to show that∑︁★

𝜒

��� ∑︁
1≤𝑛≤𝛼𝑞

𝜒(𝑛)
���2𝑘 ≪ 𝜑(𝑞)𝑞𝑘 (E.31)

(where of course, 𝛼 = 𝛼(𝜒), as above). By Hölder’s inequality��� ∑︁
1≤𝑛≤𝛼𝑞

𝜒(𝑛)
���2𝑘 = ��� 𝑅∑︁

𝑟=1

∑︁
𝜈𝑟2−𝑟𝑞<𝑛≤(𝜈𝑟+𝜀𝑟 )2−𝑟𝑞

𝜒(𝑛)
���2𝑘

≤
( 𝑅∑︁
𝑟=1

𝑟−2𝑘/(2𝑘−1)
) ( 𝑅∑︁

𝑟=1
𝑟2𝑘

��� ∑︁
𝜈𝑟2−𝑟𝑞<𝑛≤(𝜈𝑟+𝜀𝑟 )2−𝑟𝑞

𝜒(𝑛)
���2𝑘 ) . (E.32)

In our discussion of the Pólya–Vinogradov inequality in §9.4 (note, esp. pages
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309–311), we showed that if 𝜒 is a primitive character modulo 𝑞, 𝑞 > 1, then
for real 𝑢 and 𝑣 with 𝑢 < 𝑣 we have∑︁
𝑢𝑞<𝑛≤𝑣𝑞

𝜒(𝑛) = 𝜏(𝜒)
∑︁

0< |ℎ | ≤𝐻
𝜒(ℎ) 𝑒(−ℎ𝑢) − 𝑒(−ℎ𝑣)

2𝜋𝑖ℎ
+𝑂

(
1 + 𝑞𝐻−1 log 𝑞

)
.

Thus ∑︁
𝜈𝑟2−𝑟𝑞<𝑛≤(𝜈𝑟+𝜀𝑟 )2−𝑟𝑞

𝜒(𝑛) ≪ 𝑞1/2
��� ∑︁

0<ℎ≤𝐻
𝜒(ℎ)𝑒(ℎ𝜈𝑟/2𝑟 )𝑎(ℎ)

���
+ 𝑞1/2

��� ∑︁
0<ℎ≤𝐻

𝜒(ℎ)𝑒(ℎ𝜈𝑟/2𝑟 )𝑎(ℎ)
���

+ 1 + 𝑞𝐻−1 log 𝑞

where

𝑎(ℎ) = 𝑎(ℎ, 𝑟) = 𝑒(ℎ/2𝑟 ) − 1
ℎ

≪ min
(
2−𝑟 , ℎ−1) . (E.33)

Thus by (E.32),∑︁★

𝜒

��� ∑︁
𝑛≤𝛼𝑞

𝜒(𝑛)
���2𝑘 ≪ ∑︁★

𝜒

𝑅∑︁
𝑟=1

𝑟2𝑘𝑞𝑘
��� ∑︁

0<ℎ≤𝐻
𝜒(ℎ)𝑒(ℎ𝜈𝑟/2𝑟 )𝑎(ℎ)

���2𝑘
+

∑︁★

𝜒

𝑅∑︁
𝑟=1

𝑟2𝑘 (1 +
(
𝑞𝐻−1 log 𝑞

)2𝑘 )
.

Here the second sum over 𝜒 is

≪ 𝜑(𝑞)𝑅2𝑘+1 (1 +
(
𝑞𝐻−1 log 𝑞

)2𝑘 )
.

This is acceptable provided that 𝐻 ≍ 𝑞1/2 (log 𝑞)3.
In order to obviate the dependence of 𝜈𝑟 on 𝜒, we sum over all possible 𝜈.

We make no further use of 𝜒 being primitive, so we also permit 𝜒 to run over
all characters modulo 𝑞. Therefore, to establish (E.31) it suffices to show that∑︁

𝜒

𝑅∑︁
𝑟=1

2𝑟−1∑︁
𝜈=0

𝑟2𝑘
��� ∑︁

0<ℎ≤𝐻
𝜒(ℎ)𝑒(ℎ𝜈2−𝑟 )𝑎(ℎ)

���2𝑘 ≪ 𝜑(𝑞). (E.34)

We now write( ∑︁
0<ℎ≤𝐻

𝜒(ℎ)𝑒(ℎ𝜈2−𝑟 )𝑎(ℎ)
)𝑘

=
∑︁

0<ℎ≤𝐻𝑘
𝜒(ℎ)𝑏(ℎ), (E.35)

where by (E.33),

𝑏(ℎ) = 𝑏𝑘 (ℎ; 𝑟, 𝜈) ≪ 𝑑𝑘 (ℎ) min
(
2−𝑘𝑟 , ℎ−1) . (E.36)
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In Exercise 4.2.1.2 we used the orthogonality property (4.15) to show that check ex no.∑︁
𝜒

��� 𝑞∑︁
𝑛=1

𝑐𝑛𝜒(𝑛)
���2 = 𝜑(𝑞)

𝑞∑︁
𝑛=1

(𝑛,𝑞)=1

|𝑐𝑛 |2

for arbitrary complex numbers 𝑐𝑛. Hence∑︁
𝜒

��� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑛𝜒(𝑛)
���2 = 𝜑(𝑞)

𝑞∑︁
ℎ=1

(ℎ,𝑞)=1

��� ∑︁
𝑛≡ℎ (mod 𝑞)

𝑐𝑛

���2.
so ∑︁

𝜒

��� ∑︁
0<ℎ≤𝐻𝑘

𝜒(𝑏)𝑏(ℎ)
���2

≪ 𝜑(𝑞)
𝑞∑︁
ℎ=1

( 𝑞𝑘∑︁
𝑚=0

𝑑𝑘 (ℎ + 𝑚𝑞) min
(
2−𝑘𝑟 , (ℎ + 𝑚𝑞)−1) )2.

For 𝑚 ≤ 𝑞𝑘 we have 𝑑𝑘 (ℎ + 𝑚𝑞) ≪ 𝑞𝜀 . On considering separately the cases
𝑚 = 0 and 𝑚 > 0 we obtain∑︁

𝜒

��� ∑︁
0<ℎ≤𝐻𝑘

𝜒(ℎ)𝑏(ℎ)
���2 ≪ 𝜑(𝑞)

𝑞∑︁
ℎ=1

𝑑𝑘 (ℎ)2 min
(
2−2𝑘𝑟 , ℎ−2)

+ 𝜑(𝑞)
𝑞∑︁
ℎ=1

(
𝑞−1+𝜀

𝑞𝑘∑︁
𝑚=1

1/𝑚
)2

≪ 𝜑(𝑞)2−𝑘𝑟𝑟𝑘
2−1 + 𝑞3𝜀

since ∑︁
𝑠≤𝑥

𝑑𝑘 (𝑠)2 ≪𝑘 𝑥(log 2𝑥)𝑘2−1.

We have assumed that 𝑘 ≥ 2 and we have chosen 𝑅 so that 2𝑅 ≤ 𝑞1/2. Thus
the left hand side of (E.34) is

≪
𝑅∑︁
𝑟=1

𝑟2𝑘2𝑟
(
𝜑(𝑞)2−𝑘𝑟𝑟𝑘

2−1 + 𝑞3𝜀 ) ≪ 𝜑(𝑞) + 𝑞4𝜀2𝑅 ≪ 𝜑(𝑞)

as required. □

E.4.4 The Carleson–Hunt Theorem
The most memorable form of the theorem states that if 𝑝 > 1 and 𝑓 ∈ 𝐿𝑝 (T),
then the Fourier series of 𝑓 converges to 𝑓 almost everywhere. However, this
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is in fact a corollary of a much more fundamental result, namely that if 𝑝 > 1,
𝑓 ∈ 𝐿𝑝 (T) and

𝑠★(𝑥) = sup
𝐾≥1

��� 𝐾∑︁
𝑘=−𝐾

�̂� (𝑘)𝑒(𝑘𝑥)
���,

then ∫
T

��𝑠★(𝑥)��𝑝 𝑑𝑥 ≪𝑝

∫
T
| 𝑓 (𝑥) |𝑝 𝑑𝑥.

We note in particular that the case 𝑝 = 2 implies that there is an absolute
constant 𝐶𝐻 such that∫

T
max

1≤𝜈≤𝑁

��� 𝜈∑︁
𝑛=1

𝑎𝑛𝑒(𝑛𝑥)
���2 𝑑𝑥 ≤ 𝐶𝐻

𝑁∑︁
𝑛=1

|𝑎𝑛 |2 (E.37)

for any choice of the complex numbers 𝑎𝑛. In Chapter 19 this is used to derive
maximal versions of the large sieve.

E.4.5 Exercises
1. Let 𝐸𝐾 (𝑥) and 𝑠𝐾 (𝑥) be defined as in (E.18) and (E.19). Suppose that 𝑝

and 𝑞 are real numbers with 1 < 𝑝 < ∞ and 1/𝑝 + 1/𝑞 = 1. Use Hölder’s
inequality to show that

∥𝑠★𝐾 ∥𝐿𝑝 (T) ≪ (log 2𝐾)∥ 𝑓 ∥𝐿𝑝 (T) .

2. Suppose that 𝜒 is a primitive character modulo 𝑞 > 1. Then �̂�(−1) = 𝜏(𝜒),
so

���̂�(−1)
�� = 𝑞1/2.

(a) Let 𝑠(𝑢) = ∑
0<𝑛≤𝑢 𝜒(𝑛). By Riemann–Stieltjes integration by parts, or

otherwise, show that

�̂�(−1) = 2𝜋𝑖
𝑞2

∫ 𝑞

1
𝑠(𝑢)𝑒(𝑢/𝑞) 𝑑𝑢.

(b) Deduce that

1
𝑞

∫ 𝑞

0
|𝑠(𝑢) | 𝑑𝑢 ≥ 𝑞1/2

2𝜋
.

(c) Let 𝑀 (𝜒) be defined as in Theorem E.7. Conclude that 𝑀 (𝜒) ≥
𝑞1/2/(2𝜋) for all primitive characters modulo 𝑞.

3. Let 𝑓 be an arithmetic function with period 𝑞.
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(a) Suppose that 𝑀 and 𝑁 are integers, with 0 < 𝑁 ≤ 𝑞. Explain why
𝑀+𝑁∑︁
𝑛=𝑀+1

𝑓 (𝑛)𝑒(𝑎𝑛/𝑞) =
𝑞∑︁
𝑘=1

�̂� (𝑘)
𝑀+𝑁∑︁
𝑛=𝑀+1

𝑒(𝑛(𝑎 + 𝑘)/𝑞).

(b) Show that the above is

≪
𝑞∑︁
𝑘=1

| �̂� (𝑘) | min
(
𝑁, 1/∥(𝑎 + 𝑘)/𝑞∥

)
.

(c) Deduce that

max
1≤𝑀≤𝑞
1≤𝑁≤𝑞

��� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑓 (𝑛)𝑒(𝑎𝑛/𝑞)
��� ≪ 𝑞∑︁

𝑘=1
| �̂� (𝑘) | min

(
𝑞, 1/∥(𝑎 + 𝑘)/𝑞∥

)
.

(E.38)
(d) Show that

max
1≤𝑀≤𝑞
1≤𝑁≤𝑞
1≤𝑎≤𝑞

���� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑓 (𝑛)𝑒(𝑎𝑛/𝑞)
���� ≪ 𝑞(log 2𝑞) max

𝑘
| �̂� (𝑘) |. (E.39)

Note that by taking 𝑀 = 0, 𝑁 = 𝑞, and 𝑎 suitably, the left hand side can
be made as large as 𝑞max | �̂� (𝑘) |, so the above is within a factor log 2𝑞
of being best possible.

(e) Show that
𝑞∑︁
𝑎=1

max
1≤𝑀≤𝑞
1≤𝑁≤𝑞

��� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑓 (𝑛)𝑒(𝑎𝑛/𝑞)
��� ≪ 𝑞(log 2𝑞)

𝑞∑︁
𝑘=1

| �̂� (𝑘) |. (E.40)

(f) Show that
𝑞∑︁
𝑘=1

| �̂� (𝑘) | min
(
𝑞, 1/∥(𝑎 + 𝑘)/𝑞∥

)
≪ (𝑞 log 2𝑞)1/2

( 𝑞∑︁
𝑘=1

| �̂� (𝑘) |2 min
(
𝑞, 1/∥(𝑎 + 𝑘)/𝑞∥

) )1/2
.

(g) Deduce that
𝑞∑︁
𝑎=1

max
1≤𝑀≤𝑞
1≤𝑁≤𝑞

��� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑓 (𝑛)𝑒(𝑎𝑛/𝑞)
���2 ≪ (𝑞 log 2𝑞)2

𝑞∑︁
𝑘=1

| �̂� (𝑘) |2. (E.41)

Note that if 𝑀 = 0 and 𝑁 = 𝑞, then the left hand side is 𝑞2 ∑ | �̂� (𝑘) |2,
so the upper bound is never larger than the truth by more than a factor
of (log 2𝑞)2.
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4. Let 𝛽 be a real number, and set 𝑓 (𝑥) = ∥𝑥∥−1 (− log ∥𝑥∥)𝛽 .
(a) Show that 𝑓 ∈ 𝐿1 (T) if 𝛽 < −1.
(b) Define 𝑀 𝑓 (𝑥) as in (E.27). Show that if 𝛽 ≠ −1, then

𝑀 𝑓 (𝑥) ≍𝛽 ∥𝑥∥−1 (− log ∥𝑥∥)1+𝛽 .

(c) Conclude that if −2 < 𝛽 < −1, then 𝑓 ∈ 𝐿1 (T), but that 𝑀 𝑓 ∉ 𝐿
1 (T).

5. For 0 ≤ 𝑟 < 1, the Poisson kernel is

𝑃𝑟 (𝑥) =
∞∑︁

𝑘=−∞
𝑟 |𝑘 |𝑒(𝑘𝑥) = 1 + 2

∞∑︁
𝑘=1

𝑟𝑘 cos 2𝜋𝑘𝑥. (E.42)

In this context, 𝑟 → 11 corresponds to 𝐾 → ∞ for a discretely indexed
kernel.
(a) Let 𝑟 be fixed, 0 ≤ 𝑟 < 1. Show that the series defining 𝑃𝑟 is absolutely

and uniformly convergent, that 𝑃𝑟 (𝑥) is a continuous function of 𝑥, and
that 𝑃𝑟 (𝑘) = 𝑟 |𝑘 | for all integers 𝑘 .

(b) Show that

𝑃𝑟 (𝑥) =
1 − 𝑟2

1 − 2𝑟 cos 2𝜋𝑥 + 𝑟2 .

(c) Show that

𝑃𝑟 (𝑥) =
1 − 𝑟2

(1 − 𝑟)2 + 4𝑟 sin2 𝜋𝑥
.

(d) Show that
∫ 1

0 𝑃𝑟 (𝑥) 𝑑𝑥 = 1.
(e) Show that 𝑃𝑟 (𝑥) ≥ 0 for all 𝑥.
(f) Show that if 1/2 ≤ 𝑟 < 1, then

𝑃𝑟 (𝑥) ≤ min
( 1 + 𝑟
1 − 𝑟 ,

1 − 𝑟
sin2 𝜋𝑥

)
.

(g) Show that if 𝑓 ∈ 𝐿1 (T), then

( 𝑓 ∗ 𝑃𝑟 ) (𝑥) =
∞∑︁

𝑘=−∞
𝑟 |𝑘 | �̂� (𝑘)𝑒(𝑘𝑥).

(h) Show that if 𝑓 is continuous and has period 1, then ( 𝑓 ∗𝑃𝑟 ) (𝑥) → 𝑓 (𝑥)
uniformly as 𝑟 → 1− .

(i) Show that for fixed 𝑟 , the function 𝑃𝑟 (𝑥) is decreasing for 0 ≤ 𝑥 ≤ 1/2.
(j) Suppose that 𝑓 ∈ 𝐿1 (T), and let 𝑀 𝑓 be defined as in (E.27). Show that

| (𝑃𝑟 ∗ 𝑓 ) (𝑥) | ≤ 𝑀 𝑓 (𝑥) for all 𝑥.
(k) Show that if 𝑓 ∈ 𝐿𝑟 (T) with 𝑟 > 1, then ∥ sup𝑟<1 | (𝑃𝑟 ∗ 𝑓 ) |∥𝐿𝑟 (T) ≪

∥ 𝑓 ∥𝐿𝑟 (T) .
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6. (a) Show that∑︁
𝜒

��� 𝑀+𝑁∑︁
𝑛=𝑀+1

𝑐𝑛𝜒(𝑛)
���2 ≤ 𝜑(𝑞)

(
1 +

⌊𝑁 − 1
𝑞

⌋ ) 𝑀+𝑁∑︁
𝑛=𝑀+1
(𝑛,𝑞)=1

|𝑐𝑛 |2

where the 𝜒 run over characters modulo 𝑞 and the 𝑐𝑛 are arbitrary complex
numbers.
(b) Show that for any integers 𝑀 , 𝑁 > 1, 𝑞 > 1, and complex numbers 𝑐𝑛,∑︁

𝜒

max
1≤𝜈≤𝑁

��� 𝑀+𝜈∑︁
𝑀+1

𝑐𝑛𝜒(𝑛)
���2 ≪ (𝜑(𝑞) (log 𝑁)2 + 𝑁 log 𝑁)

𝑀+𝑁∑︁
𝑛=𝑀+1
(𝑛,𝑞)=1

|𝑐𝑛 |2.

E.5 Notes

Section E.1. The notation 𝑒(𝑥) was introduced by the Russian number theoristadded auto-
crossref I. M. Vinogradov. It is particularly useful in analytic number theory where 𝑥 is

often a complicated expression with superscripts and subscripts, which become
scriptscript size in 𝑒2𝜋𝑖𝑥 but are larger in 𝑒(𝑥).

As the nineteenth century drew to a close, it was already clear that many
functions in 𝐿1 (T) have Fourier series that fail to converge, and the prospects
for the future of Fourier analysis looked bleak. But there was a Hungarian teen-
ager, Lipót Fejér, studying in Berlin, who submitted a manuscript in December,
1899. The Cesàro partial sums 𝜎𝑁 (𝑥) have all the lovely properties that one
wishes the unweighted partial sums 𝑠𝑁 (𝑥) would have (but generally do not).
For example:
1. If 𝑓 ∈ 𝐿1 (T), then ∥ 𝑓 (𝑥) − 𝜎𝑁 ( 𝑓 , 𝑥)∥1 → 0 as 𝑁 → ∞.
2. If 𝑓 ∈ 𝐿1 (T), then 𝜎𝑁 ( 𝑓 , 𝑥) → 𝑓 (𝑥) a. e. (a theorem of Lebesgue 1905).

Additional useful kernels were invented, and the entire subject was reborn.
See Kahane (1981).

Section E.2. In the late 1930’s, Arne Beurling showed that if 𝐹 ∈ 𝐸2𝜋 ,added auto
cross; check
OK 𝐹 (𝑥) ≥ sgn(𝑥) for all real 𝑥, then∫

R
𝐹 (𝑥) − sgn(𝑥) 𝑑𝑥 ≥ 1,

and that equality is attained only when 𝐹 (𝑧) = 𝐵(𝑧) as defined in (E.5). He
also showed that if 𝐺 ∈ 𝐸2𝜋 , then∫

R
|𝐺 (𝑥) − sgn(𝑥) | 𝑑𝑥 ≥ 1/2
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with equality if and only if

𝐺 (𝑧) = sin 2𝜋𝑧
𝜋

(
log 4 +

∞∑︁
𝑛=−∞

(−1)𝑛 sgn(𝑛)
(1
𝑛
+ 1

2𝑧 − 𝑛

))
.

This function gives a better approximation in the 𝐿1 norm, but does not lend
itself to one-sided approximations. Beurling never published his work on this
subject, and thus Selberg rediscovered Beurling’s function 𝐵(𝑧) in the early
1970’s; see Selberg (1991, p. 226). For full proofs of Beurling’s theorems see
Vaaler (1985).

Beurling’s work has since been extended to find optimal 𝐿1 majorants and
minorants for various weights, often with applications to inequalities occurring
in analytic number theory. Let 𝜆 be a positive real number, and put 𝐸 (𝜆, 𝑥) =
𝑒−𝜆𝑥 for 𝑥 ≥ 0, and 𝐸 (𝜆, 𝑥) = 0 for 𝑥 < 0. Graham & Vaaler (1981) found the
unique 𝐿1 majorants and minorants (whose Fourier transforms are supported
on [−1, 1]) for 𝐸 (𝜆, 𝑥), sgn(𝑥)𝑒−𝜆 |𝑥 | , and 𝑒−𝜆 |𝑥 | , and derived a precise form
of the Wiener–Ikehara tauberian theorem, which improves on a less precise
version of Heilbronn & Landau (1933a,b). Holt & Vaaler (1996) generalized
Beurling’s analysis by finding bandlimited functions 𝑆± such that 𝑆− (𝑥) ≤
sgn(𝑥) ≤ 𝑆+ (𝑥) and

∫ ∞
−∞ (𝑆+ (𝑥) − 𝑆− (𝑥)) |𝑥 |2𝜈+1 𝑑𝑥 is minimized. Here 𝜈 is a

real parameter, 𝜈 > −1. They also used de Brange’s theory of Hilbert spaces
of entire functions to construct approximations to the characteristic function
of a ball in Euclidean space. (Carneiro & Vaaler, 2010a,b) give best possible
bounds for some hermitian forms, and they determine the unique trigonometric
polynomial 𝑢𝑁 (𝑥) of degree 𝑁 and period 1 such that log |𝑒(𝑥)−1| ≤ 𝑢𝑁 (𝑥) for
all 𝑥 with

∫
T 𝑢𝑁 (𝑥) 𝑑𝑥 as small as possible. The least such value is (log 2)/(𝑁 +

1). Suppose that 𝐹𝑁 (𝑧) is a monic polynomial of degree 𝑁 whose roots lie
on the unit circle. Then max |𝑧 |=1 log |𝐹𝑁 (𝑧) | is small if the roots of 𝐹𝑁 are
approximately equally-spaced. An upper bound for this maximum is given with
sharp constants, in terms of the power sums of the zeros. This situation is
the harmonic conjugate of discrepancy as discussed in F.2. Carneiro & Vaaler
(2010b) determine best possible 𝐿1 (R) approximations to a wide class of even
functions by entire functions of exponential type. Corresponding results are
then derived for functions with period 1; in particular the best approximation
in 𝐿1 (T) by a trigonometric polynomial of degree at most 𝑁 to the function
log |1 − 𝑒(𝑥) |. Carneiro & Chandee (2011) used extremal approximations to
refine work of Littlewood concerning the size of the zeta function, assuming
RH. Chandee & Soundararajan (2011) give an improved estimate for |𝜁 (1/2 +
𝑖𝑡) | assuming RH. Carneiro, Littmann, Vaaler (2013) find extremal functions
for majorizing, minorizing, and approximating the function 𝑒−𝜋𝜆𝑥2 by entire
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functions of exponential type, and provide numerous applications. Carneiro,
Chandee, Milinovich (2015) give two proofs that the estimate |𝑆(𝑡) | ≤ (1/4 +
𝑜(1)) (log 𝑡)/(log log 𝑡) follows from RH. Carneiro & Finder (2015) extend
bounds for the zeta function to a wide class of 𝐿-functions, assuming the
relevant Riemann Hypothesis. Carneiro, Chandee, Milinovich (2015) give a
new and simple proof of the best known bound for |𝑆(𝑡) | assuming RH, and give
generalizations to 𝐿-functions. Carneiro & Chirre (2018) give sharp bounds
for 𝑆𝑛 (𝑡) assuming RH.

Suppose that 𝐹± ∈ 𝐿1 (R) are functions such that 𝐹− (𝑥) ≤ 𝜒
[− 𝐿2 ,

𝐿
2 ]
(𝑥)

≤ 𝐹+ (𝑥) for all real 𝑥, and supp 𝐹± ⊆ [−𝛿, 𝛿]. Then

max
∫
R
𝜒[−𝐿/2,𝐿/2] (𝑥) − 𝐹− (𝑥) 𝑑𝑥 = 𝐿 − 𝛿−1 𝑓− (𝐿𝛿),

min
∫
R
𝐹+ (𝑥) − 𝜒[−𝐿/2,𝐿/2] (𝑥) 𝑑𝑥 = 𝐿 + 𝛿−1 𝑓+ (𝐿𝛿)

for some functions 𝑓± whose values we would like to know. Selberg’s con-
struction using Beurling’s function demonstrates that 0 ≤ 𝑓− (𝑥) ≤ 1 and
0 < 𝑓+ (𝑥) ≤ 1 for all 𝑥, that they are both equal to 1 when 𝑥 is a positive
integer, and that they are less than 1 when 𝑥 is not an integer. Logan (1977)
announced that he had identified the function 𝑓+, but he never published his
proof. Donoho & Logan (1992) settled the issue when 0 < 𝐿𝛿 < 1; they showed
that

max
∫
R
𝜒[−𝐿/2,𝐿/2] (𝑥) 𝑑𝑥 = 0, min

∫
R
𝐹+ (𝑥) 𝑑𝑥 =

2
𝛿

(
1 + sin 𝜋𝐿𝛿

𝜋𝐿𝛿

)−1
.

Littmann (2013) has identified the extremal 𝐹±, and has shown that∫
R
𝐹+ (𝑥) − 𝐹− (𝑥) 𝑑𝑥 =

2
𝛿

(
1 +

���𝜋𝐿𝛿
𝜋𝐿𝛿

���)−1

when 𝐿𝛿 ≥ 1, but it seems to be difficult to derive useful formulæ for the 𝑓±
from his analysis.no notes on

Section E.3 Section E.4. The proof of the Hardy–Littlewood maximal inequality involves
added auto
cross-ref.
check OK

considering the equidistributed rearrangement of a given function. While we
speak of the Hardy–Littlewood maximal inequality, in fact it is a family of
seven theorems, three for an interval [𝑎, 𝑏], three for T, and one for the real
line. (Zygmund, 1968, pp. 29–33) gives detailed proofs of all of them.

The Rademacher–Menchov device has its origins in Rademacher (1922) and
Menchov (1923). Theorem E.7 originates in Montgomery & Vaughan (1979)
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where it is also shown that∑︁
2<𝑝≤𝑃

max
𝑁

��� 𝑁∑︁
𝑛=1

( 𝑛
𝑝

)���2𝑘 ≪𝑘 𝜋(𝑃)𝑃𝑘

for all real numbers 𝑘 > 0.
The papers of Carleson (1966) and Hunt (1068) are quite difficult to read.

Lacey (2004) has given a more accessible account of the 𝐿2 case.
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Appendix F
Uniform Distribution

In this appendix we consider the uniform distribution of various quantities, the
simplest being that of a sequence of real numbers considered modulo 1. We
find that the distribution modulo 1 of a sequence {𝑢𝑛} can be described in terms
of the asymptotic size of the associated exponential sums

∑𝑁
𝑛=1 𝑒(𝑘𝑢𝑛). Here

𝑘 runs over integral values, and 𝑒(𝜃) = 𝑒2𝜋𝑖𝜃 is the complex exponential with
period 1. This motivates us to develop (in Chapter 16) methods for estimating
exponential sums.

F.1 Uniform distribution (mod 1)

Let 𝑢1, 𝑢2, . . . be a sequence of real numbers, and for 0 ≤ 𝛼 ≤ 1 let 𝑍 (𝑁, 𝛼)
denote the number of 𝑛, 1 ≤ 𝑛 ≤ 𝑁 , such that 0 ≤ 𝑢𝑛 ≤ 𝛼 (mod 1). We say
that the sequence {𝑢𝑛} is uniformly distributed (mod 1) if

lim
𝑁→∞

1
𝑁
𝑍 (𝑁, 𝛼) = 𝛼 (F.1)

for all 𝛼 ∈ [0, 1]. To characterize uniformly distributed sequences we have

Theorem F.1 (Weyl’s Criterion) The following are equivalent:

(a) The sequence {𝑢𝑛} is uniformly distributed;
(b) For every integer 𝑘 ≠ 0,

lim
𝑁→∞

1
𝑁

𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛) = 0 ;

(c) For each function 𝑓 with period 1 that is properly Riemann-integrable on

369
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[0, 1],

lim
𝑁→∞

1
𝑁

𝑁∑︁
𝑛=1

𝑓 (𝑢𝑛) =
∫ 1

0
𝑓 (𝑥) 𝑑𝑥. (F.2)

Proof We note that (a) is equivalent to the assertion that (F.2) holds whenever
𝑓 is the characteristic function 𝜒

𝐼
of the interval 𝐼 = [0, 𝛼] (mod 1) where

0 ≤ 𝛼 ≤ 1. Similarly, (b) is equivalent to the assertion that (F.2) holds when
𝑓 (𝑥) = 𝑒(𝑘𝑥) for all integers 𝑘 (including 𝑘 = 0, since (F.2) holds trivially
when 𝑓 ≡ 1). Moreover, the relation (F.2) is linear, so that if it holds for several
functions, then it holds for any linear combination of (finitely many of) them.
Hence (a) asserts that (F.2) holds for step functions with period 1, and (b) asserts
that (F.2) holds for trigonometric polynomials with period 1. We complete the
proof by showing that (c) ⇒ (b) ⇒ (a) ⇒ (c).

The implication (c) ⇒ (b) is trivial, since trigonometric polynomials are
Riemann-integrable.

To show that (b) implies (a), we appeal to Theorem E.1. Of course the
characteristic function of the arc [𝛼, 𝛽] is not continuous, so we first construct
a continuous one-sided approximations to the characteristic function, whose
integrals are close to 𝛽 − 𝛼. Specifically, let 𝐿+ (𝑥) be the piecewise linear
function with period 1 whose graph has the vertices (0, 1 + 𝜀), (𝛼, 1 + 𝜀), (𝛼 +
𝜀, 𝜀), (1 − 𝜀, 𝜀), (1, 1 + 𝜀), and similarly let 𝐿− (𝑥) be the piecewise linear
function with period 1 whose graph has the vertices (0,−𝜀), (𝜀, 1−𝜀), (𝛼−𝜀, 1−
𝜀), (𝛼,−𝜀), (1,−𝜀). (We may suppose that 0 < 𝛼 < 1 and that 𝜀 is so small that
2𝜀 ≤ 𝛼 ≤ 1−2𝜀.) Then the 𝐿± are continuous, 𝐿− (𝑥) +𝜀 ≤ 𝜒

𝐼
(𝑥) ≤ 𝐿+ (𝑥) −𝜀

for all 𝑥, and the 𝐿± are good approximations to 𝜒
𝐼

in the 𝐿1-norm, since∫ 1
0 𝐿± (𝑥) 𝑑𝑥 = 𝛼 ± 2𝜀. By Theorem E.1 there exist trigonometric polynomials
𝑇± (𝑥) such that |𝐿± (𝑥) − 𝑇± (𝑥) | < 𝜀 for all 𝑥. Hence 𝑇− (𝑥) ≤ 𝜒

𝐼
(𝑥) ≤ 𝑇+ (𝑥)

for all 𝑥,
∫ 1

0 𝑇− (𝑥) 𝑑𝑥 ≥ 𝛼 − 3𝜀,and
∫ 1

0 𝑇+ (𝑥) 𝑑𝑥 ≤ 𝛼 + 3𝜀. But then

𝑍 (𝑁, 𝛼) =
𝑁∑︁
𝑛=1

𝜒
𝐼
(𝑢𝑛) ≤

𝑁∑︁
𝑛=1

𝑇+ (𝑢𝑛),

and by the hypothesis (b) we know that

lim
𝑁→∞

1
𝑁

𝑁∑︁
𝑛=1

𝑇+ (𝑢𝑛) =
∫ 1

0
𝑇+ (𝑥) 𝑑𝑥 ≤ 𝛼 + 3𝜀,

so it follows that lim sup𝑁→∞ 𝑍 (𝑁, 𝛼)/𝑁 ≤ 𝛼 + 3𝜀. By arguing similarly with
𝑇− (𝑥), we see that lim inf𝑁→∞ 𝑍 (𝑁, 𝛼)/𝑁 ≥ 𝛼 − 3𝜀. Since 𝜀 may be taken
arbitrarily small, we have (a).

Finally we show that (a) implies (c); our method is the same as the one
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just completed. If 𝑓 (𝑥) is properly Riemann-integrable on [0, 1], then for any
𝜀 > 0 there exist step functions 𝑆± (𝑥) such that 𝑆− (𝑥) ≤ 𝑓 (𝑥) ≤ 𝑆+ (𝑥),∫ 1

0 𝑓 (𝑥) − 𝑆− (𝑥) 𝑑𝑥 < 𝜀, and
∫ 1

0 𝑆+ (𝑥) − 𝑓 (𝑥) 𝑑𝑥 < 𝜀. By proceeding as above,
but with 𝜒

𝐼
replaced by 𝑓 and 𝑇± replaced by 𝑆±, we see that

lim sup
𝑁→∞

1
𝑁

𝑁∑︁
𝑛=1

𝑓 (𝑢𝑛) ≤ lim
𝑁→∞

1
𝑁

𝑁∑︁
𝑛=1

𝑆+ (𝑢𝑛)

=

∫ 1

0
𝑆+ (𝑥) 𝑑𝑥 <

∫ 1

0
𝑓 (𝑥) 𝑑𝑥 + 𝜀,

and similarly for the lim inf. Hence we see that (a) implies (c), and the proof is
complete. □

When we consider a real number 𝑥 (mod 1), or equivalently the fractional
part {𝑥} of 𝑥, we are treating 𝑥 as a representative of a member of the circle
group T = R/Z. Similarly, a function with period 1 may be thought of as
having domain T. Thus Weyl’s criterion can be considered to be a statement
concerning the distribution of points 𝑢1, 𝑢2, . . . in T.

We find it fruitful to cast Weyl’s criterion in the language of measure theory.
We call a measure 𝜇 on T a probability measure if both 𝜇(𝒮) ≥ 0 for all
measureable sets 𝒮 ⊆ T and also 𝜇(T) = 1. Let 𝛿, the Dirac delta, denote the
probability measure that assigns unit mass to the point 0. Thus 𝛿(𝒮) = 1 or
0 according as 0 ∈ 𝒮 or not. The measure 𝛿 and also Lebesgue measure 𝜆 are
examples of probability measures on T. If 𝑢1, 𝑢2, . . . is a sequence of points in
T, then for each 𝑁 put

𝜇𝑁 (𝑥) =
1
𝑁

𝑁∑︁
𝑛=1

𝛿(𝑥 − 𝑢𝑛). (F.3)

Thus 𝜇𝑁 is a probability measure that places mass 1/𝑁 at each of the points
𝑢1, 𝑢2, . . . , 𝑢𝑁 , and hence∫

T
𝑓 (𝑥) 𝑑𝜇𝑁 =

1
𝑁

𝑁∑︁
𝑛=1

𝑓 (𝑢𝑛).

In general, if 𝜇 is a measure on T, then for integers 𝑘 we define its Fourier
coefficient 𝜇(𝑘) to be

𝜇(𝑘) =
∫
T
𝑒(−𝑘𝑥) 𝑑𝜇. (F.4)

Thus for the special measures 𝜇𝑁 we see that 𝜇𝑁 (𝑘) = 1
𝑁

∑𝑁
𝑛=1 𝑒(−𝑘𝑢𝑛).

Hence Weyl’s criterion asserts that the following assertions are equivalent:
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(a) 𝜇𝑁 ( [0, 𝛼]) → 𝛼 as 𝑁 → ∞ for all 𝛼 ∈ [0, 1] (i.e., 𝜇𝑁 → 𝜆 weakly);
(b) For each integer 𝑘 ≠ 0, 𝜇𝑁 (𝑘) → 0 as 𝑁 → ∞;
(c) If 𝑓 is properly Riemann-integrable on T, then

∫
T 𝑓 𝑑𝜇𝑁 →

∫
T 𝑓 𝑑𝜆 as

𝑁 → ∞.

Here the restriction to measures of the special shape (F.3) may be dropped,
since it is easy to see that the proof of Theorem F.1 applies equally to any
sequence of probability measures 𝜇1, 𝜇2, . . ..

As a first application of Weyl’s criterion we have

Theorem F.2 If 𝜃 is irrational, then the numbers 𝑛𝜃 are uniformly distributed
(mod 1).

We note that the converse of the above is obvious.

Proof From Lemma 16.4 we know that���� 𝑁∑︁
𝑛=1

𝑒(𝑛𝛼)
���� ≤ min

(
𝑁,

1
2∥𝛼∥

)
.

On taking 𝛼 = 𝑘𝜃 in the above, we see that

1
𝑁

𝑁∑︁
𝑛=1

𝑒(𝑘𝑛𝜃) ≪ 1
∥𝑘𝜃∥𝑁 .

Since 𝜃 is irrational, it follows that 𝑘𝜃 is not an integer, so that the above
is ≪ 1/𝑁 with an implicit constant that depends on 𝑘 and on 𝜃. Thus we
have Theorem F.1(b), and hence the sequence 𝑛𝜃 is uniformly distributed (mod
1). □

Suppose that 𝜃 is irrational. Since the numbers 𝑛𝜃 are dense modulo 1, it
follows that they are dense. That is, for any real 𝛽, and any 𝜀 > 0, there exist 𝑛
(even infinitely many 𝑛) such that ∥𝑛𝜃 + 𝛽∥ < 𝜀.

F.1.1 Exercises
1. Suppose that {𝑢𝑛} is uniformly distributed (mod 1), and let 𝑐 be a real

number. Put 𝑣𝑛 = 𝑢𝑛 + 𝑐. Show that {𝑣𝑛} is uniformly distributed.
2. (a) Suppose that 𝑓 ∈ 𝐿1 (T). Show that for every 𝜀 > 0 there is a trigono-

metric polynomial 𝑇 (𝑥) such that
∫
T | 𝑓 (𝑥) − 𝑇 (𝑥) | 𝑑𝑥 < 𝜀.

(b) Suppose that 𝑓 is real valued, has period 1, and that for every 𝜀 > 0
there exist trigonometric polynomials 𝑇+ and 𝑇− such that 𝑇− (𝑥) ≤
𝑓 (𝑥) ≤ 𝑇+ (𝑥) for all 𝑥 and

∫
T 𝑇+ (𝑥) − 𝑇− (𝑥) 𝑑𝑥 < 𝜀. Show that 𝑓 is

Riemann-integrable on [0, 1].
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3. Suppose that 𝑓 has period 1 and that lim𝑁→∞
1
𝑁

∑𝑁
𝑛=1 𝑓 (𝑢𝑛) exists whenever

{𝑢𝑛} is uniformly distributed. Show that 𝑓 is properly Riemann-integrable.
4. (a) Show that

lim sup
𝑁→∞

1
𝑁

card{𝑛 : 1 ≤ 𝑛 ≤ 𝑁, {log 𝑛} ∈ [0, 1/2]} = 𝑒 − 𝑒1/2

𝑒 − 1
.

(b) Show that

lim inf
𝑁→∞

1
𝑁

card{𝑛 : 1 ≤ 𝑛 ≤ 𝑁, {log 𝑛} ∈ [0, 1/2]} = 𝑒1/2 − 1
𝑒 − 1

.

(c) Show that

1
𝑁

𝑁∑︁
𝑛=1

𝑒(𝑘 log 𝑛) = 𝑁2𝜋𝑖𝑘

2𝜋𝑖𝑘 + 1
+𝑂

(
( |𝑘 | + 1) log 𝑁

𝑁

)
.

(d) Show that the sequence {log 𝑛} is not uniformly distributed
(mod 1).

5. Suppose that {𝑢𝑛} is a sequence such that lim𝑛→∞ 𝑢𝑛+1 −𝑢𝑛 = 𝛼. Show that
if 𝛼 is irrational, then {𝑢𝑛} is uniformly distributed (mod 1).

6. Let 𝐼 and 𝒥 be arcs of T, and suppose that 𝛼 is an irrational number. Put
𝑢𝑛 = 𝑛𝛼. Show that for each nonnegative integer 𝑚 the limit

𝑑𝑚 = lim
𝑁→∞

1
𝑁

card{𝑛 ∈ [1, 𝑁] : 𝑢𝑛 ∈ 𝐼, 𝑢𝑛−𝑚 ∈ 𝒥}

exists. Prove that

lim
𝑀→∞

1
𝑀

𝑀∑︁
𝑚=1

𝑑𝑚 = |𝐼 | |𝒥 |.

F.2 Quantitative estimates

Suppose that a sequence {𝑢𝑛} is given, and let 𝑍 (𝑁, 𝛼) be defined as in the
preceding section. For 0 ≤ 𝛼 ≤ 1 put

𝐷 (𝑁, 𝛼) = 𝑍 (𝑁, 𝛼) − 𝑁𝛼.

The discrepancy of the sequence {𝑢𝑛} is the quantity

𝐷★(𝑁) = sup
0≤𝛼≤1

|𝐷 (𝑁, 𝛼) |.

As a companion to (a)–(c) of Theorem F.1, consider the assertion

(d) 𝐷★(𝑁) = 𝑜(𝑁) as 𝑁 → ∞.
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On one hand, this is equivalent to asserting that (F.1) holds uniformly in 𝛼.
Hence (d) implies part (a) of Theorem F.1. To establish the converse, we first
observe that 𝐷 (𝑁, 𝛼) has a sort of one-sided Lipschitz property: If 0 ≤ 𝛼 ≤
𝛽 ≤ 1, then

𝐷 (𝑁, 𝛽) − 𝐷 (𝑁;𝛼) ≥ −𝑁 (𝛽 − 𝛼)

because 𝑍 (𝑁, 𝛼) is an increasing function of 𝛼. Hence if |𝐷★(𝑁, 𝑚/𝑀) | < 𝜀𝑁
for 𝑚 = 0, 1, 2, . . . , 𝑀 , then |𝐷 (𝑁, 𝛼) | < (𝜀 + 1/𝑀)𝑁 for all 𝛼 ∈ [0, 1]. Thus
we see that if (F.1) holds everywhere pointwise, then it holds uniformly, and
hence the assertion (d) above is equivalent to the assertions of Theorem F.1.

Since the discrepancy of a sequence provides a measure of the rate at which
the limit (F.1) is attained, it is reasonable to ask for quantitative connections
between the size of the discrepancy and of the exponential sums considered in
part (b) of Theorem F.1. Such links can be established in both directions, but
since we shall shortly be developing methods for estimating exponential sums,
the most useful tool is a bound for the discrepancy in terms of exponential
sums.

Theorem F.3 (The Erdős–Turán inequality) Let 𝑢1, 𝑢2, . . . , 𝑢𝑁 be 𝑁 numbers
in T, let 𝐼 = [𝛼, 𝛽] be an arbitrary arc of T of length 𝛽 − 𝛼 ≤ 1, and let 𝐾 be
an arbitrary positive integer. Then

| card{𝑛 ∈ [1, 𝑁] : 𝑢𝑛 ∈ 𝐼} − (𝛽 − 𝛼)𝑁 | ≤ 𝑁

𝐾 + 1
+ 3

𝐾∑︁
𝑘=1

1
𝑘

���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
����.

By taking 𝛼 = 0 and allowing 𝛽 to vary, we may make the left hand side
above as close as we like to 𝐷★(𝑁), and hence this inequality provides the
desired bound for the discrepancy.

Proof We proceed in the same manner as in the proof of Theorem F.1, but
now we employ quantitative one-sided trigonometric approximations to 𝜒

𝐼

that are sharp in the 𝐿1-norm. Specifically, suppose that 𝑇− (𝑥) is chosen as in
Theorem E.4. Then

card{𝑛 ∈ [1, 𝑁] : 𝑢𝑛 ∈ 𝐼} =
𝑁∑︁
𝑛=1

𝜒
𝐼
(𝑢𝑛) ≥

𝑁∑︁
𝑛=1

𝑇− (𝑢𝑛)

=

𝐾∑︁
𝑘=−𝐾

𝑇− (𝑘)
𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛).

By Theorem E.4(b) we know that 𝑇− (0) = 𝛽 − 𝛼 − 1/(𝐾 + 1). To estimate the
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Fourier coefficients 𝑇− (𝑘) for 𝑘 ≠ 0, we recall that if 𝑓 is in 𝐿1 (T), then

| �̂� (𝑘) | =
��� ∫

T
𝑓 (𝑥)𝑒(−𝑘𝑥) 𝑑𝑥

��� ≤ ∫
T
| 𝑓 (𝑥) | 𝑑𝑥 = ∥ 𝑓 ∥𝐿1 .

Since

�̂�
𝐼
(𝑘) = 𝑒(−𝑘 (𝛼 + 𝛽)/2) sin 𝜋𝑘 (𝛽 − 𝛼)

𝜋𝑘
(𝑘 ≠ 0),

by taking 𝑓 = 𝜒
𝐼
− 𝑇− we see by Theorem E.4(b) that���𝑒(−𝑘 (𝛼 + 𝛽)/2) sin 𝜋𝑘 (𝛽 − 𝛼)

𝜋𝑘
− 𝑇− (𝑘)

��� ≤ 1
𝐾 + 1

(𝑘 ≠ 0),

and hence that

|𝑇− (𝑘) | ≤
1

𝐾 + 1
+

��� sin 𝜋𝑘 (𝛽 − 𝛼)
𝜋𝑘

��� (𝑘 ≠ 0).

Thus

card{𝑛 ∈ [1, 𝑁] : 𝑢𝑛 ∈ 𝐼} ≥ (𝛽 − 𝛼)𝑁 − 𝑁

𝐾 + 1

− 2
𝐾∑︁
𝑘=1

( 1
𝐾 + 1

+
��� sin 𝜋𝑘 (𝛽 − 𝛼)

𝜋𝑘

���) ���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
����. (F.5)

But | sin 𝑢 | ≤ 1 and 2( 1
𝐾+1 + 1

𝜋𝑘
) ≤ 2( 1

𝑘
+ 1

3𝑘 ) < 3/𝑘 , so this gives the desired
lower bound. The corresponding upper bound is proved similarly, using the
𝑇+ (𝑥) from Theorem E.4. □

The Erdős–Turán inequality provides a good estimate for the discrepancy in
terms of exponential sums, but for short intervals we can do better.

Theorem F.4 Let 𝑢1, 𝑢2, . . . , 𝑢𝑁 be given, and suppose that 𝐾 is an integer
such that

𝐾∑︁
𝑘=1

���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
���� < 𝑁/8.

Then any arc 𝐼 = [𝛼, 𝛽] of T of length 𝛽 − 𝛼 ≥ 3/(𝐾 + 1) contains at least
1
3 (𝛽 − 𝛼)𝑁 of the points 𝑢𝑛.

Proof Since | sin 𝑢 | ≤ |𝑢 |, the lower bound in (F.5) is

≥ (𝛽 − 𝛼)𝑁 − 1
3
(𝛽 − 𝛼)𝑁 − 8

3
(𝛽 − 𝛼)

𝐾∑︁
𝑘=1

���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
����,

which gives the result. □
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F.2.1 Exercises
1. Let𝒜 be a dense subset of [0, 1], and suppose that a sequence {𝑢𝑛} is given.

Show that if the relation (F.1) holds for all 𝛼 ∈ 𝒜, then (F.1) holds for all 𝛼,
and hence {𝑢𝑛} is uniformly distributed (mod 1).

2. Let 𝑝 be an odd prime, and put 𝑢𝑛 = 𝑛2/𝑝 for 1 ≤ 𝑛 ≤ 𝑝.

(a) Show that ���� 𝑝∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
���� = {

𝑝 if 𝑘 ≡ 0 (mod 𝑝),
√
𝑝 if 𝑘 . 0 (mod 𝑝).

(b) Show that 𝐷★(𝑝) ≪ 𝑝1/2 log 𝑝.
(c) This is a special case of what familiar inequality?

3. (a) Show that 𝐷★(𝑁) ≥ 1/2 for any sequence {𝑢𝑛} and any 𝑁 ≥ 1.

(b) Show that if 𝑁 points 𝑢1, 𝑢2, . . . , 𝑢𝑁 are equally spaced (mod 1), then
𝐷★(𝑁) ≤ 1.

4. (a) Let 𝑢1, 𝑢2, . . . , 𝑢𝑀 and 𝑣1, 𝑣2, . . . , 𝑣𝑁 be two sequences with discrepan-
cies 𝐷★(𝑀; 𝒖) and 𝐷★(𝑁; 𝒗), respectively. Let 𝑤1, 𝑤2, . . . , 𝑤𝑀+𝑁 be the
concatenation of these two sequences (i.e., 𝑤𝑚 = 𝑢𝑚 for 1 ≤ 𝑚 ≤ 𝑀 ,
𝑤𝑀+𝑛 = 𝑣𝑛 for 1 ≤ 𝑛 ≤ 𝑁), and let 𝐷★(𝑀 +𝑁; 𝒘) be its discrepancy. Show
that 𝐷★(𝑀 + 𝑁; 𝒘) ≤ 𝐷★(𝑀; 𝒖) + 𝐷★(𝑁; 𝒗).

(b) Show that if ∥𝑢𝑛 − 𝑣𝑛∥ ≤ 𝛿 for all 𝑛, then |𝐷★(𝑁; 𝒖) −𝐷★(𝑁; 𝒗) | ≤ 𝛿𝑁
for all 𝑁 ≥ 1.

(c) Suppose that 𝑢𝑛 = 𝑛𝜃 + 𝛽. Show that if |𝜃−𝑎/𝑞 | ≤ 𝐴/𝑞2 and (𝑎, 𝑞) = 1,
then 𝐷★(𝑞) ≤ 𝐴 + 1.

(d) In the remaining parts of this exercise, let 𝜃 denote the ‘golden ratio’,
𝜃 = (1 +

√
5)/2, and let 𝐹ℎ denote the ℎth Fibonacci number. Show that

𝐹ℎ𝜃 = 𝐹ℎ+1 + (−1)ℎ+1𝜃−ℎ. Deduce that |𝜃 − 𝐹ℎ+1/𝐹ℎ | ≤ 𝐹−2
ℎ

.
(e) Show also that (𝐹ℎ, 𝐹ℎ+1) = 1.
(f) Deduce that if 𝑁 = 𝐹ℎ for some ℎ and if 𝑢1, 𝑢2, . . . , 𝑢𝑁 are any 𝑁

consecutive members of the sequence {𝑛𝜃}, then 𝐷★(𝑁) ≤ 2.
(g) Show that any positive integer 𝑁 may be written in the form 𝑁 =

𝐹ℎ1 + 𝐹ℎ2 + · · · + 𝐹ℎ𝑅 where ℎ1 > ℎ2 > · · · > ℎ𝑅.
(h) Show that if 𝑢𝑛 = 𝑛𝜃 where 𝜃 is the golden ratio, then 𝐷★(𝑁) ≪ log 𝑁 .
(i) Show that

𝐹ℎ∑︁
𝑘=1

1
∥𝑘𝜃∥ ≍ 𝐹ℎ log 𝐹ℎ .
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(j) Deduce that
𝐾∑︁
𝑘=1

1
𝑘 ∥𝑘𝜃∥ ≍ (log𝐾)2.

(k) Conclude that the Erdős–Turán inequality gives a bound weaker than in
(h), namely 𝐷★(𝑁) ≪ (log 𝑁)2.

5. Suppose that a sequence {𝑢𝑛} is given, and let

𝐷 (𝑁) = sup
0≤𝛼≤𝛽≤1

| card{𝑛 ∈ [1, 𝑁] : 𝛼 ≤ 𝑢𝑛 ≤ 𝛽 (mod 1)} − (𝛽 − 𝛼)𝑁 |.

(a) Show that 𝐷 (𝑁) = sup0≤𝛼≤1 𝐷 (𝑁, 𝛼) − inf0≤𝛼≤1 𝐷 (𝑁, 𝛼).
(b) Show that 𝐷★(𝑁) ≤ 𝐷 (𝑁) ≤ 2𝐷★(𝑁).
(c) Suppose that 𝑣𝑛 = 𝑢𝑛 + 𝑐 for all 𝑛. Show that 𝐷 (𝑁; 𝒖) = 𝐷 (𝑁; 𝒗).

6. Let 𝜇 denote a probability measure on T. Show that if 𝐼 = [𝛼, 𝛽] is an arc
of T, 0 ≤ 𝛽 − 𝛼 ≤ 1, then for any positive integer 𝐾

|𝜇( [𝛼, 𝛽]) − (𝛽 − 𝛼) | ≤ 1
𝐾

+ 3
𝐾∑︁
𝑘=1

1
𝑘
|𝜇(𝑘) |

where 𝜇(𝑘) is defined as in (F.4).

In the next exercise we establish a quantitative version of the implication (d)
⇒ (c) for a restricted – but important – class of functions.

7. Suppose that {𝑢𝑛} is a given sequence, and that 𝑓 has bounded variation on
T. Show that ���� 𝑁∑︁

𝑛=1
𝑓 (𝑢𝑛) −

∫ 1

0
𝑓 (𝑥) 𝑑𝑥

���� ≤ 𝐷★(𝑁) VarT ( 𝑓 ).

(Careful! The Riemann–Stieltjes integral
∫
𝑓 (𝛼) 𝑑𝐷 (𝑁, 𝛼) does not exist if

𝑓 is has a jump discontinuity at any of the points 𝑢𝑛.)

Next we establish a quantitative version of the implication (d) ⇒ (b).

8. Let {𝑢𝑛} be a given sequence.
(a) Show that if 𝑘 ≠ 0, then

𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛) = −2𝜋𝑖𝑘
∫ 1

0
𝐷 (𝑁, 𝛼)𝑒(𝑘𝛼) 𝑑𝛼.

(b) Show that if 𝑘 ≠ 0, then���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
���� ≤ 2𝜋 |𝑘 |𝐷★(𝑁).
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(c) Now show that the constant 2𝜋 in the above can be improved: Write∑𝑁
𝑛=1 𝑒(𝑘𝑢𝑛) = 𝜌𝑒(𝜃) in polar coordinates, so that 𝜌 = |∑𝑁

𝑛=1 𝑒(𝑘𝑢𝑛) | =∑𝑁
𝑛=1 cos 2𝜋(𝑘𝑢𝑛 − 𝜃). Show that���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
���� = 2𝜋𝑘

∫ 1

0
𝐷 (𝑁, 𝛼) sin 2𝜋(𝑘𝛼 − 𝜃) 𝑑𝛼 ≤ 4|𝑘 |𝐷★(𝑁).

(d) Construct examples to show that the inequality above would be false if
the constant 4 were replaced by a number < 4. Suggestion: Consider
sequences of 𝑁 terms where 𝑁 is even, 𝑁 ≥ 4, 1 ≤ 𝑘 < 𝑁/2, 𝜀
is sufficiently small, and the sequence starts with 𝑘 repetitions of 𝜀,
followed by 1

𝑁
, 2
𝑁

, . . ., 1
2 −

𝑘
𝑁
, 1

2 +
𝑘
𝑁
, 1

2 +
𝑘+1
𝑁
, . . . , 𝑁−2

𝑁
, 𝑁−1
𝑁

, and then
𝑘 entries of 1 − 𝜀.

9. (a) Suppose that the points 𝑢𝑛 are distinct from 0 (mod 1) and from 𝛼 (mod
1). Show that

𝐷 (𝑁, 𝛼) =
𝑁∑︁
𝑛=1

𝑠(𝑢𝑛 − 𝛼) − 𝑠(𝑢𝑛)

where 𝑠(𝑥) is the ‘sawtooth function’ as in Lemma D.1, namely

𝑠(𝑥) =
{
{𝑥} − 1/2 (𝑥 ∉ Z),
0 (𝑥 ∈ Z).

(F.6)

(b) Show that ∫ 1

0
𝐷 (𝑁, 𝛼) 𝑑𝛼 =

𝑁∑︁
𝑛=1

1
2
− {𝑢𝑛}.

(c) By using Lemma D.1, or otherwise, show that if 𝛼 is distinct (mod 1)
from the points 𝑢𝑛, then

𝐷 (𝑁, 𝛼) =
( 𝑁∑︁
𝑛=1

1
2
− {𝑢𝑛}

)
+ 1

2𝜋𝑖
lim
𝐾→∞

∑︁
0< |𝑘 | ≤𝐾

1
𝑘

( 𝑁∑︁
𝑛=1

𝑒(−𝑘𝑢𝑛)
)
𝑒(𝑘𝛼).

(d) Deduce that∫ 1

0
𝐷 (𝑁, 𝛼)2 𝑑𝛼 =

( 𝑁∑︁
𝑛=1

1
2
− {𝑢𝑛}

)2
+ 1

2𝜋2

∞∑︁
𝑘=1

1
𝑘2

���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
����2.
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10. (a) Suppose that 𝛿 is given. Show that if 𝛼 and 𝛼 + 𝛿 are both distinct from
the 𝑢𝑛 (mod 1), then

𝐷 (𝑁, 𝛼 + 𝛿) − 𝐷 (𝑁, 𝛼)

=
1

2𝜋𝑖
lim
𝐾→∞

∑︁
0< |𝑘 | ≤𝐾

1
𝑘

( 𝑁∑︁
𝑛=1

𝑒(−𝑘𝑢𝑛)
)
(𝑒(𝑘𝛿) − 1)𝑒(𝑘𝛼).

(b) Deduce that∫ 1

0
(𝐷 (𝑁, 𝛼 + 𝛿) − 𝐷 (𝑁, 𝛼))2 𝑑𝛼 =

∑︁
𝑘≠0

( sin 𝜋𝛿𝑘
𝜋𝑘

)2���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
����2.

(c) Show that
𝐾∑︁
𝑘=1

���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
����2 ≤ 2𝜋2𝐾2𝐷★(𝑁)2.

11. (a) Show that∑︁
|𝑘 |<𝐾

(
1 − |𝑘 |

𝐾

)���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
����2 =

𝑁∑︁
𝑚=1

𝑁∑︁
𝑛=1

Δ𝐾 (𝑢𝑚 − 𝑢𝑛) ≥ 𝑁𝐾

where Δ𝐾 (𝛼) is Fejér’s kernel,

Δ𝐾 (𝛼) =
∑︁
|𝑘 |<𝐾

(
1 − |𝑘 |

𝐾

)
𝑒(𝑘𝛼) = 1

𝐾

( sin 𝜋𝐾𝛼
sin 𝜋𝛼

)2
.

(b) Show that

max
1≤𝑘≤2𝑁

���� 𝑁∑︁
𝑛=1

𝑒(𝑘𝑢𝑛)
���� ≥ (𝑁/2)1/2.

12. Suppose that 0 < 𝑢1 ≤ 𝑢2 ≤ . . . ≤ 𝑢𝑁 = 1, and put 𝛿𝑛 = 𝑢𝑛 − 𝑛/𝑁 .
(a) Show that

max
0≤𝛼≤1

𝐷 (𝑁, 𝛼) = −𝑁 min
1≤𝑛≤𝑁

𝛿𝑛.

(b) Show that
inf

0≤𝛼≤1
𝐷 (𝑁, 𝛼) = −1 − max

1≤𝑛≤𝑁
𝛿𝑛.

(c) Show that ∫ 1

0
𝐷 (𝑁, 𝛼)2 𝑑𝛼 =

𝑁∑︁
𝑛=1

∫ 𝑢𝑛

𝑢𝑛−1

(𝑛 − 1 − 𝑁𝛼)2 𝑑𝛼

where 𝑢0 = 0.
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(d) Deduce that
𝑁∑︁
𝑛=1

𝛿2
𝑛 =

1
𝑁

∫ 1

0
𝐷 (𝑁, 𝛼)2 𝑑𝛼 + 1

𝑁

∫ 1

0
𝐷 (𝑁, 𝛼) 𝑑𝛼 + 1

6𝑁
.

(e) Show that if 𝑁 > 1, then
𝑁∑︁
𝑛=1

𝑒(𝑢𝑛) =
𝑁∑︁
𝑛=1

(𝑒(𝛿𝑛) − 1)𝑒(𝑛/𝑁).

(f) Deduce that ���� 𝑁∑︁
𝑛=1

𝑒(𝑢𝑛)
���� ≤ 2𝜋

𝑁∑︁
𝑛=1

|𝛿𝑛 |.

13. Take the𝑢𝑛 to be the Farey fractions 𝑎/𝑞 ∈ [0, 1) of order𝑄. Thus (𝑎, 𝑞) = 1,
𝑞 ≤ 𝑄, and

𝑁 = 𝑁 (𝑄) =
𝑄∑︁
𝑞=1

𝜑(𝑞) ∼ 3
𝜋2𝑄

2.

(a) By considering the contribution of the interval [1 − 1/𝑄, 1), show that∫ 1

0
𝐷 (𝑁, 𝛼)2 𝑑𝛼 ≥ 𝑁2

3𝑄3 ≍ 𝑄.

(b) Use properties of Ramanujan’s sum 𝑐𝑞 (𝑘) (as defined in §4.1) to show
that

𝑄∑︁
𝑞=1

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

𝑒(𝑎𝑘/𝑞) =
∑︁
𝑑 |𝑘

𝑑𝑀 (𝑄/𝑑)

where 𝑀 (𝑥) =
∑
𝑛≤𝑥 𝜇(𝑛) is the summatory function of the Möbius

function.
(c) Show that 𝐷★(𝑁) = 𝑜(𝑁) as 𝑁 → ∞.
(d) Show that for every 𝑄 ≥ 1,∫ 1

0
𝐷 (𝑁, 𝛼)2 𝑑𝛼 ≥ 𝑀 (𝑄)2

2𝜋2 .

(e) Show that if 𝑄 ≥ 1, then∫ 1

0
𝐷 (𝑁, 𝛼)2 𝑑𝛼

=
1
4
+ 1

12

∑︁
𝑟≤𝑄

(∏
𝑝 |𝑟

(1 − 𝑝−2)
) ( ∑︁
𝑠≤𝑄/𝑟

1
𝑠
𝑀 (𝑄/(𝑟𝑠))

)2
.
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(f) (Franel 1924) Show that the Riemann Hypothesis is equivalent to theadd autocite
here and
below assertion that ∫ 1

0
𝐷 (𝑁, 𝛼)2 𝑑𝛼 ≪𝜀 𝑄

1+𝜀

for every 𝜀 > 0.
(g) (Franel, 1924) Let the numbers 𝛿𝑛 be defined as in Exercise F.2.1.12. made proper

citeShow that the Riemann Hypothesis is equivalent to the estimate
check ex no

𝑁∑︁
𝑛=1

𝛿2
𝑛 ≪𝜀 𝑄

−1+𝜀 .

(h) (Landau 1924) Show that the Riemann Hypothesis is equivalent to the add autocite
estimate

𝑁∑︁
𝑛=1

|𝛿𝑛 | ≪𝜀 𝑄
1/2+𝜀 .

14. Let 𝑏 be an integer > 1, and suppose that the representation of 𝑥 in base 𝑏
is 𝑥 = 0.𝑎1𝑎2𝑎3 . . . where 0 ≤ 𝑎𝑛 < 𝑏 for all 𝑛. Suppose that 𝑐1, 𝑐2, . . . , 𝑐𝐾
are integers such that 0 ≤ 𝑐𝑘 < 𝑏 for all 𝑘 . We say that 𝑥 is normal base 𝑏 if

lim
𝑁→∞

1
𝑁

card{𝑛 ∈ [1, 𝑁] : 𝑎𝑛+𝑘 = 𝑐𝑘 (1 ≤ 𝑘 ≤ 𝐾)} = 1
𝑏𝐾

for each 𝐾 ≥ 1 and each of the 𝑏𝐾 admissible choices of the 𝑐𝑘 .

(a) Show that 𝑥 is normal base 𝑏 if and only if the sequence {𝑥𝑏𝑛} is
uniformly distributed (mod 1).

(b) Show that the numbers normal to base 𝑏 form a set of first Baire category
(i.e., the set can be expressed as a countable union of nowhere dense
sets).

(c) Show that ∫ 1

0

���� 𝑁∑︁
𝑛=1

𝑒(𝑥𝑏𝑛)
����2 𝑑𝑥 = 𝑁.

(d) Let 𝐷★(𝑁; 𝒖𝑥) denote the discrepancy of the sequence {𝑥𝑏𝑛}𝑁
𝑛=1. Show

that ∫ 1

0
𝐷★(𝑁; 𝒖𝑥) 𝑑𝑥 ≪ 𝑁1/2 log 𝑁.

(e) Show that almost all real numbers 𝑥 are normal base 𝑏, in the sense of
Lebesgue measure theory. This is interesting, since as a set of first Baire
category one might expect it to be small.
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15. Grössencharaktere for Q
(√

−1
)
, continued from Exercise 11.3.14. Show check ex no

that the number of pairs (𝑎, 𝑏) of integers such that 𝑎2 + 𝑏2 ≤ 𝑥, 𝑎2 + 𝑏2 is
prime, and 0 ≤ arg(𝑎 + 𝑖𝑏) ≤ 𝜃 is

2𝜃
𝜋

li(𝑥) +𝑂
(
𝑥 exp(−𝑐

√︁
log 𝑥)

)
uniformly for 0 ≤ 𝜃 ≤ 2𝜋.

F.3 Kronecker’s Theorem

We now generalize Theorem F.2 to 𝑚 dimensions: We describe the distribution
of the points ({𝑞𝑟1}, {𝑞𝑟2}, . . . , {𝑞𝑟𝑚}) in [0, 1)𝑚. Since it is a nuisance to
have to take the fractional part of real numbers, we simply consider 𝒑𝑞 =

(𝑞𝑟1, 𝑞𝑟2, . . . , 𝑞𝑟𝑚) modulo Z𝑚, or, equivalently, we consider 𝒑𝑞 to represent
a member of the 𝑚-dimensional circle group T𝑚 = (R/Z)𝑚.

For 1 ≤ 𝑖 ≤ 𝑚 let 𝐼𝑖 = [𝛼𝑖 , 𝛽𝑖] be an arc of T with 0 ≤ 𝛽𝑖 − 𝛼𝑖 ≤ 1, so
that ℬ = 𝐼1 × 𝐼2 × · · · × 𝐼𝑚 is a box in T𝑚. In the same way that we write a
sum or product of numbers as

∑𝑛
𝑖=1 𝑎𝑖 or

∏𝑛
𝑖=1 𝑎𝑖 , we may sometimes write aCartesian, as

elsewhere Cartesian product of a sequence of sets as X𝑛𝑖=1 𝑆𝑖 . Thus ℬ = X𝑚𝑖=1 𝐼𝑖 . For a
given sequence 𝒖1, 𝒖2, . . . of points in T𝑚, let

𝑍 (𝑁,ℬ) = card{𝑛 ∈ [1, 𝑁] : 𝒖𝑛 ∈ ℬ}

and set

𝐷 (𝑁,ℬ) = 𝑍 (𝑁,ℬ) − 𝑁
𝑚∏
𝑖=1

(𝛽𝑖 − 𝛼𝑖).

We say that the points 𝒖𝑛 are uniformly distributed in T𝑚 if 𝐷 (𝑁,ℬ) = 𝑜(𝑁)
as 𝑁 → ∞ for every such boxℬ ⊆ T𝑚. This is all in parallel with our treatment
of the case 𝑚 = 1, and we can also define a discrepancy function,

𝐷 (𝑁) = sup
ℬ⊆T𝑚

|𝐷 (𝑁,ℬ) |

where the supremum is over all boxes as described above. Weyl’s criterion
extends to this situation in an obvious manner:

Theorem F.5 Let 𝒖1, 𝒖2, . . . be a given sequence of points in T𝑚. Then the
following assertions are equivalent:

(a) The sequence {𝒖𝑛} is uniformly distributed in T𝑚;
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(b) If 𝒌 is a non-zero lattice point (i.e., 𝒌 ∈ Z𝑚, 𝒌 ≠ 0), then
𝑁∑︁
𝑛=1

𝑒(𝒌 · 𝒖𝑛) = 𝑜(𝑁) (𝑁 → ∞);

(c) If 𝑓 is properly Riemann-integrable on T𝑚, then

lim
𝑁→∞

1
𝑁

𝑁∑︁
𝑛=1

𝑓 (𝒖𝑛) =
∫
T𝑚

𝑓 (𝒙) 𝑑𝒙;

(d) 𝐷 (𝑁) = 𝑜(𝑁) as 𝑁 → ∞.

Proof The arguments of §F.1 carry over to the present context without change,
except for the issue of constructing trigonometric majorants and minorants in
several dimensions. We consider the majorants first. For 1 ≤ 𝑖 ≤ 𝑚 suppose
that 𝑇𝑖 (𝑥) is a trigonometric polynomial such that 𝜒

𝐼𝑖
(𝑥) ≤ 𝑇𝑖 (𝑥) for all 𝑥, and

that
∫ 1

0 𝑇𝑖 (𝑥) 𝑑𝑥 ≤ 𝛽𝑖 − 𝛼𝑖 + 𝜀. If we set

𝑇+ (𝒙) =
𝑚∏
𝑖=1

𝑇𝑖 (𝑥𝑖),

then 𝜒
ℬ
(𝒙) ≤ 𝑇+ (𝒙) and∫
T𝑚
𝑇+ (𝒙) 𝑑𝒙 ≤

𝑚∏
𝑖=1

(𝛽𝑖 − 𝛼𝑖 + 𝜀) ≤ vol(ℬ) +
(
(1 + 𝜀)𝑚 − 1

)
.

This suffices as a majorant. As for minorants, we observe that 𝐼𝑖 and its com-
plement 𝐼𝑐

𝑖
partition T into two subsets. Hence the Cartesian products of the

𝐼𝑖 and their complements partition T𝑚 into 2𝑚 boxes, say ℬ1,ℬ2, . . . ,ℬ2𝑚

where we take ℬ1 =ℬ. Thus
2𝑚∑︁
𝑘=1

𝜒
ℬ𝑘
(𝒙) ≡ 1.

If 𝜒
ℬ𝑘
(𝑥) ≤ 𝑇𝑘 (𝒙) for all 𝒙 and

∫
T𝑚 𝑇𝑘 (𝒙) 𝑑𝒙 ≤ vol(ℬ𝑘) + 𝜀, then

𝜒
ℬ
(𝒙) = 1 −

2𝑚∑︁
𝑘=2

𝜒
ℬ𝑘
(𝒙) ≥ 1 −

2𝑚∑︁
𝑘=2

𝑇𝑘 (𝒙) = 𝑇− (𝒙),

say, and
∫
T𝑚 𝑇− (𝒙) 𝑑𝒙 ≥ vol(ℬ) −

(
2𝑚 − 1

)
𝜀. This suffices to construct the

required trigonometric minorant. □

We consider several forms of Kronecker’s theorem, the simplest being a
natural extension of Theorem F.2.
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Theorem F.6 Let 𝑟1, 𝑟2, . . . , 𝑟𝑚 be real numbers. If the points

𝒑𝑞 = (𝑞𝑟1, 𝑞𝑟2, . . . , 𝑞𝑟𝑚)

are dense in T𝑚, then 1, 𝑟1, 𝑟2, . . . , 𝑟𝑚 are linearly independent over Q. Con-
versely, if 1, 𝑟1, 𝑟2, . . . , 𝑟𝑚 are linearly independent over Q, then the points 𝒑𝑞
are not only dense in T𝑚 but are uniformly distributed in T𝑚.

Proof We first show that if the numbers 1, 𝑟1, . . . , 𝑟𝑚 are linearly dependent,
then the points 𝒑𝑞 are not dense. Suppose that

𝑢0 + 𝑢1𝑟1 + 𝑢2𝑟2 + · · · + 𝑢𝑚𝑟𝑚 = 0

where the 𝑢𝑖 are integers, not all 0. Clearly at least one of 𝑢1, 𝑢2, . . . , 𝑢𝑚 is
non-zero; without loss of generality, we may suppose that 𝑢𝑚 ≠ 0. If ∥𝑞𝑟𝑖 ∥ ≤ 𝜀
for 1 ≤ 𝑖 < 𝑚, then

∥𝑢𝑚𝑞𝑟𝑚∥ =
 𝑚−1∑︁
𝑖=1

𝑢𝑖𝑞𝑟𝑖

 ≤
𝑚−1∑︁
𝑖=1

∥𝑢𝑖𝑞𝑟𝑖 ∥ ≤
𝑚−1∑︁
𝑖=1

|𝑢𝑖 |∥𝑞𝑟𝑖 ∥ ≤ 𝜀
𝑚−1∑︁
𝑖=1

|𝑢𝑖 |.

Suppose that 𝜀 is so small that this last quantity above is ≤ |5𝑢𝑚 |−1. Then the
box

∥𝑥1∥ ≤ 𝜀, ∥𝑥2∥ ≤ 𝜀, . . . , ∥𝑥𝑚−1∥ ≤ 𝜀,
𝑥𝑚 − 1

2𝑢𝑚

 ≤ 1
5|𝑢𝑚 |

contains no point 𝒑𝑞 , so the 𝒑𝑞 are not dense.
Suppose now that 1, 𝑟1, 𝑟2, . . . , 𝑟𝑚 are linearly independent over Q. Hence if

𝒌 ∈ Z𝑚, 𝒌 ≠ 0, then 𝒌 · 𝒓 is not an integer. Consequently by (16.4) it follows
that ���� 𝑄∑︁

𝑞=1
𝑒(𝒌 · 𝒑𝑞)

���� = ���� 𝑄∑︁
𝑞=1

𝑒(𝑞𝒌 · 𝒓)
���� ≤ 1

2∥𝒌 · 𝒓∥ = 𝑂 (1)

where the implicit constant depends on 𝒌 and on 𝒓. This is 𝑜(𝑄) as 𝑄 → ∞,
so condition (b) of Theorem F.5 is satisfied, and hence the 𝒑𝑞 are uniformly
distributed in T𝑚. □

Let 𝒙1, 𝒙2, . . . be a sequence of points in T𝑚. We may define a probability
measure 𝜇𝑁 by placing a mass 1/𝑁 at each of the points 𝒙𝑛 for 1 ≤ 𝑛 ≤ 𝑁 ,
and put

𝜇(𝒌) =
∫
T𝑚
𝑒(−𝒌 · 𝒙) 𝑑𝜇(𝒙) = 1

𝑁

𝑁∑︁
𝑛=1

𝑒(−𝒌 · 𝒙𝑛). (F.7)

Then Theorem F.5 could be formulated in terms of the 𝜇𝑁 , and indeed both the
theorem and its proof apply equally to any sequence of probability measures.
That is, the following assertions are equivalent:
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(a) If ℬ = X𝑚𝑖=1 𝐼𝑖 is a box in T𝑚, then lim𝑁→∞ 𝜇𝑁 (ℬ) = volℬ;
(b) If 𝒌 ∈ Z𝑚, 𝒌 ≠ 0, then lim𝑁→∞ 𝜇𝑁 (𝒌) = 0;
(c) If 𝑓 is properly Riemann-integrable on T𝑚, then

lim
𝑁→∞

∫
T𝑚

𝑓 (𝒙) 𝑑𝜇𝑁 (𝒙) =
∫
T𝑚

𝑓 (𝒙) 𝑑𝒙;

(d) lim𝑁→∞ sup
ℬ
|𝜇𝑁 (ℬ) −volℬ| = 0 where the supremum is over all boxes

ℬ = X𝑚𝑖=1 𝐼𝑖 ⊆ T𝑚.

In particular, if 𝒑(𝑡) is the position vector of a continuous curve in T𝑚, then
we can define a probability measure

𝜇𝑇 (𝒮) =
1
𝑇

meas{𝑡 ∈ [0, 𝑇] : 𝒑(𝑡) ∈ 𝒮}.

Thus if 𝑓 is Riemann-integrable over T𝑚, then∫
T𝑚

𝑓 (𝒙) 𝑑𝜇𝑇 (𝒙) =
1
𝑇

∫ 𝑇

0
𝑓 ( 𝒑(𝑡)) 𝑑𝑡,

and hence we see that the curve 𝒑(𝑡) is uniformly distributed in T𝑚 if and only
if ∫ 𝑇

0
𝑒(𝒌 · 𝒑(𝑡)) 𝑑𝑡 = 𝑜(𝑇) (𝑇 → ∞)

for every non-zero lattice point 𝒌 ∈ Z𝑚. A situation of this kind arises in our
second formulation of Kronecker’s theorem.

Theorem F.7 Suppose that 𝑟1, 𝑟2, . . . , 𝑟𝑚 are real numbers and let

𝒑(𝑡) = (𝑡𝑟1, 𝑡𝑟2, . . . , 𝑡𝑟𝑚) ∈ T𝑚

where 𝑡 is a real parameter. If the set 𝒫 = { 𝒑(𝑡) : 𝑡 ∈ R} is dense in T𝑚, then
𝑟1, 𝑟2, . . . , 𝑟𝑚 are linearly independent over Q. Conversely, if 𝑟1, 𝑟2, . . . ,𝑚 are
linearly independent over Q, then𝒫 is not only dense in T𝑚 but also uniformly
distributed in the sense that

lim
𝑇→∞

sup
ℬ

��� 1
𝑇

meas{𝑡 ∈ [0, 𝑇] : 𝒑(𝑡) ∈ ℬ} − volℬ
��� = 0

where the supremum is taken over all boxes ℬ = X𝑚𝑖=1 𝐼𝑖 ⊆ T𝑚.

It is easy to demonstrate by elementary reasoning that Theorems F.6 and
F.7 are equivalent (see Exercise 1 below). Thus it is possible to present The-
orem F.7 as a consequence of Theorem F.6, but we find it instructive to derive
it independently.
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Proof Suppose that the 𝑟𝑖 are linearly dependent, say 𝒖 · 𝒓 = 0 where 𝒖 ∈ Z𝑚

and 𝑢𝑚 > 0. Hence if 𝒑 ≡ 𝑡𝒓 (mod Z𝑚) for some 𝑡, then 𝒖 · 𝒑 = 0. Let ℬ
denote the box of points 𝒙 for which |𝑥𝑖 | ≤ 𝜀 for 1 ≤ 𝑖 <, and |𝑥𝑚−1/(2𝑢𝑚) | ≤
1/(5𝑢𝑚). If 𝒙 ∈ ℬ, then

|𝒖 · 𝒙 − 1/2| ≤ |𝑢𝑚𝑥𝑚 − 1/2| +
𝑚−1∑︁
𝑖=1

|𝑢𝑖𝑥𝑖 | ≤
1
5
+ 𝜀

𝑚−1∑︁
𝑖=1

|𝑢𝑖 |.

Fix 𝜀 > 0 so that the last term above is ≤ 1/5. Then 𝒖 · 𝒙 ≥ 1/10, so 𝒖 · 𝒙 ≠ 0.
Thus ℬ contains no point of the curve 𝑡𝒓, and so the curve is not dense in T𝑚.

Now suppose that the 𝑟𝑖 are linearly independent over Q. On defining the
measure 𝜇𝑇 as above, we see that if 𝒌 ∈ Z𝑚, 𝒌 ≠ 0, then

𝜇𝑇 (𝒌) =
1
𝑇

∫ 𝑇

0
𝑒(−𝒌 · 𝑡𝒓) 𝑑𝑡 = 1

𝑇
· 1 − 𝑒(−𝒌 · 𝑇 𝒓)

2𝜋𝑖(𝒌 · 𝒓) → 0

as 𝑇 → ∞. Hence the curve 𝑡𝜽 is uniformly distributed in T𝑚. □

Theorem F.7 provides useful information concerning the values taken by
exponential polynomials, as follows.

Corollary F.8 Suppose that 𝑓 (𝑡) =
∑𝑅
𝑟=1 𝑎𝑟 𝑒(𝜆𝑟 𝑡) where the 𝜆𝑟 are real

numbers. Suppose also that |𝑎1 | ≥ |𝑎2 | ≥ · · · ≥ |𝑎𝑅 |. If |𝑎1 | ≤
∑𝑅
𝑟=2 |𝑎𝑟 |, then

the values of 𝑓 (𝑡) for 𝑡 ∈ R lie in the disk |𝑧 | ≤ ∑𝑅
𝑟=1 |𝑎𝑟 |. If |𝑎1 | >

∑𝑅
𝑟=2 |𝑎𝑟 |,

then the values of 𝑓 (𝑡) lie in the annulus |𝑎1 |−
∑𝑅
𝑟=2 |𝑎𝑟 | ≤ |𝑧 | ≤ |𝑎1 |+

∑𝑅
𝑟=2 |𝑎𝑟 |.

If the 𝜆𝑟 are linearly independent over Q, then the values of 𝑓 (𝑡) are dense in
this disk (or annulus).

Proof It is clear that the disk (or annulus) described is the set of points 𝑧 that
can be written in the form 𝑧 =

∑𝑅
𝑟=1 𝑎𝑟 𝑒(𝛼𝑟 ). If the 𝜆𝑟 are linearly independent

over Q, then for any 𝜀 > 0 there exist real numbers 𝑡 such that ∥𝜆𝑟 𝑡 − 𝛼𝑟 ∥ ≤ 𝜀

and hence | 𝑓 (𝑡) − 𝑧 | ≤ 𝐶𝜀 where 𝐶 = 2𝜋
∑𝑅
𝑟=1 |𝑎𝑟 |. □

We have found that if the numbers 𝑟𝑖 are linearly independent over Q, then
the curve 𝑡𝒓 in T𝑚 passes through any given box ℬ infinitely many times. But
we can actually prove a little more, namely that the gaps between returns to
ℬ are uniformly bounded. This is critical to our discussion of almost-periodic
functions in the next section.

Corollary F.9 Suppose that the real numbers 𝑟1, 𝑟2, . . . , 𝑟𝑚 are linearly in-
dependent over Q, and let 𝜀 > 0 be given. Then there is a number 𝐻 > 0,
depending only on 𝜀 and the numbers 𝑟1, 𝑟2, . . . , 𝑟𝑚, such that for any real
number 𝑇 and any 𝜶 ∈ T𝑚 there is a real number 𝑡, 𝑇 ≤ 𝑡 ≤ 𝑇 + 𝐻, such that
∥𝑡𝑟𝑖 − 𝛼𝑖 ∥ ≤ 𝜀 for 1 ≤ 𝑖 ≤ 𝑚.
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In order to clarify the relation of this new result to our earlier ones, we
provide two proofs.

First Proof By Theorem F.7 we know that if 𝐻 is sufficiently large, then��� 1
𝐻

meas{𝑡 ∈ [0, 𝐻] : 𝑡𝒓 ∈ ℬ} − volℬ
��� ≤ 𝜀𝑚

for all boxes ℬ in T𝑚. Thus if volℬ > 𝜀𝑚, then there is a 𝑡, 0 ≤ 𝑡 ≤ 𝐻, such
that 𝑡𝒓 ∈ ℬ. Let ℬ0 = [−𝜀, 𝜀]𝑚; this is a box centred at 0 whose volume is
(2𝜀)𝑚 > 𝜀𝑚. Then 𝒄 +ℬ is a box of the same size, centred at 𝒄. By taking
ℬ = 𝒄 + ℬ0, we see that for every 𝒄 there is a 𝑡, 0 ≤ 𝑡 ≤ 𝐻 such that
𝑡𝒓 ∈ 𝒄+ℬ0, which is to say that ∥𝑡𝑟𝑖 − 𝑐𝑖 ∥ ≤ 𝜀 for all 𝑖. Now take 𝑐𝑖 = 𝛼𝑖 −𝑇𝑟𝑖 .
Then ∥(𝑡 + 𝑇)𝑟)𝑖 − 𝛼𝑖 ∥ ≤ 𝜀 for all 𝑖, and 𝑇 ≤ 𝑇 + 𝑡 ≤ 𝑇 + 𝐻. □

Second Proof Let ℬ0 = [−𝜀, 𝜀]𝑚 be a small box in T𝑚 centred at 0, and let
𝑇− (𝒙) be a trigonometric polynomial in 𝑚 variables such that

𝑇− (𝒙) ≤ 𝜒
ℬ0

(𝒙)

for all 𝒙, and ∫
T𝑚
𝑇− (𝒙) 𝑑𝒙 > 0.

Then ∫ 𝑇+𝐻

𝑇

𝜒
ℬ0
(𝑡𝒓 − 𝜶) 𝑑𝑡 ≥

∫ 𝑇+𝐻

𝑇

𝑇− (𝑡𝒓 − 𝜶) 𝑑𝑡

=
∑︁
𝒌

𝑇− (𝒌)𝑒(−𝒌 · 𝜶)
∫ 𝑇+𝐻

𝑇

𝑒(𝑡𝒌 · 𝒓) 𝑑𝑡.

Now if 𝜃 ≠ 0, then���� ∫ 𝑇+𝐻

𝑇

𝑒(𝑡𝜃) 𝑑𝑡
���� = ��� 𝑒((𝑇 + 𝐻)𝜃) − 𝑒(𝑇𝜃)

2𝜋𝑖𝜃

��� = ��� sin 𝜋𝐻𝜃
𝜋𝜃

��� ≤ 1
𝜋 |𝜃 | .

By hypothesis the 𝑟𝑖 are linearly independent over Q, which is to say that
𝒌 · 𝒓 ≠ 0 when 𝒌 ∈ Z𝑚, 𝒌 ≠ 0. Hence∫ 𝑇+𝐻

𝑇

𝜒
ℬ0
(𝑡𝒓 − 𝜶) 𝑑𝑡 ≥ 𝑇− (0)𝐻 −

∑︁
𝒌≠0

|𝑇− (𝒌) |
𝜋 |𝒌 · 𝒓 | .

Here the sum has finitely many summands because 𝑇− is a trigonometric
polynomial. Since 𝑇− (0) > 0, we see that if 𝐻 is large enough, then the right
hand side above is positive, and so there is a 𝑡, 𝑇 ≤ 𝑡 ≤ 𝑇 + 𝐻, such that
∥𝑡𝑟𝑖 − 𝛼𝑖 ∥ ≤ 𝜀 for 1 ≤ 𝑖 ≤ 𝑚. □
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In the proof of Theorem F.5, we constructed our minorant by rather inefficient
means, which would be quantitatively inferior in higher dimensions. When
quantitative precision is desired, the following construction may be useful.

Theorem F.10 For 1 ≤ 𝑖 ≤ 𝑚, let 𝐼𝑖 be intervals of R or arcs of T, and
let ℬ be their Cartesian product. Suppose that 𝑆−

𝑖
(𝑥) ≤ 𝜒

𝐼𝑖
(𝑥) ≤ 𝑆+

𝑖
(𝑥) are

respectively minorants and majorants of the characteristic function of 𝐼𝑖 . Set
𝒙 = (𝑥1, 𝑥2, . . . , 𝑥𝑚). Then

𝑆− (𝒙) =

𝑚∏
𝑖=1

𝑆+𝑖 (𝑥𝑖) −
𝑚∑︁
𝑖=1

(
𝑆+𝑖 (𝑥𝑖) − 𝑆−𝑖 (𝑥𝑖)

) ∏
1≤ 𝑗≤𝑚
𝑗≠𝑖

𝑆+𝑗 (𝑥 𝑗 )

is a minorant of the characteristic function of ℬ.

Proof Suppose first that there is a 𝑘 such that 𝑆−
𝑘
(𝑥𝑘) ≤ 0. Then

𝑆− (𝒙) ≤
𝑚∏
𝑖=1

𝑆+𝑖 (𝑥𝑖) −
(
𝑆+𝑘 (𝑥𝑘) − 𝑆

−
𝑘 (𝑥𝑘)

) ∏
1≤ 𝑗≤𝑚
𝑗≠𝑘

𝑆+𝑗 (𝑥 𝑗 )

= 𝑆−𝑘 (𝑥𝑘)
∏

1≤ 𝑗≤𝑚
𝑗≠𝑘

𝑆+𝑗 (𝑥 𝑗 )

≤ 0

since the first factor is ≤ 0 and all factors in the product are ≥ 0. If 𝒙 ∉ℬ, then
there is a 𝑘 such that 𝑥𝑘 ∉ 𝐼𝑘 , so 𝑆−

𝑘
(𝑥𝑘) ≤ 0, and hence 𝑆− (𝒙) ≤ 0.

Suppose now that 𝑆−
𝑖
(𝑥𝑖) > 0 for all 𝑖. Hence 𝑥𝑖 ∈ 𝐼𝑖 for all 𝑖, so 𝒙 ∈ 𝐵. By

induction on 𝑚 we show that in this case,

𝑆− (𝒙) ≤
𝑚∏
𝑖=1

𝑆−𝑖 (𝑥𝑖). (F.8)

This is obvious when 𝑚 = 1. We observe that

𝑆− (𝒙) = 𝑆−1 (𝑥1)
𝑚∏
𝑖=2

𝑆+𝑖 (𝑥𝑖) −
𝑚∑︁
𝑖=2

(
𝑆+𝑖 (𝑥𝑖) − 𝑆−𝑖 (𝑥𝑖)

) 𝑚∏
𝑗=1
𝑗≠𝑖

𝑆+𝑗 (𝑥 𝑗 ).

Since 𝑖 ≥ 2 in the second term, the factor 𝑆+1 (𝑥1) always occurs in the second
product. If we replace 𝑆+1 (𝑥1) by 𝑆−1 (𝑥1), then the product is made smaller, and
the overall contribution larger. Hence the above is

≤ 𝑆−1 (𝑥1)
( 𝑚∏
𝑖=2

𝑆+𝑖 (𝑥𝑖) −
𝑚∑︁
𝑖=2

(
𝑆+𝑖 (𝑥𝑖) − 𝑆−𝑖 (𝑥𝑖)

) 𝑚∏
𝑗=2
𝑗≠𝑖

𝑆+𝑗 (𝑥 𝑗 )
)
.
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By the inductive hypothesis, the quantity inside the large parentheses is

≤
𝑚∏
𝑖=2

𝑆−𝑖 (𝑥𝑖),

so we have (F.8). Since 0 < 𝑆−
𝑖
(𝑥𝑖) ≤ 1 for all 𝑖, it follows from (F.8) that

𝑆− (𝒙) ≤ 1 = 𝜒
𝐵
(𝒙) so the proof is complete. □

F.3.1 Exercises
1. (a) Apply Theorem F.7 to the𝑚+1 numbers 1, 𝑟1, . . . , 𝑟𝑚. Deduce that there

exist real numbers 𝑡 such that ∥𝑡 − 𝑐0∥ < 𝜀, ∥𝑡𝑟𝑖 − 𝑐𝑖 ∥ < 𝜀 for 1 ≤ 𝑖 ≤ 𝑚.
Take 𝑐0 = 0, and hence deduce that 𝑡 is near some integer, say 𝑞. Show that
the numbers ∥𝑞𝑟𝑖 − 𝑐𝑖 ∥ are small, and hence deduce Theorem F.6.

(b) Suppose that 𝑟1, . . . , 𝑟𝑚 are given linearly independent numbers, and
choose𝛼 to be linearly independent of them. Thus 1, 𝑟1/𝛼, 𝑟2/𝛼, . . . , 𝑟𝑚/𝛼
are linearly independent over Q. Apply Theorem F.6 to obtain The-
orem F.7 with 𝑡 = 𝑞/𝛼.

2. Extend Theorem F.6 to allow for the possibility of linear dependances among
1 and the 𝑟𝑖 , as follows: Let 𝑟1, 𝑟2, . . . , 𝑟𝑚 and 𝛼1, 𝛼2, . . . , 𝛼𝑚 be real num-
bers. Show that the following two assertions are equivalent:

(a) For every 𝜀 > 0 there is an integer 𝑞 such that ∥𝑞𝑟𝑖 − 𝛼𝑖 ∥ < 𝜀 for
𝑖 = 1, 2, . . . , 𝑚.

(b) Let 𝑢1, 𝑢2, . . . , 𝑢𝑚 be integers. If
∑𝑚
𝑖=1 𝑢𝑖𝑟𝑖 ∈ Z, then

∑𝑚
𝑖=1 𝑢𝑖𝛼𝑖 ∈ Z.

3. Extend Theorem F.7 to allow for the possibility of linear dependances among
the 𝑟𝑖 , as follows: Let 𝑟1, 𝑟2, . . . , 𝑟𝑚 and 𝛼1, 𝛼2, . . . , 𝛼𝑚 be real numbers.
Show that the following two

(a) For every 𝜀 > 0 there exists a real number 𝑡 such that ∥𝑡𝑟𝑖 − 𝛼𝑖 ∥ < 𝜀 for
𝑖 = 1, 2, . . . , 𝑚.

(b) If 𝑢1, 𝑢2, . . . , 𝑢𝑚 are integers such that
∑𝑚
𝑖=1 𝑢𝑖𝑟𝑖 = 0, then

𝑚∑︁
𝑖=1

𝑢𝑖𝛼𝑖 ∈ Z.

4. Explain how we know that the numbers log 𝑝 are linearly independent over
the field of rational numbers.

5. Let 𝑓 (𝑡) =
∑𝑅
𝑟=1 𝑎𝑟 cos(𝜆𝑟 𝑡 + 𝜃𝑟 ) where the 𝑎𝑟 , the 𝜆𝑟 and the 𝜃𝑟 are

real numbers. Show that if the 𝜆𝑟 are linearly independent over Q, then
(−𝐴, 𝐴) ⊆ range 𝑓 ⊆ [−𝐴, 𝐴] where 𝐴 =

∑𝑅
𝑟=1 |𝑎𝑟 |.
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6. (Selberg) In this exercise we develop an alternative to the construction of proper cite?
year?Theorem F.10. We suppose that 0 ≤ 𝐴𝑖 (𝑥) ≤ 1 for all 𝑥, that 𝑃𝑖 (𝑥) ≥ 0 for

all 𝑥, and that 𝐴𝑖 (𝑥) − 𝑃𝑖 (𝑥) ≤ 0 when 𝑥 ∉ 𝐼𝑖 . (We think of 𝐴𝑖 as being an
approximation to the characteristic function of 𝐼𝑖 , and of 𝑃𝑖 (𝑥) as a peak
function that compensates for the error in this approximation.) Put

𝑆− (𝒙) =

𝑚∏
𝑖=1

𝐴𝑖 (𝑥𝑖) −
𝑚∑︁
𝑖=1

𝑃𝑖 (𝑥𝑖)
∏

1≤ 𝑗≤𝑚
𝑗≠𝑖

𝐴 𝑗 (𝑥 𝑗 ).

(a) Show that 𝑆− (𝒙) ≤ 1 for all 𝒙.
(b) Suppose that 𝑥𝑘 ∉ 𝐼𝑘 . Show that

𝑆− (𝒙) ≤
𝑚∏
𝑖=1

𝐴𝑖 (𝑥𝑖) − 𝑃𝑘 (𝑥𝑘)
∏

1≤ 𝑗≤𝑚
𝑗≠𝑘

𝐴 𝑗 (𝑥 𝑗 )

=
(
𝐴𝑘 (𝑥𝑘) − 𝑃𝑘 (𝑥𝑘)

) ∏
1≤ 𝑗≤𝑚
𝑗≠𝑘

𝐴 𝑗 (𝑥 𝑗 ) ≤ 0.

(c) Conclude that 𝑆− (𝒙) minorizes the characteristic function of the box
ℬ = X𝑚𝑘=1 𝐼𝑘 .

F.4 Almost periodicity

The definition of almost periodicity is governed by our desire to characterize
those functions 𝑓 (𝑥) of a real variable that can be uniformly approximated by
exponential polynomials, i.e., by finite sums of the form

𝑃(𝑥) =
𝑀∑︁
𝑚=1

𝑎𝑚𝑒(𝜆𝑚𝑥). (F.9)

To this end we call 𝑡 an 𝜀 almost-period if | 𝑓 (𝑥 + 𝑡) − 𝑓 (𝑥) | < 𝜀 for all real
𝑥. The appropriate definition of almost periodicity is a little elusive because
the mere existence of large almost-periods does not ensure that 𝑓 (𝑥) can be
uniformly approximated by exponential polynomials. The little bit more that is
required is suggested by Corollary F.9.

Definition F.1 Suppose that 𝑓 (𝑥) is a continuous function of a real variable.
Then 𝑓 (𝑥) is almost periodic if for every 𝜀 > 0 there exists a number 𝐻
(depending on 𝑓 and 𝜀) such that every interval [𝑇,𝑇 + 𝐻] contains an 𝜀

almost-period of 𝑓 .
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We use Corollary F.9 to show that an exponential polynomial of the form
(F.9) is almost periodic.

Theorem F.11 Let 𝑃(𝑥) be defined as in (F.9). Then 𝑃(𝑥) is an almost-
periodic function.

Proof Let 𝜏1, 𝜏1, . . . , 𝜏𝑅 be a maximal linearly independent subset of the 𝜆𝑚.
Thus there is an 𝑀 × 𝑅 matrix 𝐴 with rational elements such that 𝝀 = 𝐴𝝉.
Let 𝑞 be the least common denominator of the elements of 𝐴. Put 𝐵 = 𝑞𝐴,
𝜽 = 1

𝑞
𝝉. Then the 𝜃𝑟 are linearly independent over Q, and 𝝀 = 𝐵𝜽 , which is to

say that each 𝜆𝑚 is an integral linear combination of the 𝜃𝑟 . That is, there is a
trigonometric polynomial

𝑇 (𝒙) =
∑︁
𝒌

𝑐(𝒌)𝑒(𝒌 · 𝒙)

in 𝑅 variables such that 𝑃(𝑥) = 𝑇 (𝑥𝜽). By Corollary F.9 we know that for any
𝜀 > 0 there is an 𝐻 such that for any 𝑇 there is a 𝑡, 𝑇 ≤ 𝑡 ≤ 𝑇 + 𝐻, such that
∥𝑡𝜃𝑟 ∥ ≤ 𝜀. Then

|𝑃(𝑥 + 𝑡) − 𝑃(𝑥) | = |𝑇 ((𝑥 + 𝑡)𝜽) − 𝑇 (𝑥𝜽) |

=

����∑︁
𝒌

𝑐(𝒌)𝑒(𝒌 · 𝑥𝜽) (𝑒(𝒌 · 𝑡𝜽) − 1)
����

≤ 2𝜋
∑︁
𝒌

|𝑐(𝒌) | ∥𝒌 · 𝑡𝜽 ∥ ≤ 2𝜋𝜀
∑︁
𝒌

|𝑐(𝒌) |
𝑅∑︁
𝑟=1

|𝑘𝑟 |

= 𝐶𝜀,

say. Thus 𝑡 is a 𝐶𝜀 almost period of 𝑃. □

F.4.1 Exercises
1. Show that if 𝑓 (𝑥) is almost periodic, then 𝑓 (𝑥) is uniformly bounded.
2. (Bohl, 1906) Suppose that 𝑓1 (𝑥), 𝑓2 (𝑥), . . . , 𝑓𝑅 (𝑥) are periodic continuous made proper

autocitefunctions. Show that 𝑓1 (𝑥) + 𝑓2 (𝑥) + · · · + 𝑓𝑅 (𝑥) is almost-periodic.
3. Let 𝑓 (𝑥) = ∑∞

𝑚=1 𝑎𝑚𝑒(𝜆𝑚𝑥) where
∑∞
𝑚=1 |𝑎𝑚 | < ∞ and the 𝜆𝑚 are distinct

real numbers.

(a) Show that 𝑓 (𝑥) is almost-periodic.
(b) Show that

lim
𝑇→∞

1
𝑇

∫ 𝑇

0
𝑓 (𝑥)𝑒(−𝜆𝑥) 𝑑𝑥 =

{
𝑎𝑚 if 𝜆 = 𝜆𝑚 for some 𝑚,
0 otherwise.
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(c) Show that

lim
𝑇→∞

1
𝑇

∫ 𝑇

0
| 𝑓 (𝑥) |2 𝑑𝑥 =

∞∑︁
𝑚=1

|𝑎𝑚 |2.

4. Let 𝛼(𝑠) =
∑∞
𝑛=1 𝑎𝑛𝑛

−𝑠 be a Dirichlet series with abscissa of absolute
convergence 𝜎𝑎. Let 𝜎 be fixed, 𝜎 > 𝜎𝑎, and put 𝑓 (𝑡) = 𝛼(𝜎 + 𝑖𝑡).

(a) Show that the preceding exercise applies to 𝑓 (𝑡).
(b) Show that ℒ( 𝑓 ) = { −1

2𝜋 log 𝑛 : 𝑎𝑛 ≠ 0}.
5. (a) Suppose that 𝑓 is an almost-periodic function, and that there is a 𝛿 > 0

such that | 𝑓 (𝑥) | ≥ 𝛿 for all real 𝑥. Show that 1/ 𝑓 (𝑥) ia an almost-periodic
function.

(b) Let 𝑝1, 𝑝2, . . . denote the prime numbers in increasing order. Put

𝑓 (𝑡) =
∞∑︁
𝑟=1

𝑝−𝑖𝑡𝑟
𝑟 (𝑟 + 1) .

Show that there is no real 𝑡 such that 𝑓 (𝑡) = 0, but that 1/ 𝑓 (𝑡) is not
almost-periodic.

F.5 Notes

Section F.1. Weyl’s Criterion originates in Weyl (1916).
For an extended discussion of uniform distribution, see Kuipers & Nieder-

reiter (1974). In Volume III, we shall discuss how a sequence of measures
defined on the real line may tend to a limiting measure, and how this is be
described in terms of their Fourier transforms.

Section F.2. Theorem F.3, with somewhat larger constants, was proved by
Erdős & Turán (1948). Theorem F.4 is found in Vaaler (1985, Corollary 21)
and Montgomery (1994, p. 8).

Section F.3. Kronecker (1884) achieved his general theorem using only the
simplest algebraic and arithmetic tools. Many proofs of our Theorems F.6, F.7
have been published. For a survey of these proofs as well as a sharp quantitative
treatment, see Gonek & Montgomery (2016b).

The quantities 𝑞𝑟1, 𝑞𝑟2, . . . , 𝑞𝑟𝑚 of Theorem F.6 are linear forms in the single
variable 𝑞. Kronecker considered linear forms in 𝑛 variables 𝑞1, 𝑞2, . . . , 𝑞𝑛, so
his linear forms were

∑𝑛
𝑗=1 𝑟𝑖 𝑗𝑞 𝑗 for 𝑖 = 1, 2, . . . , 𝑚. His full results are therefore

as follows:
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Theorem A Let 𝑅 = [𝑟𝑖 𝑗 ] be an 𝑚 × 𝑛 matrix with real entries, and suppose
that 𝜶 ∈ R𝑚. The following two assertions are equivalent:

1. For every 𝜀 > 0 there is a 𝒕 ∈ R𝑛 such that 𝑛∑︁
𝑗=1
𝑟𝑖 𝑗 𝑡 𝑗 − 𝛼𝑖

 < 𝜀
for 1 ≤ 𝑖 ≤ 𝑚.

2. If 𝒖 ∈ Z𝑚, and
𝑚∑︁
𝑖=1

𝑢𝑖𝑟𝑖 𝑗 = 0

for 1 ≤ 𝑗 ≤ 𝑛, then
∑𝑚
𝑖=1 𝑢𝑖𝛼𝑖 ∈ Z.

Theorem B Let 𝑅 = [𝑟𝑖 𝑗 ] be an 𝑚 × 𝑛 matrix with real entries, and suppose
that 𝜶 ∈ R𝑚. The following two assertions are equivalent:

1. For every 𝜀 > 0 there is a 𝒒 ∈ Z𝑛 such that 𝑛∑︁
𝑗=1
𝑟𝑖 𝑗𝑞 𝑗 − 𝛼𝑖

 < 𝜀
for 1 ≤ 𝑖 ≤ 𝑚.

2. If 𝒖 ∈ Z𝑚, and
𝑚∑︁
𝑖=1

𝑢𝑖𝑟𝑖 𝑗 ∈ Z

for 1 ≤ 𝑗 ≤ 𝑛, then
∑𝑚
𝑖=1 𝑢𝑖𝛼𝑖 ∈ Z.

As was the case with our Theorems F.6, F.7, it is easy to show that Theorems A
and B are equivalent. See Koksma (1936, pp. 83–86) for a review of Kronecker’s
Theorem up to 1936. Cassels (1957, pp. 53–59) gives a proof of the general
𝑚 × 𝑛 theorem, along classical lines. Siegel (1989, pp. 43–63) develops the
theory of vector groups, from which Kronecker’s theorem follows easily. For a
quantitatively precise version of Kronecker’s Theorem (in the case 𝑛 = 1) see
Gonek & Montgomery (2016b).

Theorem F.10 is from Barton, Montgomery, Vaaler (2001, Theorem 7).
Selberg pointed out the relations of Exercise F.3.1.6 to Jeff Vaaler in 1982, and check ex no
remarked that they are also useful for forming the composition of two or more
sieves.

Section F.4. The result of Exercise F.4.1.2 is due to Bohl (1906) (see p. 279
of his paper). Later, Bohr (1925) created an extensive theory of almost-periodic
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functions, and in the course of this demonstrated (cf pp. 119–121) that Bohl’s
Theorem is equivalent to the localized form of Kronecker’s Theorem, i.e., to
our Corollary F.9.

Bohr (1925, 1932) defined almost-periodic functions, and studied their prop-
erties in the hope that by applying his theory to Dirichlet series, a prove of RH
would emerge. Others, such as Stepanov, Besicovitch (see Besicovitch, 1932),
Weyl, Bochner, von Neumann, and Turing generalized the concept.

We now state without proof a number of outstanding properties of almost-
periodic functions. If 𝑓 (𝑥) is almost periodic, then for every real number 𝜆 the
limit

𝑐(𝜆) = lim
𝑇→∞

1
𝑇

∫ 𝑇

0
𝑓 (𝑥)𝑒(−𝜆𝑥) 𝑑𝑥

exists. Let ℒ( 𝑓 ) denote the set of those 𝜆 for which 𝑐(𝜆) ≠ 0. The set ℒ( 𝑓 )
is at most countable, and indeed there is a sort of Parseval identity:

lim
𝑇→∞

1
𝑇

∫ 𝑇

0
| 𝑓 (𝑥) |2 𝑑𝑥 =

∑︁
𝜆∈ℒ ( 𝑓 )

|𝑐(𝜆) |2.

If 𝑓 (𝑥) is almost periodic, then for every 𝜀 > 0 there is an almost-periodic
polynomial 𝑇 (𝑥) of the shape (F.9) such that | 𝑓 (𝑥) − 𝑇 (𝑥) | < 𝜀 for all 𝑥, and
indeed such a 𝑇 (𝑥) can be constructed so that 𝜆𝑚 ∈ ℒ( 𝑓 ) for all 𝑚. Hence the
sum or product of two almost-periodic functions is again almost-periodic.

Ingham (1962) used elementary tools of complex analysis to show that if

𝑓 (𝑠) =
∞∑︁
𝑛=0

𝑎𝑛𝑒
−𝜆𝑛𝑠

for 𝜎 > 0 where
∑∞
𝑛=0 |𝑎𝑛 | < ∞, 𝜆0 = 0, 𝜆𝑛 > 0 for 𝑛 > 0, the 𝜆𝑛 are distinct,

ℰ = { 𝑓 (𝑠) : 𝜎 > 0}, 𝒟 is a neighbourhood in ℰ, and 𝜙 is analytic andchanged from
US spelling bounded in 𝒟, then

𝑔(𝑠) = 𝜙( 𝑓 (𝑠)) =
∞∑︁
𝑛=0

𝑏𝑛𝑒
−𝜇𝑛𝑠

with
∑∞
𝑛=0 |𝑏𝑛 | < ∞, and the 𝜇𝑛 are linear combinations with positive integer

coefficients of a finite collection of the 𝜆𝑛. Hewitt & Williamson (1957) and
Edwards (1957) used tools of functional analysis to establish the same thing in
the special case 𝜙(𝑧) = 1/𝑧.

The notion of almost periodicity that we have described here is known
as uniform almost periodicity because it is based on the uniform norm. The
function 𝑓 (𝑦) = (𝜓(𝑒𝑦) − 𝑒𝑦)/𝑒𝑦/2 is not uniformly almost-periodic, but it can
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be shown that it is mean-square almost-periodic if the Riemann Hypothesis is
true.
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Appendix G
Bounds for Bilinear Forms

G.1 The operator norm of a matrix

In various situations we are confronted with a problem of bounding a bilinear
form – namely an expression of the general shape

𝑀∑︁
𝑚=1

𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑥𝑛𝑦𝑚.

In applications the 𝑥𝑛 and 𝑦𝑚 may have considerable arithmetic structure, but
we can often obtain a serviceable estimate using only the mean square sizes of
the variables. Thus we seek an inequality of the sort����∑︁

𝑚,𝑛

𝑎𝑚𝑛𝑥𝑛𝑦𝑚

���� ≤ Δ

(∑︁
𝑛

|𝑥𝑛 |2
)1/2 (∑︁

𝑚

|𝑦𝑚 |2
)1/2

. (G.1)

Here Δ depends on the coefficient matrix 𝐴 = [𝑎𝑚𝑛], but is independent of the
vectors 𝒙, 𝒚.

Let 𝐴 = [𝑎𝑚𝑛] be an 𝑀×𝑁 matrix with complex entries. Then 𝐴 determines
a linear map 𝒙 ↦→ 𝒚 = 𝐴𝒙 from C𝑁 to C𝑀 . The norm of 𝐴, as a linear operator,
is the maximum of the ratio ∥𝒚∥/∥𝒙∥ as 𝒙 runs over all non-zero members of
C𝑁 ,

∥𝐴∥ = max
𝒙≠0

∥𝐴𝒙∥
∥𝒙∥

where ∥𝒙∥ =
( ∑ |𝑥𝑛 |2

)1/2 denotes the usual Euclidean norm. By homogeneity
we may write instead

∥𝐴∥ = max
∥𝒙∥=1

∥𝐴𝒙∥.

We now show that ∥𝐴∥ is the optimal constant in the inequality (G.1).

397
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Theorem G.1 (Duality) Let 𝐴 = [𝑎𝑚𝑛] be a fixed𝑀×𝑁 matrix. The following
three assertions concerning the positive constant Δ are equivalent:

(a) For any 𝒙 ∈ C𝑁 ,
𝑀∑︁
𝑚=1

���� 𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑥𝑛

����2 ≤ Δ2
𝑁∑︁
𝑛=1

|𝑥𝑛 |2;

(b) For any 𝒙 ∈ C𝑁 and any 𝒚 ∈ C𝑀 ,���� 𝑀∑︁
𝑚=1

𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑥𝑛𝑦𝑚

���� ≤ Δ

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( 𝑀∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
;

(c) For any 𝒚 ∈ C𝑀 ,
𝑁∑︁
𝑛=1

���� 𝑀∑︁
𝑚=1

𝑎𝑚𝑛𝑦𝑚

����2 ≤ Δ2
𝑀∑︁
𝑚=1

|𝑦𝑚 |2.

In terms of linear maps and inner products, these inequalities assert that
(a) ∥𝐴𝒙∥ ≤ Δ∥𝒙∥,

(b) | (𝐴𝒙, 𝒚) | ≤ Δ∥𝒙∥∥𝒚∥,

(c) ∥𝐴∗𝒚∥ ≤ Δ∥𝒚∥.

Here 𝐴∗ is the adjoint of 𝐴. That is, 𝐴∗ = (𝐴)T is the 𝑁 × 𝑀 matrix
𝐴∗ = [𝑎𝑛𝑚]. In terms of inner products, 𝐴∗ is characterized by the property
that (𝐴𝒙, 𝒚) = (𝒙, 𝐴∗𝒚) for all 𝒙 and 𝒚. Since (a) and (c) are equivalent, we
deduce that

∥𝐴∥ = ∥𝐴∗∥.

Proof We show that (a) and (b) are equivalent. Then by interchanging the
roles of 𝑚 and 𝑛 it is clear that (b) and (c) are equivalent.

(a) =⇒ (b). By Cauchy’s inequality���∑︁
𝑚

(∑︁
𝑛

𝑎𝑚𝑛𝑥𝑛

)
𝑦𝑚

��� ≤ (∑︁
𝑚

���∑︁
𝑛

𝑎𝑚𝑛𝑥𝑛

���2)1/2 (∑︁
𝑚

|𝑦𝑚 |2
)1/2

.

In the first factor on the right we insert the bound provided by (a) to obtain (b).
(b) =⇒ (a). Set

𝑦𝑚 =

𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑥𝑛,
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and let 𝑆 denote the left and side of (a). Then 𝑆 =
∑
𝑛 𝑎𝑚𝑛𝑥𝑛𝑦𝑚, and by (b) we

see that

𝑆 ≤ Δ

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( 𝑀∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
= Δ

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |2
)1/2

𝑆1/2.

If 𝑆 = 0, then (a) is obviously satisfied. Otherwise 𝑆 > 0, and we may square
both sides above and divide by 𝑆 to obtain (a). □

Corollary G.2 For any 𝑀 × 𝑁 matrix 𝐴,

∥𝐴∥ = ∥𝐴∗∥ ≤ ∥𝐴∗𝐴∥1/2.

By using Corollary G.11 below it will become apparent that the inequality
here may be replaced by equality.

Proof The identity represents the equivalence of (a) and (c). To obtain the
inequality, let 𝒙 be a unit vector for which ∥𝐴𝒙∥ = ∥𝐴∥. Then

∥𝐴∥2 = ∥𝐴𝒙∥2 = (𝐴𝒙, 𝐴𝒙) = (𝐴∗𝐴𝒙, 𝒙).

By (b) with 𝒚 = 𝒙 we see that this last expression is ≤ ∥𝐴∗𝐴∥. □

As a first upper bound for ∥𝐴∥ we establish

Theorem G.3 Let 𝐴 be an 𝑀 × 𝑁 matrix. Then

∥𝐴∥ ≤
(

max
𝑚

𝑁∑︁
𝑛=1

|𝑎𝑚𝑛 |
)1/2 (

max
𝑛

𝑀∑︁
𝑚=1

|𝑎𝑚𝑛 |
)1/2

.

Proof By Cauchy’s inequality���∑︁
𝑚,𝑛

𝑎𝑚𝑛𝑥𝑛𝑦𝑚

��� ≤ (∑︁
𝑚,𝑛

|𝑎𝑚𝑛 | |𝑥𝑛 |2
)1/2 (∑︁

𝑚,𝑛

|𝑎𝑚𝑛 | |𝑦𝑚 |2
)1/2

.

The first sum on the right hand side is∑︁
𝑛

|𝑥𝑛 |2
∑︁
𝑚

|𝑎𝑚𝑛 | ≤
(

max
𝑛

∑︁
𝑚

|𝑎𝑚𝑛 |
) ∑︁
𝑛

|𝑥𝑛 |2.

We treat the second sum similarly, and thus obtain the situation of The-
orem G.1(b) with

Δ =

(
max
𝑛

∑︁
𝑚

|𝑎𝑚𝑛 |
)1/2 (

max
𝑚

∑︁
𝑛

|𝑎𝑚𝑛 |
)1/2

.

Thus ∥𝐴∥ ≤ Δ by Theorem G.1. □
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In general, Theorem G.3 provides a useful bound only if the 𝑎𝑚𝑛 are non-
negative and approximately the same size, or if the matrix is nearly diagonal.
Otherwise the bound for ∥𝐴∥ may be weak because it takes no account of pos-
sible cancellation. We apply this to the matrix 𝐴∗𝐴 and appeal to Corollary G.2
to obtain

Corollary G.4 Let 𝐴 = [𝑎𝑚𝑛] be an 𝑀 × 𝑁 matrix. Then

∥𝐴∥ ≤
(
max
𝑛1

𝑁∑︁
𝑛2=1

���� 𝑀∑︁
𝑚=1

𝑎𝑚𝑛1𝑎𝑚𝑛2

���� )1/2
.

If the columns of 𝐴 are nearly orthonormal, then 𝐴∗𝐴 is nearly the identity
matrix, and by the above ∥𝐴∥ is not much more than 1. We may use columns
rather than rows, by applying the above to 𝐴T instead of 𝐴. If the columns are
far from orthonormal, then the above bound will in general be weak. In some
instances greater precision can be obtained by introducing a type of weighting
factor.

Theorem G.5 Let 𝐴 = [𝑎𝑚𝑛] be an 𝑀 × 𝑁 matrix, but suppose that the 𝑎𝑚𝑛
are defined for all integral values of 𝑚. Let 𝑤𝑚 be nonnegative and suppose
that 𝑤𝑚 ≥ 1 for 1 ≤ 𝑚 ≤ 𝑀 . Then

∥𝐴∥ ≤
(

max
𝑛1

𝑁∑︁
𝑛2=1

���� ∞∑︁
𝑚=−∞

𝑎𝑚𝑛1𝑎𝑚𝑛2𝑤𝑚

����)1/2

provided that the inner sum converges for all 𝑛1, 𝑛2.

Proof Let 𝒙 be a unit vector for which ∥𝐴𝒙∥ = ∥𝐴∥. Then by the properties
of the 𝑤𝑚 we see that

∥𝐴𝒙∥2 =

𝑀∑︁
𝑚=1

���� 𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑥𝑛

����2 ≤
∞∑︁

𝑚=−∞
𝑤𝑚

���� 𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑥𝑛

����2.
We expand and take the sum over 𝑚 inside to see that this is∑︁

𝑛1

𝑥𝑛1

∑︁
𝑛2

𝑥𝑛2

∑︁
𝑚

𝑤𝑚𝑎𝑚𝑛1𝑎𝑚𝑛2 = (𝐵𝒙, 𝒙)

where 𝐵 is the matrix with entries

𝑏𝑛1𝑛2 =

∞∑︁
𝑚=−∞

𝑤𝑚𝑎𝑚𝑛1𝑎𝑚𝑛2 .

By Theorem G.1(b) we know that | (𝐵𝒙, 𝒙) | ≤ ∥𝐵∥, so ∥𝐴∥ ≤ ∥𝐵∥1/2. Then
by applying Theorem G.3 to 𝐵 we obtain the stated result. □



G.1 The operator norm of a matrix 401

If 𝑤𝑚 = 1 for 1 ≤ 𝑚 ≤ 𝑀 and 𝑤𝑚 = 0 otherwise, then the argument above
reduces to the proof of Corollary G.4. If the 𝑎𝑚𝑛 are oscillatory and random
in appearance, then the upper bounds for ∥𝐴∥ that we might derive from the
theorems above are likely to be much larger than the true order of magnitude.
In such a situation, the following lower bound may be closer to the truth.

Theorem G.6 Let 𝐴 be an 𝑀 × 𝑁 matrix. Then

∥𝐴∥2 ≥
∑
𝑚,𝑛 |𝑎𝑚𝑛 |2

min(𝑀, 𝑁) .

Proof We consider the size of ∥𝐴𝒙∥ with 𝑥𝑛 = 𝑒(𝑛𝜃), and average over 𝜃. By
the orthogonality of the functions 𝑒(𝑛𝜃) we see that∫ 1

0

𝑀∑︁
𝑚=1

���� 𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑒(𝑛𝜃)
����2 𝑑𝜃 = ∑︁

𝑚,𝑛

|𝑎𝑚𝑛 |2.

We choose a 𝜃 for which the integrand is at least as large as the right hand side.
Since ∥𝒙∥ = 𝑁1/2 for any 𝜃, we conclude that

∥𝐴∥ ≥
(

1
𝑁

∑︁
𝑚,𝑛

|𝑎𝑚𝑛 |2
)1/2

.

By applying this argument to 𝐴T instead of 𝐴 we obtain this lower bound with
𝑁 replaced by 𝑀 . Thus the proof is complete. □

G.1.1 Exercises
1. Let 𝐴 be an 𝑚 × 𝑛 matrix, and let 𝐶 ⊆ C𝑛 denote the column space of 𝐴★,

which is to say the set of all vectors of the form 𝐴★𝒚 for 𝒚 ∈ C𝑚. Let Δ be
the optimal constant in Theorem G.1(a). Suppose that 𝒚 ∈ C𝑚 is chosen so
that ∥𝒚∥ = 1 and ∥𝐴★𝒚∥ = Δ. Put 𝒙 = 𝐴★𝒚

(a) Show that ∥𝐴𝒙∥ = Δ∥𝒙∥.
(b) Deduce that

max
𝒙∈C𝑛
𝒙≠0

∥𝐴𝒙∥
∥𝒙∥ = max

𝒙∈𝐶
𝒙≠0

∥𝐴𝒙∥
∥𝒙∥ .

(When seeking a bound for the norm of a matrix 𝐴, it is sometimes useful
to know that it suffices to consider 𝒙 of the form 𝐴★𝒚.)

2. For 𝒙 ∈ C𝑁 and real 𝑝 > 1, put ∥𝒙∥ 𝑝 =
( ∑ |𝑥𝑛 |𝑝

)1/𝑝 . Similarly put
∥𝒙∥∞ = max |𝑥𝑛 |. Suppose that 𝑝 and 𝑞 are real numbers, 1 ≤ 𝑝 ≤ ∞,
1 ≤ 𝑞 ≤ ∞, and that 𝑝′ and 𝑞′ are determined by the relations 1/𝑝+1/𝑝′ = 1,
1/𝑞+1/𝑞′ = 1. Let 𝐴 be an𝑀×𝑁 matrix. Show that the following assertions
concerning the constant Δ are equivalent:
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(a) For all 𝒙 ∈ C𝑁 ,
∥𝐴𝒙∥ 𝑝 ≤ Δ∥𝒙∥𝑞;

(b) for all 𝒙 ∈ C𝑁 and 𝒚 ∈ C𝑀��∑︁ 𝑎𝑚𝑛𝑥𝑛𝑦𝑚
�� ≤ Δ∥𝒙∥𝑞 ∥𝒚∥ 𝑝′ ;

(c) for all 𝒚 ∈ C𝑀 ,
∥𝐴∗𝒚∥𝑞′ ≤ Δ∥𝒚∥ 𝑝′ .

3. Let 𝐵 and 𝐶 be rectangular matrices, and putadded ‘Let’

𝐴 =

[
𝐵 0
0 𝐶

]
.

Show that ∥𝐴∥ = max(∥𝐵 |, ∥𝐶∥).
4. Suppose that |𝑎𝑚𝑛 | ≤ 𝑏𝑚𝑛 for all 𝑚 and 𝑛. Show that ∥𝐴∥ ≤ ∥𝐵∥.
5. Let 𝐴 be an 𝑀 × 𝑁 matrix, and suppose that there are positive numbers 𝐶,
𝐷, 𝑢1, . . . , 𝑢𝑁 , 𝑣1, . . . , 𝑣𝑀 such that

𝑀∑︁
𝑚=1

|𝑎𝑚𝑛 |𝑣𝑚 ≤ 𝐶𝑢𝑛

for 1 ≤ 𝑛 ≤ 𝑁 , and also that
𝑁∑︁
𝑛=1

|𝑎𝑚𝑛 |𝑢𝑛 ≤ 𝐷𝑣𝑚

for 1 ≤ 𝑚 ≤ 𝑀 .

(a) Show that if ∥𝒙∥ = ∥𝒚∥ = 1, then

| (𝐴𝒙, 𝒚) |2 ≤
(∑︁
𝑚,𝑛

|𝑎𝑚𝑛 |𝑣𝑚/𝑢𝑛
) (∑︁
𝑚,𝑛

|𝑎𝑚𝑛 |𝑢𝑛/𝑣𝑚
)
.

(b) Deduce that ∥𝐴∥ ≤ (𝐶𝐷)1/2.
6. Let 𝐴 be an 𝑀 × 𝑁 matrix with 𝑎𝑚𝑛 = 1 for all 𝑚 and 𝑛. Show that

∥𝐴∥ = (𝑀𝑁)1/2.
7. Let 𝐴 be an 𝑀 × 𝑁 matrix with real entries. Show that

max
𝒙∈R𝑁
∥𝒙∥=1

∥𝐴𝒙∥ = max
𝒙∈C𝑁
∥𝒙∥=1

∥𝐴𝒙∥

8. Suppose that 𝑝 and 𝑞 are real numbers, 𝑝 > 1, 𝑞 > 1, and that 1
𝑝
+ 1
𝑝′ = 1

and 1
𝑞
+ 1
𝑞′ = 1. Let 𝐴 = [𝑎𝑚𝑛] be an 𝑀 ×𝑁 matrix. Show that the following

three assertions concerning the positive constant Δ are equivalent:
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(a) For any 𝒙 ∈ C𝑁 ,( 𝑀∑︁
𝑚=1

��� 𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑥𝑛

���𝑞′ )1/𝑞′

≤ Δ

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |𝑝
)1/𝑝

,

(b) For any 𝒙 ∈ C𝑁 and any 𝒚 ∈ C𝑀 ,��� 𝑀∑︁
𝑚=1

𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑥𝑛𝑦𝑚

��� ≤ Δ

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |𝑝
)1/𝑝 ( 𝑀∑︁

𝑚=1
|𝑦𝑚 |𝑞

)1/𝑞
,

(c) For any 𝒚 ∈ C𝑀 ,( 𝑁∑︁
𝑛=1

��� 𝑀∑︁
𝑚=1

𝑎𝑚𝑛𝑦𝑚

���𝑝′ )1/𝑝′

≤ Δ

( 𝑀∑︁
𝑚=1

|𝑦𝑚 |𝑞
)1/𝑞

.

G.2 Square matrices

The operator norm is defined for an arbitrary rectangular matrix, but if 𝐴 is
square, say 𝑁 × 𝑁 , then further numbers can be associated with it. In the
first place, 𝐴 has 𝑁 eigenvalues 𝜆𝑛, which are the roots of the polynomial
det(𝑧𝐼 − 𝐴), and we define the spectral radius of 𝐴 to be

𝜌(𝐴) = max
𝑛

|𝜆𝑛 |.

We also consider the numerical radius of 𝐴,

𝜈(𝐴) = max
∥𝒙∥=1

���∑︁
𝑚,𝑛

𝑎𝑚𝑛𝑥𝑛𝑥𝑚

��� = max
∥𝒙∥=1

| (𝐴𝒙, 𝒙) |.

These quantities are related to the operator norm ∥𝐴∥ in the following simple
manner.

Theorem G.7 Let 𝐴 be an arbitrary 𝑁 × 𝑁 matrix. Then

𝜌(𝐴) ≤ 𝜈(𝐴) ≤ ∥𝐴∥.

Proof Let 𝜆 be an eigenvalue of 𝐴, and let 𝒙 ≠ 0 be an associated eigenvector,
so that 𝐴𝒙 = 𝜆𝒙. Without loss of generality we may suppose that ∥𝒙∥ = 1. For
this vector, (𝐴𝒙, 𝒙) = (𝜆𝒙, 𝒙) = 𝜆, so that 𝜈(𝐴) ≥ |𝜆 |, and hence 𝜈(𝐴) ≥ 𝜌(𝐴).

By Theorem G.1(b),

∥𝐴∥ = max
∥𝒙∥=∥𝒚 ∥=1

| (𝐴𝒙, 𝒚) |.

Thus 𝜈(𝐴) ≤ ∥𝐴∥, and the proof is complete. □
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The first inequality above can not be reversed in general, since 𝜈(𝐴) may
be large even when all the eigenvalues vanish. (Consider a matrix 𝐴 for which
𝑎𝑚𝑛 = 0 whenever 𝑚 ≥ 𝑛.) However, 𝜈(𝐴) and ∥𝐴∥ are always comparable.

Theorem G.8 Let 𝐴 be an 𝑁 × 𝑁 matrix. Then
1
2
∥𝐴∥ ≤ 𝜈(𝐴) ≤ ∥𝐴∥,

and if 𝐴 is Hermitian (i.e., if 𝐴∗ = 𝐴), then 𝜈(𝐴) = ∥𝐴∥.

In Corollary G.11 below it will also be established that if 𝐴 is Hermitian,
then also 𝜌(𝐴) = ∥𝐴∥.

Proof We establish the last assertion first. The hypothesis that 𝐴 is Hermitian
is equivalent to saying that (𝐴𝒙, 𝒚) = (𝒙, 𝐴𝒚) for all 𝒙 and 𝒚. Put 𝒖 = 𝒙 + 𝒚 and
𝒗 = 𝒙 − 𝒚. It is easily verified that if 𝐴 is Hermitian, then

4 Re(𝐴𝒙, 𝒚) = (𝐴𝒖, 𝒖) − (𝐴𝒗, 𝒗).

By Theorem G.1(b) we can choose unit vectors 𝒙 and 𝒚 so that (𝐴𝒙, 𝒚) = ∥𝐴∥.
Then

4∥𝐴∥ = (𝐴𝒖, 𝒖) − (𝐴𝒗, 𝒗) ≤ 𝜈(𝐴) (∥𝒖∥2 + ∥𝒗∥2).

But ∥𝒖∥2 = 2 + 2 Re(𝒙, 𝒚) and ∥𝒗∥2 = 2 − 2 Re(𝒙, 𝒚), so that ∥𝒖∥2 + ∥𝒗∥2 = 4,
and hence ∥𝐴∥ ≤ 𝜈(𝐴).

The second displayed inequality follows trivially from Theorem G.1(b) and
the definition of 𝜈(𝐴). To establish an inequality in the reverse direction, sup-
pose that 𝐴 is an arbitrary 𝑁×𝑁 matrix. Write 𝐴 = 𝐵+𝑖𝐶 where 𝐵 = (𝐴+𝐴∗)/2
and 𝐶 = (𝐴 − 𝐴∗)/(2𝑖). The triangle inequality holds for the operator norm
∥ · ∥, so ∥𝐴∥ ≤ ∥𝐵∥ + ∥𝐶∥. But 𝐵 and 𝐶 are Hermitian, so this latter quant-
ity is 𝜈(𝐵) + 𝜈(𝐶). For any 𝒙 ∈ 𝑪𝑁 we see that (𝐵𝒙, 𝒙) = Re(𝐴𝒙, 𝒙), and
(𝐶𝒙, 𝒙) = Im(𝐴𝒙, 𝒙). Hence 𝜈(𝐵) ≤ 𝜈(𝐴), 𝜈(𝐶) ≤ 𝜈(𝐴), and we conclude
that ∥𝐴∥ ≤ 2𝜈(𝐴). □

We now consider the possibility that a square matrix 𝐴 might be converted
to a diagonal matrix by means of a suitable change of basis. In general, if 𝑆 is
non-singular, so that 𝒙 = 𝑆𝒖 expresses a linear change of variables, then the
linear transformation 𝒙 ↦→ 𝐴𝒙 is computed as 𝒖 ↦→ 𝐵𝒖 in the new coordinate
system, where 𝐵 = 𝑆−1𝐴𝑆. In this case we say that 𝐴 and 𝐵 are similar. An easy
calculation reveals that if 𝐴 and 𝐵 are similar, then tr 𝐴 = tr 𝐵, det 𝐴 = det 𝐵,
and indeed 𝐴 and 𝐵 have the same characteristic polynomial. Hence 𝐴 and 𝐵
have the same eigenvalues, so that 𝜌(𝐴) = 𝜌(𝐵). On the other hand, the norm
of a matrix is a metric quantity, and in general ∥𝐴∥ ≠ ∥𝐵∥. In order that ∥𝐴∥
should be invariant we restrict our attention to those similarity transformations
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that preserve distances. Let𝑈 be an 𝑁 ×𝑁 matrix. Then it is easy to verify that
the following assertions are equivalent:

(i) 𝑈 is unitary (i.e.,𝑈∗ = 𝑈−1);
(ii) The columns of𝑈 are orthonormal vectors;

(iii) The rows of𝑈 are orthonormal vectors;
(iv) The map 𝒙 ↦→ 𝑈𝒙 is an isometry of C𝑁

(i.e., ∥𝑈𝒙∥ = ∥𝒙∥ for all 𝒙 ∈ C𝑁 );
(v) (𝑈𝒙,𝑈𝒚) = (𝒙, 𝒚) for all 𝒙, 𝒚 ∈ C𝑁 .

Thus a unitary transformation maps one orthonormal basis to another, and
conversely, if two orthonormal bases are given, then there is a unitary trans-
formation that takes one to the other. In the analogous situation of linear maps
from R𝑁 to itself, we would find that the orthogonal matrices have correspond-
ing properties. (A matrix 𝑋 is orthogonal if 𝑋T = 𝑋−1). If 𝐴 = 𝑈−1𝐵𝑈 where
𝑈 is unitary, then we say that 𝐴 and 𝐵 are unitarily similar. In this case it is clear
that ∥𝐴∥ = ∥𝐵∥, and that 𝜈(𝐴) = 𝜈(𝐵). Moreover, we note that 𝐴 is Hermitian
(𝐴∗ = 𝐴) if and only if 𝐵 is, that 𝐴 is normal (𝐴𝐴∗ = 𝐴∗𝐴) if and only if 𝐵 is,
and that 𝐴 is unitary (𝐴∗ = 𝐴−1) if and only if 𝐵 is. We now produce a unitarily
similar canonical form for 𝐴.

Theorem G.9 (Schur’s triangularization theorem) For any 𝑁 × 𝑁 matrix 𝐴
there is an upper triangular matrix𝑇 that is unitarily similar to 𝐴,𝑇 = 𝑈−1𝐴𝑈.
The diagonal entries of 𝑇 are the eigenvalues of 𝐴.

Proof We prove the first assertion by induction on 𝑁 . For 𝑁 = 1 there is
nothing to show. Suppose we have the result for 𝑁 − 1. Let 𝜆1 be an eigenvalue
of 𝐴, and that 𝒗1 is an associated unit eigenvector. Choose 𝒗2, . . . , 𝒗𝑁 so that the
𝒗𝑛 form an orthonormal basis for C𝑁 , and let 𝑉 be the matrix whose columns
are the 𝒗𝑛. Then 𝑉 is unitary, and 𝑉∗𝐴𝑉 has the form

𝑉∗𝐴𝑉 =

[
𝜆1 ∗

0 𝐵

]
.

By the inductive hypothesis there is a unitary matrix 𝑊 such that 𝑊−1𝐵𝑊 is
upper-triangular. Put

𝑋 =

[
1 0
0 𝑊

]
.

Then

𝑋∗𝑉∗𝐴𝑉𝑋 =

[
𝜆1 ∗

0 𝑊∗𝐵𝑊

]
.

is upper-triangular, and we take𝑈 = 𝑉𝑋 .
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The second assertion is obvious, since

char poly 𝐴 = char poly𝑇 =

𝑁∏
𝑛=1

(𝑥 − 𝑡𝑛𝑛). □

If 𝐷 is a diagonal matrix, then clearly 𝐷∗𝐷 = 𝐷𝐷∗, so that 𝐷 is normal.
Conversely, suppose that 𝑇 is a normal upper-triangular matrix. On comparing
the diagonal entries of 𝑇∗𝑇 with those of 𝑇𝑇∗, we see that

𝑛∑︁
𝑚=1

|𝑡𝑚𝑛 |2 =

𝑁∑︁
𝑚=𝑛

|𝑡𝑛𝑚 |2

for 1 ≤ 𝑛 ≤ 𝑁 . On taking 𝑛 = 1, we deduce that 𝑡1𝑚 = 0 for 𝑚 > 1. Then we set
𝑛 = 2 to show that 𝑡2𝑚 = 0 for 𝑚 > 2. Hence by induction we find that 𝑡𝑚𝑛 = 0
for 𝑚 ≠ 𝑛, so that 𝑇 is diagonal. Thus we have

Corollary G.10 A square matrix 𝐴 is unitarily similar to a diagonal matrix,
𝑈∗𝐴𝑈 = 𝐷, if and only if 𝐴 is normal.

If 𝐷 is diagonal, then clearly 𝜌(𝐷) = ∥𝐷∥. Thus we deduce

Corollary G.11 If 𝐴 is normal, then 𝜌(𝐴) = 𝜈(𝐴) = ∥𝐴∥.

We note that if 𝐴 is Hermitian or unitary, then 𝐴 is normal, and the above
applies. We consider again Corollary G.2, whose proof amounted to observing
that

∥𝐴∥2 = 𝜈(𝐴∗𝐴) ≤ ∥𝐴∗𝐴∥.

Since 𝐴∗𝐴 is Hermitian, we know by Theorem G.8 that equality holds here. By
Corollary G.11 we can add the further observation that

∥𝐴∥2 = 𝜌(𝐴∗𝐴).

G.2.1 Exercises
1. (Schur, 1909) Let 𝐴 = [𝑎𝑚𝑛] be an 𝑁 × 𝑁 matrix.made

proper cite (a) Show that
tr 𝐴𝐴★ =

∑︁
1≤𝑚,𝑛≤𝑁

|𝑎𝑚𝑛 |2.

(b) Let 𝑈 be a unitary matrix such that 𝑈𝐴𝑈∗ = 𝑇 = [𝑡𝑚𝑛] is upper
triangular. Show that

tr𝑇𝑇∗ =
∑︁

1≤𝑚≤𝑛≤𝑁
|𝑡𝑚𝑛 |2 =

∑︁
1≤𝑚,𝑛≤𝑁

|𝑎𝑚𝑛 |2.
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(c) Let 𝜆1, 𝜆2, . . . , 𝜆𝑁 be the eigenvalues of 𝐴 (e.g., 𝜆𝑛 = 𝑡𝑛𝑛). Show that
𝑁∑︁
𝑛=1

|𝜆𝑛 |2 ≤
∑︁

1≤𝑚,𝑛≤𝑁
|𝑎𝑚𝑛 |2,

and that equality holds if and only if 𝐴 is normal.

2. Let 𝐴 be an 𝑀 × 𝑁 matrix, and let 𝜆1, . . . , 𝜆𝑁 be the eigenvalues of 𝐴∗𝐴.
Show that the 𝜆𝑛 are nonnegative, and that

𝑁∑︁
𝑛=1

𝜆𝑛 =
∑︁
𝑚,𝑛

|𝑎𝑚𝑛 |2.

Use this to give a second proof of Theorem G.6.
3. Let 𝐴 be an 𝑀 × 𝑁 matrix.

(a) Show that 𝐴(𝐴∗𝐴 − 𝑧𝐼)−1𝐴∗ = 𝐼 + 𝑧(𝐴𝐴∗ − 𝑧𝐼)−1 for any complex
number 𝑧 for which either of the inverses exists.

(b) Show that the non-zero eigenvalues of 𝐴∗𝐴 coincide with those of 𝐴𝐴∗.

4. Let 𝐴 be an 𝑁 × 𝑁 matrix, and let 𝐶, 𝑢1, . . . , 𝑢𝑁 be positive numbers such
that

𝑁∑︁
𝑛=1

|𝑎𝑚𝑛 |𝑢𝑛 ≤ 𝐶𝑢𝑚 (G.2)

for 1 ≤ 𝑚 ≤ 𝑁 .

(a) Show that 𝜌(𝐴) ≤ 𝐶. (Suggestion: Let 𝒙 be an eigenvector, and con-
sider that 𝑚 for which |𝑥𝑚 |/𝑢𝑚 is maximal.)

(b) Show that if 𝑎𝑚𝑛 > 0 for all 𝑚 and 𝑛, and if 𝐶 is chosen minimally,
then equality holds in (G.2) for all 𝑚, so that 𝜌(𝐴) is an eigenvalue,
and 𝒖 is an associated eigenvector with positive coordinates.

5. Show that an 𝑁 ×𝑁 matrix 𝐴 is normal if and only if its eigenvectors form
an orthogonal basis for C𝑁 .

6. Show that the following are equivalent:

(a) 𝑈 is unitary;
(b) 𝑈 is normal and all its eigenvalues are unimodular.

7. Show that the following are equivalent:

(a) 𝑋 is Hermitian;
(b) 𝑋 is normal and all its eigenvalues are real.

8. Let 𝐴 be an 𝑁 × 𝑁 matrix. The field of values of 𝐴 is the set of complex
numbers {(𝐴𝒙, 𝒙) : ∥𝒙∥ = 1}.
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(a) Show that if 𝐴 and 𝐵 are unitarily similar, then they have the same
field of values.

(b) Show that if 𝐴 is normal, then its field of values is the convex hull of
its eigenvalues.

(c) Show that the field of values of 𝐴 is an interval on the real line if and
only if A is Hermitian.

(d) The field of values is a convex set that contains the eigenvalues of 𝐴.
(e) If 𝐵 is an 𝑀 × 𝑁 matrix, then the field of values of 𝐵∗𝐵 is the same as

the field of values of 𝐵𝐵∗.

9. Let 𝐴 be a Hermitian matrix for which (𝐴𝒙, 𝒙) ≥ 0 for all 𝒙. Show
that | (𝐴𝒙, 𝒚) | ≤ (𝐴𝒙, 𝒙) (𝐴𝒚, 𝒚). (Suggestion: Consider (𝐴(𝜆𝒙 + 𝜇𝒚),
𝜆𝒙 + 𝜇𝒚).)

10. Suppose that 𝐴1, . . . , 𝐴𝐾 are commuting normal matrices. Show that there
is a unitary matrix𝑈 such that all the matrices𝑈∗𝐴𝑘𝑈 are diagonal.

11. (Watkins, 1980) Suppose that 𝐴 and 𝐵 are real square matrices that aremade proper
cite similar over C, say 𝐴 = 𝑆−1𝐵𝑆 where 𝑆 has complex entries. Write 𝑆 =

𝑃 + 𝑖𝑄 where 𝑃 and 𝑄 have real entries.

(a) Show that 𝑃𝐴 = 𝐵𝑃 and that 𝑄𝐴 = 𝐵𝑄.
(b) Deduce that (𝑃 + 𝑟𝑄)𝐴 = 𝐵(𝑃 + 𝑟𝑄) for any real number 𝑟.
(c) Let 𝑝(𝑧) = det(𝑃 + 𝑧𝑄). Explain why 𝑝(𝑖) ≠ 0.
(d) Explain why there is a real number 𝑟 such that 𝑝(𝑟) ≠ 0.
(e) Conclude that there is a nonsingular square matrix 𝑅 with real entries

for which 𝐴 = 𝑅−1𝐵𝑅.

12. Let 𝐴 be a real symmetric matrix. Show that any number of the form
(𝐴𝒙, 𝒙) where 𝒙 is a unit vector in C𝑁 can also be written in this form with
𝒙 a unit vector in R𝑁 .

13. Let

𝐴 =

[
0 2
0 0

]
.

Show that 𝜌(𝐴) = 0, 𝜈(𝐴) = 1, and that ∥𝐴∥ = 2. (Thus the constant 1/2
in the lower bound in Theorem G.8 is best possible.)

14. (a) Let

𝐴 =


2 0 0
0 0 1
0 0 1

 .
Show that the eigenvalues of 𝐴 are 0, 1, 2, that the eigenvalues of 𝐴∗𝐴 are
0, 2, 4, that 𝐴 is not normal, and that 𝜌(𝐴) = 𝜈(𝐴) = ∥𝐴∥ = 2.
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(b) Show that the converse of Corollary G.11 is true for 𝑁 ≤ 2, but false
for 𝑁 > 2.

15. Let 𝐴 be a normal matrix, 𝜆 a complex number, and 𝒙 a vector. Put
𝒆 = 𝐴𝒙−𝜆𝒙. Show that 𝐴 has an eigenvalue in the disk |𝑧−𝜆 | ≤ ∥𝒆∥/∥𝒙∥.
(Hint: If 𝐴 − 𝜆𝐼 is singular, then this is obvious. Otherwise, argue that
𝜌((𝐴 − 𝜆𝐼)−1) = ∥(𝐴 − 𝜆𝐼)−1∥ ≥ ∥𝒙∥/∥𝒆∥.)

16. (a) Let 𝐶 be an 𝑁 × 𝑁 Hermitian matrix such that (𝐶𝒙, 𝒙) ≥ 0 for all
𝒙 ∈ C𝑁 . Show that there is an 𝑁 × 𝑁 matrix 𝐵 such that 𝐵∗𝐵 = 𝐶.
(b) Suppose that 𝐴 is an 𝑀 × 𝑁 matrix, and put Δ = ∥𝐴∗𝐴∥1/2. Show that

there is an 𝑁 × 𝑁 matrix 𝐵 such that 𝐴∗𝐴 + 𝐵∗𝐵 = Δ2𝐼.
(c) Suppose that 𝐴 is an 𝑀 × 𝑁 matrix for which condition (a) of The-

orem G.1 holds. Show that there is an 𝑁 × 𝑁 matrix 𝐵 such that
𝑀∑︁
𝑚=1

���� 𝑁∑︁
𝑛=1

𝑎𝑚𝑛𝑥𝑛

����2 + 𝑁∑︁
𝑚=1

���� 𝑁∑︁
𝑛=1

𝑏𝑚𝑛𝑥𝑛

����2 = Δ2
𝑁∑︁
𝑛=1

|𝑥𝑛 |2

for all 𝒙 ∈ C𝑁 .
17. (Toeplitz, 1910) Suppose that 𝑓 ∈ 𝐿∞ (T) has Fourier coefficients made propoer

cite

�̂� (𝑘) =
∫ 1

0
𝑓 (𝑥)𝑒(−𝑘𝑥) 𝑑𝑥,

and put

𝑆(𝑥) =
𝑁∑︁
𝑛=1

𝑥𝑛𝑒(𝑛𝑥), 𝑇 (𝑥) =
𝑁∑︁
𝑚=1

𝑦𝑚𝑒(𝑚𝑥).

(a) Show that∫ 1

0
𝑓 (𝑥)𝑆(−𝑥)𝑇 (−𝑥) 𝑑𝑥 =

𝑁∑︁
𝑚=1

𝑁∑︁
𝑛=1

�̂� (𝑚 + 𝑛)𝑥𝑛𝑦𝑚.

(b) Show that∫ 1

0
𝑓 (𝑥)𝑆(−𝑥)𝑇 (𝑥) 𝑑𝑥 =

𝑁∑︁
𝑚=1

𝑁∑︁
𝑛=1

�̂� (𝑚 − 𝑛)𝑥𝑛𝑦𝑚.

(c) Explain why∫ 1

0
|𝑆(−𝑥)𝑇 (−𝑥) | 𝑑𝑥 ≤

( ∫ 1

0
|𝑆(𝑥) |2 𝑑𝑥

)1/2 ( ∫ 1

0
|𝑇 (𝑥) |2 𝑑𝑥

)1/2
.

(d) Explain why∫ 1

0
|𝑆(𝑥) |2 𝑑𝑥 =

𝑁∑︁
𝑛=1

|𝑥𝑛 |2,
∫ 1

0
|𝑇 (𝑥) |2 𝑑𝑥 =

𝑁∑︁
𝑚=1

|𝑦𝑚 |2.
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(e) Show that���� 𝑁∑︁
𝑚=1

𝑁∑︁
𝑛=1

�̂� (𝑚 + 𝑛)𝑥𝑛𝑦𝑚
���� ≤ ∥ 𝑓 ∥𝐿∞

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( 𝑁∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
.

(f) Show that���� 𝑁∑︁
𝑚=1

𝑁∑︁
𝑛=1

�̂� (𝑚 − 𝑛)𝑥𝑛𝑦𝑚
���� ≤ ∥ 𝑓 ∥𝐿∞

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( 𝑁∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
.

18. Let 𝑠(𝑥) be the sawtooth function as defined in (F.6). Thus 𝑠 has period 1,
𝑠(0) = 0, and 𝑠(𝑥) = 𝑥 − 1

2 for 0 < 𝑥 < 1.

(a) Show that

�̂�(𝑘) =
{

𝑖
2𝜋𝑘 if 𝑘 ≠ 0,
0 if 𝑘 = 0.

(b) Show that��� 𝑁∑︁
𝑚=1

𝑁∑︁
𝑛=1

𝑥𝑛𝑦𝑚

𝑚 + 𝑛 − 1

��� ≤ 𝜋

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( 𝑁∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
.

(c) Show that��� ∞∑︁
𝑚=1

∞∑︁
𝑛=1

𝑥𝑛𝑦𝑚

𝑚 + 𝑛 − 1

��� ≤ 𝜋

( ∞∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( ∞∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
.

(d) Show that��� ∑︁
1≤𝑚,𝑛≤𝑁
𝑚≠𝑛

𝑥𝑛𝑦𝑚

𝑚 − 𝑛

��� ≤ 𝜋

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( 𝑁∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
.

19. Let 𝑠(𝑥) denote the sawtooth function, and suppose that 0 < 𝛿 ≤ 1/2.

(a) Show that

𝑠(1 − 𝛿 + 𝑥) + 𝑠(1 − 𝛿 − 𝑥) =
{
1 − 2𝛿 − 2𝛿 (𝛿 < 𝑥 < 1 − 𝛿).

(b) Suppose that the function 𝑈 is even, has period 1, and is properly
Riemann-integrable over bounded intervals. Show that∫ 1

0
𝑈 (𝑥 + 𝛿)𝑠(𝑥) 𝑑𝑥

= (1/2 − 𝛿)
∫ 1

1−2𝛿
𝑈 (𝑥 + 𝛿) 𝑑𝑥 − 𝛿

∫ 1−2𝛿

0
𝑈 (𝑥 + 𝛿) 𝑑𝑥.
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(c) Show that the above is

= (1/2 − 𝛿)
∫ 𝛿

−𝛿
𝑈 (𝑥) 𝑑𝑥 − 𝛿

∫ 1−𝛿

𝛿

𝑈 (𝑥) 𝑑𝑥.

(d) Show that the above is

= (1/2 − 𝛿)
∫ 1

0
𝑈 (𝑥) 𝑑𝑥 − 1

2

∫ 1−𝛿

𝛿

𝑈 (𝑥) 𝑑𝑥.

(e) Take𝑈 (𝑥) =
�� ∑𝑁

𝑛=1 𝑒(𝑛𝑥)
��2. Show that

∫ 1
0 𝑈 (𝑥) 𝑑𝑥 = 𝑁 , and use (16.4)

to show that
∫ 1−𝛿
𝛿

𝑈 (𝑥) 𝑑𝑥 ≤ (2𝛿)−1.
(f) Show that if 𝛿 = 1/

(
2
√
𝑁

)
, then∫ 1

0
𝑈 (𝑥 + 𝛿)𝑠(𝑥) 𝑑𝑥 ≥ 1

2
𝑁 −

√
𝑁.

(g) In Exercise G.2.1.17 set 𝑥𝑛 = 𝑒(𝑛𝛿) and 𝑦𝑚 = 𝑒(𝑚𝛿). Note that check ex no.,
twice𝑆(−𝑥)𝑇 (𝑥) = 𝑈 (𝑥 + 𝛿).

(h) Show that in Exercise G.2.1.18(d), the best constant in the inequality
is > 𝜋 − 2𝜋/

√
𝑁 .

20. (a) Let𝑈 be the 𝑞 × 𝑞 matrix with coefficients 𝑢𝑚𝑛 = 𝑒(𝑚𝑛/𝑞)/
√
𝑞. Show

that𝑈 is unitary.
(b) Let 𝑓 (𝑛) be an arithmetic function that is periodic with period 𝑞, and

let 𝐶 be the 𝑞 × 𝑞 matrix with coefficients 𝑐𝑚𝑛 = 𝑓 (𝑚 − 𝑛). (Such a
matrix is called a circulant.) Show that𝑈∗𝐶𝑈 is diagonal.

(c) Let

�̂� (𝑘) = 1
𝑞

𝑞∑︁
ℎ=1

𝑓 (ℎ)𝑒(−ℎ𝑘/𝑞)

be the Discrete Fourier Transform of 𝑓 , as discussed in §4.1. Show
that

𝑞∑︁
𝑚=1

𝑞∑︁
𝑛=1

𝑓 (𝑚 − 𝑛)𝑥𝑚𝑥𝑛 =
𝑞∑︁
𝑘=1

�̂� (𝑘)
���� 𝑞∑︁
𝑛=1

𝑥𝑛𝑒(𝑘𝑛/𝑞)
����2

(d) Put
Δ = max

𝑘
| �̂� (𝑘) |.

Show that ��� 𝑞∑︁
𝑚=1

𝑞∑︁
𝑛=1

𝑓 (𝑚 − 𝑛)𝑥𝑚𝑥𝑛
��� ≤ Δ

𝑞∑︁
𝑛=1

|𝑥𝑛 |2

for arbitrary numbers 𝑥𝑛, and that the constant is best possible.
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21. Let 𝐴 be a square matrix.

(a) By using the Schur triangularization theorem, or otherwise, show that
the eigenvalues of 𝐴2 are the squares of those of 𝐴.

(b) Let 𝐴 =

[
2 1
1 3

]
, 𝐵 =

[
1 2
−1 4

]
, and set 𝐶 = 𝐴𝐵. Show that there is

no way to order the eigenvalues of 𝐴 and of 𝐵 so that their pairwise
products form the eigenvalues of 𝐶.

22. (Schur, 1921) For a given positive integer 𝑞 let 𝐸 be the 𝑞 × 𝑞 matrixmade proper
cite 𝐸 = [𝑒(𝑚𝑛/𝑞)]. This is the Schur matrix. Let 𝑃 = [𝑝𝑚𝑛] be the 𝑞 × 𝑞

permutation matrix with 𝑝𝑚𝑛 = 1 when 𝑚 ≡ 𝑛 + 1 (mod 𝑞), and 𝑝𝑚𝑛 = 0
otherwise. Put 𝐸0 = 𝑃𝐸𝑃𝑡 .

(a) Show that 𝐸0 = [𝑒((𝑚 − 1) (𝑛 − 1)/𝑞)].
(b) Note that 𝐸0 is a Vandermonde matrix. Deduce that

det 𝐸 =
∏

0≤ 𝑗<𝑘<𝑞

(
𝑒(𝑘/𝑞) − 𝑒( 𝑗/𝑞)

)
.

(c) Show that the above is

=
∏

0≤ 𝑗<𝑘<𝑞

(
2𝑖𝑒(( 𝑗 + 𝑘)/(2𝑞))

(
sin(𝜋(𝑘 − 𝑗)/𝑞)

) )
(d) Note that∑︁

0≤ 𝑗<𝑘<𝑞
( 𝑗 + 𝑘) =

∑︁
0<𝑘<𝑞

( 𝑘 (𝑘 − 1)
2

+ 𝑘2
)
=

∑︁
0<𝑘<𝑞

(
3
(
𝑘

2

)
+

(
𝑘

1

))
.

Recall (or prove by induction on 𝐾) that
∑

0<𝑘<𝐾
(𝑘
𝑟

)
=

( 𝐾
𝑟+1

)
. Deduce

that the above is

= 3
(
𝑞

3

)
+

(
𝑞

2

)
=
𝑞(𝑞 − 1)2

2
.

(e) Conclude that

det 𝐸 = 𝑖𝑞 (𝑞−1)/2𝑒
(
((𝑞 − 1)/2)2) ∏

0≤ 𝑗<𝑘<𝑞

(
2 sin(𝜋(𝑘 − 𝑗)/𝑞)

)
(G.3)

(f) Note that 𝑒
(
((𝑞 − 1)/2)2) = 1 if 𝑞 is odd, and that it is = 𝑖 if 𝑞 is even.

23. (Carlitz, 1959) Let 𝐸 be the Schur matrix, as in the preceding exercise, andmade proper
cite let 𝜆1, 𝜆2, . . . , 𝜆𝑞 be the eigenvalues of 𝐸 .
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(a) Note that
𝑞∑︁
𝑛=1

𝜆𝑛 = tr 𝐸 =

𝑞∑︁
𝑛=1

𝑒
(
𝑛2/𝑞

)
= 𝐺 (𝑞),

say. Recall that in Corollary 9.16 it was shown that 𝐺 (𝑞) takes the
values (1 + 𝑖)√𝑞,√𝑞, 0, 𝑖√𝑞 according as 𝑞 ≡ 0, 1, 2, 3 (mod 4).

(b) Let 𝐸2 = 𝐵 = [𝑏𝑚𝑛]. Show that 𝑏𝑚𝑛 = 𝑞 if 𝑚 + 𝑛 ≡ 0 (mod 𝑞), and
that 𝑏𝑚𝑛 = 0 otherwise.

(c) Deduce that
∑𝑞

𝑛=1 𝜆
2
𝑛 = tr 𝐵 = 𝑞 or 2𝑞 according as 𝑞 is odd or even.

(d) Show that 𝐸4 = 𝐵2 = 𝑞2𝐼.
(e) Deduce that | det 𝐸 | = 𝑞𝑞/2.
(f) Deduce also that every eigenvalue of 𝐸 is of the form 𝑖𝑎

√
𝑞 for some 𝑎.

For 𝑎 = 0, 1, 2, 3 let 𝑚𝑎 be the number of eigenvalues equal to 𝑖𝑎√𝑞.
(g) Explain why

𝑚0 + 𝑚1 + 𝑚2 + 𝑚3 = 𝑞.

(h) Show that

𝑚0 + 𝑖𝑚1 − 𝑚2 − 𝑖𝑚3 = tr 𝐸/√𝑞 = 𝐺 (𝑞)/√𝑞,

and that
𝑚0 − 𝑖𝑚1 − 𝑚2 + 𝑖𝑚3 = 𝐺 (𝑞).

(i) Show that

𝑚0 − 𝑚1 + 𝑚2 − 𝑚3 = tr 𝐸2/𝑞 =

{
1 (𝑞 odd),
2 (𝑞 even).

(j) Solve the equations above to obtain the following values of the multi-
plicities 𝑚𝑎:

𝑎

𝑞 0 1 2 3
0 1

4𝑞 + 1 1
4𝑞

1
4𝑞

1
4𝑞 − 1

1 1
4 (𝑞 + 3) 1

4 (𝑞 − 1) 1
4 (𝑞 − 1) 1

4 (𝑞 − 1)
2 1

4 (𝑞 + 2) 1
4 (𝑞 − 2) 1

4 (𝑞 + 2) 1
4 (𝑞 − 2)

3 1
4 (𝑞 + 1) 1

4 (𝑞 + 1) 1
4 (𝑞 + 1) 1

4 (𝑞 − 3)

Table G.1 Multiplicity of the eigenvalue 𝑖𝑎√𝑞, depending on 𝑞 (mod 4).

24. Let 𝐸 be as in the preceding exercise, and suppose that 𝑞 is an odd prime.
Let 𝒙 be the vector with coordinates 𝑥𝑛 =

(
𝑛
𝑞

)
. Show that 𝒙 is an eigenvector

of 𝐸 .
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25. Let 𝐴 be the 𝜑(𝑞) × 𝜑(𝑞) matrix 𝐴 = [𝜏(𝜒𝜓)/𝜑(𝑞)], where the rows are
indexed by the Dirichlet character 𝜒 (mod 𝑞) and the columns are indexed
by the Dirichlet character 𝜓 (mod 𝑞).

(a) Show that 𝐴 is unitary.
(b) Show that the vector 𝒙 with coordinates 𝑥𝜓 = 𝜓(𝑎) is an eigenvector

𝑒(𝑎/𝑞) is an eigenvalue of 𝐴 with eigenvalue 𝑒(𝑎/𝑞).
(c) Show that ∑︁

𝜒,𝜓

𝜏(𝜒𝜓)𝑥𝜒𝑥𝜓 =

𝑞∑︁
𝑎=1

(𝑎,𝑞)=1

���∑︁
𝜒

𝜒(𝑎)𝑥𝜒
���2𝑒(𝑎/𝑞).

(d) Show that ����∑︁
𝜒,𝜓

𝜏(𝜒𝜓)𝑥𝜒𝑥𝜓
���� ≤ 𝜑(𝑞)

∑︁
𝜒

|𝑥𝜒 |2

for arbitrary complex numbers 𝑥𝜒, and that the constant is best possible.

26. Let 𝑓 (𝑛) be an arithmetic function with period 𝑞, and let 𝐴 = [ 𝑓 (𝑚𝑛)] be
the 𝜑(𝑞) × 𝜑(𝑞) matrix whose rows 𝑚 and columns 𝑛 are indexed by the
reduced residue classes (mod 𝑞).

(a) Show that ∥𝐴∥ = Δ where

Δ = max
𝜒

���� 𝑞∑︁
𝑛=1

𝑓 (𝑛)𝜒(𝑛)
����.

(b) Show that for arbitrary complex numbers 𝑥𝑛, 𝑦𝑚,���� 𝑞∑︁
𝑚=1

𝑞∑︁
𝑛=1

(𝑚𝑛,𝑞)=1

𝑓 (𝑚𝑛)𝑥𝑛𝑦𝑚
���� ≤ Δ

( 𝑞∑︁
𝑛=1

(𝑛,𝑞)=1

|𝑥𝑛 |2
)1/2 ( 𝑞∑︁

𝑚=1
(𝑚,𝑞)=1

|𝑦𝑚 |2
)1/2

,

and that the constant Δ is best possible.

27. Let 𝒮 be a set of 𝑁 distinct Dirichlet characters modulo 𝑞.

(a) Show that
𝑞∑︁
𝑛=1

��� ∑︁
𝑠∈𝒮

𝜒(𝑛)
���2 = 𝑁𝜑(𝑞).

(b) Show that
𝑞∑︁
𝑛=1

��� ∑︁
𝑠∈𝒮

𝜒(𝑛)
���4 ≤ 𝑁3𝜑(𝑞).
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(c) Deduce that
𝑞∑︁
𝑛=1

��� ∑︁
𝑠∈𝒮

𝜒(𝑛)
��� ≥ 𝜑(𝑞).

(d) Suppose that 𝑞 is prime, that 𝑞 ≡ 1 (mod 𝑁), and that 𝒮 consists of
the 𝑁 characters 𝜒 modulo 𝑞 for which 𝜒𝑁 = 𝜒0 . Show that in this
situation, equality holds in the lower bound above.

.
28. (a) Let 𝑓 be an arithmetic function, and set 𝐹 (𝑛) =

∑
𝑑 |𝑛 𝑓 (𝑑). Let

𝑅 = [𝑟𝑚𝑛] be an 𝑁 × 𝑁 matrix with 𝑟𝑚𝑛 = 1 if 𝑛|𝑚, and 𝑟𝑚𝑛 = 0
otherwise. Let Φ be an 𝑁 × 𝑁 diagonal matrix whose diagonal entries are
𝑓 (1), 𝑓 (2), . . . , 𝑓 (𝑁). Let 𝐴 = [𝑎𝑚𝑛] be the 𝑁 × 𝑁 matrix whose entries
are 𝐹 ((𝑚, 𝑛)). Show that 𝐴 = 𝑅Φ𝑅𝑡 .

(b) (Smith, 1876) Let 𝐴 = [𝑎𝑚𝑛] be the 𝑁 × 𝑁 matrix with 𝑎𝑚𝑛 = (𝑚, 𝑛). made [proper
citeShow that

det 𝐴 =

𝑁∏
𝑛=1

𝜑(𝑛).

This is the Smith determinant.

29. Let 𝐴𝑁 denote the least number such that���� ∑︁
𝑝𝑞≤𝑁

𝑥𝑝𝑥𝑞

���� ≤ 𝐴𝑁

∑︁
𝑝≤𝑁

|𝑥𝑝 |2

𝑝

for all complex numbers 𝑥𝑝 where 𝑝 and 𝑞 are to take only prime values.
Show that 𝐴𝑁 ≍ 𝑁 (log 𝑁)−1/2.

30. Let 𝐵𝑁 denote the least number such that���� ∑︁
𝑝≤𝑁,𝑞≤𝑁
𝑝𝑞≥𝑁

𝑥𝑝𝑥𝑞

𝑝𝑞

���� ≤ 𝐵𝑁

∑︁
𝑝≤𝑁

|𝑥𝑝 |2

𝑝

for all complex numbers 𝑥𝑝 where 𝑝 and 𝑞 are to take only prime values.
Show that 𝐵𝑁 = 1 +𝑂 (1/log 𝑁).

31. Let 𝐶𝑁 be the least positive number such that( ∑︁
𝑝≤𝑁

𝑥𝑝√
𝑝

) ( ∑︁
𝑝≤𝑁

𝑥𝑝
√
𝑝

)
≤ 𝐶𝑁

∑︁
𝑝≤𝑁

|𝑥𝑝 |2

for all choices of the complex numbers 𝑥𝑝 where 𝑝 and 𝑞 are to take only
prime values. Show that 𝐶𝑁 ≍ 𝑁

log 𝑁 .
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32. Let 𝐴 be the 𝑁 × 𝑁 matrix with coefficients

𝑎𝑚𝑛 =


Λ(𝑛/𝑚) (𝑚/𝑛)1/2 if 𝑚 |𝑛,
Λ(𝑚/𝑛) (𝑛/𝑚)1/2 if 𝑛|𝑚,
0 otherwise.

Show that ∥𝐴∥ = log 𝑁 + 𝑂 (1). (Suggestion: Consider the vector 𝒙 with
coordinates 𝑥𝑛 = 𝑛−1/2.)

33. The object of this exercise is to show that if 𝑓 ∈ 𝐿2 [0, 1] and 𝐹 (𝑥) =∫ 𝑥
0 𝑓 (𝑢) 𝑑𝑢 for 0 ≤ 𝑥 ≤ 1, then∫ 1

0
|𝐹 (𝑥) |2 𝑑𝑥 ≤ 4

𝜋2

∫ 1

0
| 𝑓 (𝑥) |2 𝑑𝑥. (G.4)

(a) Explain why it is enough to prove the above when 𝑓 (𝑥) ≥ 0.
(b) Let 𝐾 (𝑢, 𝑣) = min(1 − 𝑢, 1 − 𝑣). Show that∫ 1

0
𝐹 (𝑥)2 𝑑𝑥 =

∫ 1

0

∫ 1

0
𝐾 (𝑢, 𝑣) 𝑓 (𝑢) 𝑓 (𝑣) 𝑑𝑢 𝑑𝑣.

(c) By a judicious application of the arithmetic–geometric inequality,
show that

𝑓 (𝑢) 𝑓 (𝑣) ≤ 1
2
𝑓 (𝑢)2 cos 𝜋

2 𝑣

cos 𝜋
2 𝑢

+ 1
2
𝑓 (𝑣)2 cos 𝜋

2 𝑢

cos 𝜋
2 𝑣

for 0 ≤ 𝑢, 𝑣 < 1.
(d) Show that if 0 ≤ 𝑣 ≤ 1, then∫ 1

0
𝐾 (𝑢, 𝑣) cos

𝜋

2
𝑢 𝑑𝑢 =

4
𝜋2 cos

𝜋

2
𝑣

(e) Deduce (G.4).
(f) Show that if 𝑓 (𝑢) = cos 𝜋

2 𝑢, then equality holds in (G.4).

G.3 Bessel’s Inequality

Bessel’s inequality asserts that if 𝝓1, 𝝓2, . . . , 𝝓𝑅 are orthonormal vectors in an
inner product space 𝑉 , then

𝑅∑︁
𝑟=1

| (𝝃, 𝝓𝑟 ) |2 ≤ ∥𝝃∥2 (G.5)
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for all 𝝃 ∈ 𝑉 . The proof of this is quite simple: For arbitrary 𝑦𝑟 ,

0 ≤
𝝃 −

𝑅∑︁
𝑟=1

𝑦𝑟𝝓𝑟

2
= ∥𝝃∥2 − 2 Re

𝑅∑︁
𝑟=1

𝑦𝑟 (𝝃, 𝝓𝑟 ) +
 𝑅∑︁
𝑟=1

𝑦𝑟𝝓𝑟

2

= ∥𝝃∥2 − 2 Re
𝑅∑︁
𝑟=1

𝑦𝑟 (𝝃, 𝝓𝑟 ) +
𝑅∑︁
𝑟=1

|𝑦𝑟 |2. (G.6)

Set 𝑦𝑟 = (𝝃, 𝝓𝑟 ). Then the expression (G.6) is ∥𝝃∥2−∑
𝑟 | (𝝃, 𝝓𝑟 ) |2, so the proof

is complete. However, in analytic number theory we often need to estimate a
sum such as the one in (G.5) but with vectors 𝝓𝑟 that are not quite orthogonal. It
is therefore fortunate that we can extend Bessel’s inequality to arbitrary vectors
𝝓𝑟 with a constant that we can characterize in terms of the extent that the inner
product matrix [(𝝓𝑟 , 𝝓𝑠)] resembles the identity matrix.

Theorem G.12 Let 𝝓1, 𝝓2, . . . , 𝝓𝑅 be arbitrary vectors in an inner product
space 𝑉 over the field C of complex numbers. For nonnegative real numbers Δ,
the following three assertions are equivalent:

(i) For every vector 𝝃 ∈ 𝑉 ,
𝑅∑︁
𝑟=1

| (𝝃, 𝝓𝑟 ) |2 ≤ Δ2∥𝝃∥2. (G.7)

(ii) For every vector 𝝃 ∈ 𝑉 and every vector 𝒚 ∈ C𝑅,��� 𝑅∑︁
𝑟=1

(𝝃, 𝝓𝑟 )𝑦𝑟
��� ≤ Δ∥𝝃∥

( 𝑅∑︁
𝑟=1

|𝑦𝑟 |2
)1/2

. (G.8)

(iii) For every vector 𝒚 ∈ C𝑅,
𝑅∑︁
𝑟=1

𝑅∑︁
𝑠=1

(𝝓𝑟 , 𝝓𝑠)𝑦𝑟 𝑦𝑠 ≤ Δ2
𝑅∑︁
𝑟=1

|𝑦𝑟 |2. (G.9)

This contains Bessel’s inequality as a special case, for if the 𝝓𝑟 happen to
be orthonormal, then the inequality (G.9) holds as an identity with Δ = 1,
and then (G.7) is Bessel’s inequality. The coefficient matrix 𝐶 = [(𝝓𝑟 , 𝝓𝑠)]
in (G.9) is Hermitian, and so by Corollary G.11 the best constant Δ for which
the inequality (G.9) holds is the modulus of the largest eigenvalue of 𝐶. This
quantity is known as the spectral radius of 𝐶; in symbols, Δ = 𝜌(𝐶).

Proof (i) =⇒ (ii). By Cauchy’s inequality,��� 𝑅∑︁
𝑟=1

(𝝃, 𝝓𝑟 )𝑦𝑟
��� ≤ ( 𝑅∑︁

𝑟=1
| (𝝃, 𝝓𝑟 ) |2

)1/2 ( 𝑅∑︁
𝑟=1

|𝑦𝑟 |2
)1/2

.
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We apply the bound (G.7) to the first sum on the right above to obtain (G.8).
(ii) =⇒ (iii). Take 𝝃 =

∑𝑅
𝑟=1 𝑦𝑟𝝓𝑟 . Then
𝑅∑︁
𝑟=1

𝑅∑︁
𝑠=1

(𝝓𝑟 , 𝝓𝑠)𝑦𝑟 𝑦𝑠 = ∥𝝃∥2. (G.10)

But

∥𝝃∥2 =

𝑅∑︁
𝑠=1

(𝝃, 𝝓𝑠)𝑦𝑠 ≤ Δ∥𝝃∥
( 𝑅∑︁
𝑠=1

|𝑦𝑠 |2
)1/2

by (G.8). If 𝝃 = 0, then the left hand side of (G.9) is 0, so there is nothing to
prove. Otherwise, ∥𝝃∥ > 0, so we may cancel ∥𝝃∥ from both sides above, and
then square both sides. This gives (G.9), in view of (G.10).
(iii) =⇒ (i). We take the proof of Bessel’s inequality as a model. For arbitrary
𝑦𝑟 ,

0 ≤
𝝃 −

𝑅∑︁
𝑟=1

𝑦𝑟𝝓𝑟

2
= ∥𝝃∥2 − 2 Re

𝑅∑︁
𝑟=1

𝑦𝑟 (𝝃, 𝝓𝑟 ) +
 𝑅∑︁
𝑟=1

𝑦𝑟𝝓𝑟

2
.

Here the last term is
𝑅∑︁
𝑟=1

𝑅∑︁
𝑠=1

(𝝓𝑟 , 𝝓𝑠)𝑦𝑟 𝑦𝑠 .

Thus by (iii) we see that

0 ≤ ∥𝝃∥2 − 2 Re
𝑅∑︁
𝑟=1

𝑦𝑟 (𝝃, 𝝓𝑟 ) + Δ2
𝑅∑︁
𝑟=1

|𝑦𝑟 |2.

By taking 𝑦𝑟 = (𝝃, 𝝓𝑟 )/Δ2 we find that

0 ≤ ∥𝝃∥2 − 1
Δ2

𝑅∑︁
𝑟=1

| (𝝃, 𝝓𝑟 ) |2,

which gives (i). □

If the 𝝓𝑟 are unit vectors that are nearly orthogonal so that the inner product
matrix 𝐶 is nearly the identity matrix, then we would expect that (G.7) holds
with a constant not much larger than 1. The most immediate observation in this
direction is as follows.

Theorem G.13 The inequalities of Theorem G.12 hold with

Δ2 = max
1≤𝑟≤𝑅

𝑅∑︁
𝑠=1

| (𝝓𝑟 , 𝝓𝑠) |. (G.11)
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Proof By the arithmetic–geometric mean inequality we know that |𝑦𝑟 𝑦𝑠 | ≤
1
2 |𝑦𝑟 |

2 + 1
2 |𝑦𝑠 |

2. Thus

𝑅∑︁
𝑟=1

𝑅∑︁
𝑠=1

(𝝓𝑟 , 𝝓𝑠)𝑦𝑟 𝑦𝑠 ≤
𝑅∑︁
𝑟=1

𝑅∑︁
𝑠=1

| (𝝓𝑟 , 𝝓𝑠)𝑦𝑟 𝑦𝑠 | ≤
𝑅∑︁
𝑟=1

|𝑦𝑟 |2
𝑅∑︁
𝑠=1

| (𝝓𝑟 , 𝝓𝑠) |

≤
(

max
1≤𝑟≤𝑅

𝑅∑︁
𝑠=1

| (𝝓𝑟 , 𝝓𝑠) |
) 𝑅∑︁
𝑟=1

|𝑦𝑟 |2.

Thus (G.9) holds with Δ as in (G.11), so the proof is complete. □

G.3.1 Exercises
1. The object of this exercise is to derive Theorem G.12 as an application of

the duality principle of Theorem G.1. Let 𝒆1, 𝒆2, . . . , 𝒆𝐾 be an orthonormal
basis for𝑊 = span(𝝓1, 𝝓2, . . . , 𝝓𝑅), and write

𝝓𝑟 =
𝐾∑︁
𝑘=1

𝑎𝑟𝑘𝒆𝑘 .

(a) Show that
𝑅∑︁
𝑟=1

𝑅∑︁
𝑠=1

(𝝓𝑟 , 𝝓𝑠)𝑦𝑟 𝑦𝑠 =
 𝑅∑︁
𝑟=1

𝑦𝑟𝝓𝑟

2
=

𝐾∑︁
𝑘=1

��� 𝑅∑︁
𝑟=1

𝑎𝑟𝑘𝑦𝑟

���2.
(b) Put 𝑣𝑘 = (𝝃, 𝒆𝑘), and define 𝜻 so that

𝝃 = 𝜻 +
𝐾∑︁
𝑘=1

𝑣𝑘𝒆𝑘 .

Thus 𝜻 ∈ 𝑊⊥. Show that

(𝝃, 𝝓𝑟 ) =
𝐾∑︁
𝑘=1

𝑎𝑟𝑘 𝑣𝑘 .

(c) Deduce that
𝑅∑︁
𝑟=1

(𝝃, 𝝓𝑟 )𝑦𝑟 =
𝑅∑︁
𝑟=1

𝐾∑︁
𝑘=1

𝑎𝑟𝑘𝑦𝑟𝑣𝑘 ,

and also that
𝑅∑︁
𝑟=1

| (𝝃, 𝝓𝑟 ) |2 =

𝑅∑︁
𝑟=1

��� 𝐾∑︁
𝑘=1

𝑎𝑟𝑘𝑣𝑘

���2.
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(d) Show that
𝐾∑︁
𝑘=1

|𝑣𝑘 |2 ≤ ∥𝝃∥2.

(e) Use Theorem G.1 to prove Theorem G.12.
2. The object of this exercise is to use Theorem G.12 to prove Theorem

G.1. Let 𝝃 = (𝑥1, 𝑥2, . . . , 𝑥𝑁 ) ∈ C𝑁 , and for 𝑟 = 1, 2, . . . , 𝑅 take 𝝓𝑟 =

(𝑎𝑟1, 𝑎𝑟2, . . . , 𝑎𝑟𝑁 ).
(a) Explain why

𝑅∑︁
𝑟=1

| (𝝃, 𝝓𝑟 ) |2 =

𝑅∑︁
𝑟=1

��� 𝑁∑︁
𝑛=1

𝑎𝑟𝑛𝑥𝑛

���2.
(b) Show that

𝑅∑︁
𝑟=1

(𝝃, 𝝓𝑟 )𝑦𝑟 =
𝑅∑︁
𝑟=1

𝑁∑︁
𝑛=1

𝑎𝑟𝑛𝑥𝑛𝑦𝑟 .

(c) Explain why  𝑅∑︁
𝑟=1

𝑦𝑟𝝓𝑟

2
=

𝑁∑︁
𝑛=1

��� 𝑅∑︁
𝑟=1

𝑎𝑟𝑛𝑦𝑟

���2.
(d) Use Theorem G.12 to prove G.1.

3. (Halász) Let 𝝃, 𝝓1, 𝝓2, . . . , 𝝓𝑅 be arbitrary vectors in an inner product spaceadd ref
𝑉 over the field C of complex numbers.
(a) Let 𝑐𝑟 be chosen, |𝑐𝑟 | = 1, so that 𝑐𝑟 (𝝃, 𝝓𝑟 ) = | (𝝃, 𝝓𝑟 ) |. Show that

𝑅∑︁
𝑟=1

| (𝝃, 𝝓𝑟 ) | =
(
𝝃,

𝑅∑︁
𝑟=1

𝑐𝑟𝝓𝑟

)
.

(b) Explain why the right hand side above is

≤ ∥𝝃∥
 𝑅∑︁
𝑟=1

𝑐𝑟𝝓𝑟

.
(c) Show that  𝑅∑︁

𝑟=1
𝑐𝑟𝝓𝑟

2
=

∑︁
1≤𝑟 ,𝑠≤𝑅

𝑐𝑟𝑐𝑠 (𝝓𝑟 , 𝝓𝑠).

(d) Conclude that
𝑅∑︁
𝑟=1

|𝝃, 𝝓𝑟 ) | ≤
( ∑︁

1≤𝑟 ,𝑠≤𝑅
| (𝝓𝑟 , 𝝓𝑠) |

)1/2
∥𝝃∥.
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4. (Selberg, unpublished; cf. Bombieri, 1971) Let 𝝃, 𝝓1, 𝝓2, . . . , 𝝓𝑅 be ele- made proper
citements of an inner product space 𝑉 .

(a) Explain why

0 ≤
𝝃 −

𝑅∑︁
𝑟=1

𝑐𝑟𝝓𝑟

2

= ∥𝝃∥2 − 2 Re
𝑅∑︁
𝑟=1

𝑐𝑟 (𝝃, 𝝓𝑟 ) +
∑︁

1≤𝑟 ,𝑠≤𝑅
𝑐𝑟𝑐𝑠 (𝝓𝑟 , 𝝓𝑠).

(b) Deduce that

2 Re
𝑅∑︁
𝑟=1

𝑐𝑟 (𝝃, 𝝓𝑟 ) ≤ ∥𝝃∥2 +
𝑅∑︁
𝑟=1

|𝑐𝑟 |2
𝑅∑︁
𝑠=1

| (𝝓𝑟 , 𝝓𝑠) |.

(c) Take

𝑐𝑟 = (𝝃, 𝝓𝑟 )
( 𝑅∑︁
𝑠=1

| (𝝓𝑟 , 𝝓𝑠) |
)−1

and thus conclude that
𝑅∑︁
𝑟=1

| (𝝃, 𝝓𝑟 ) |2
( 𝑅∑︁
𝑠=1

| (𝝓𝑟 , 𝝓𝑠) |
)−1

≤ ∥𝝃∥2.

(d) Use the above to derive Theorem G.13.
5. Let 𝝓1, 𝝓2, . . . , 𝝓𝑅 and 𝝍1,𝝍2, . . . ,𝝍𝑆 be any members of an inner product

space 𝑉 . Show that
𝑅∑︁
𝑟=1

𝑆∑︁
𝑠=1

| (𝝓𝑟 ,𝝍𝑠) |2 ≤
( 𝑅∑︁
𝑟1=1

𝑅∑︁
𝑟2=1

| (𝝓𝑟1 , 𝝓𝑟2 ) |
2
)1/2 ( 𝑆∑︁

𝑠1=1

𝑆∑︁
𝑠2=1

| (𝝍𝑠1 ,𝝍𝑠2 ) |
2
)1/2

.

G.4 Hilbert’s inequality

Section F.4
In classical analysis, the term ‘Hilbert’s inequality’ refers to one or the other

of the bilinear form inequalities
∞∑︁
𝑚=1

∞∑︁
𝑛=1

𝑥𝑛𝑦𝑚

𝑚 + 𝑛 − 1
≤ 𝜋

( ∞∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( ∞∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
, (G.12)

∑︁
1≤𝑚,𝑛<∞
𝑚≠𝑛

𝑥𝑛𝑦𝑚

𝑚 − 𝑛 ≤ 𝜋

( ∞∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( ∞∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
. (G.13)
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These inequalities are easily proved (for the case of finite sums; see Exercise
G.2.1.18). The constant 𝜋 is best possible in both of the above, but equalitycheck ex no.
is attained only when 𝑥𝑛 = 0 for all 𝑛 or 𝑦𝑚 = 0 for all 𝑚. For our purposes,
Hilbert’s Inequality is a bound for a bilinear form of the shape∑︁

1≤𝑚,𝑛≤𝑁
𝑚≠𝑛

𝑥𝑛𝑦𝑚

𝜆𝑚 − 𝜆𝑛

where the 𝜆𝑛 are distinct real numbers. Of course the bound we obtain for such
a bilinear form depends on the extent to which the 𝜆𝑛 are well spaced.

Theorem G.14 Let 𝜆1, 𝜆2, . . . , 𝜆𝑁 be distinct real numbers, and let 𝛿 > 0
have the property that |𝜆𝑚 − 𝜆𝑛 | ≥ 𝛿 whenever 𝑚 ≠ 𝑛. Then���� ∑︁

1≤𝑚,𝑛≤𝑁
𝑚≠𝑛

𝑥𝑛𝑦𝑚

𝜆𝑚 − 𝜆𝑛

���� ≤ 𝜋

𝛿

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |2
)1/2 ( 𝑁∑︁

𝑚=1
|𝑦𝑚 |2

)1/2
(G.14)

for arbitrary real or complex numbers 𝑥𝑛 and 𝑦𝑚.

On taking 𝑦𝑚 = 𝑥𝑚 we see in particular that���� ∑︁
1≤𝑚,𝑛≤𝑁
𝑚≠𝑛

𝑥𝑛𝑥𝑚

𝜆𝑚 − 𝜆𝑛

���� ≤ 𝜋

𝛿

𝑁∑︁
𝑛=1

|𝑥𝑛 |2 (G.15)

for arbitrary real or complex 𝑥𝑛.

Proof By Cauchy’s inequality the left hand side above has absolute value not
exceeding ( 𝑁∑︁

𝑚=1
|𝑦𝑚 |2

)1/2 ( 𝑁∑︁
𝑚=1

��� ∑︁
1≤𝑛≤𝑁
𝑛≠𝑚

𝑥𝑛

𝜆𝑚 − 𝜆𝑛

���2)1/2
.

Thus it suffices to show that
𝑁∑︁
𝑚=1

��� ∑︁
1≤𝑛≤𝑁
𝑛≠𝑚

𝑥𝑛

𝜆𝑚 − 𝜆𝑛

���2 ≤ 𝜋2

𝛿2

𝑁∑︁
𝑛=1

|𝑥𝑛 |2. (G.16)

Indeed, by Theorem G.1, this inequality is equivalent to (G.14). Let 𝐴 = [𝑎𝑚𝑛]
be the matrix with elements

𝑎𝑚𝑛 =


1

𝜆𝑚 − 𝜆𝑛
if 𝑚 ≠ 𝑛,

0 if 𝑚 = 𝑛.

We note that 𝐴∗ = −𝐴. Such a matrix is said to be skew-hermitian. Since 𝐴
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isnormal, by Corollary G.11 we know that 𝜌(𝐴) = ∥𝐴∥, so in proving (G.16)
we may assume that 𝒙 is an eigenvector of 𝐴. Now −𝑖𝐴 is Hermitian, so an
eigenvalue 𝜆 of −𝑖𝐴 is real, and −𝑖𝐴𝒙 = 𝜆𝒙 is equivalent to 𝐴𝒙 = 𝑖𝜆𝒙. That is,
any eigenvalue of 𝐴 is of the form 𝑖𝜆 where 𝜆 is real. Thus as we continue, we
assume that there is a real number 𝜆 such that∑︁

1≤𝑛≤𝑁
𝑛≠𝑚

𝑥𝑛

𝜆𝑚 − 𝜆𝑛
= 𝑖𝜆𝑥𝑚 (G.17)

for all𝑚. In passing we note that since 𝐴 is normal, it follows by Corollary G.11
that the special case (G.15) of (G.14) is equivalent to (G.14).

We square out the left hand side of (G.16) and take the sum over 𝑚 inside to
see that this expression is

=

𝑁∑︁
𝑟=1

𝑥𝑟

𝑁∑︁
𝑠=1

𝑥𝑠

∑︁
1≤𝑚≤𝑁
𝑚≠𝑟
𝑚≠𝑠

1
(𝜆𝑚 − 𝜆𝑟 ) (𝜆𝑚 − 𝜆𝑠)

.

The terms with 𝑟 = 𝑠 contribute

𝑁∑︁
𝑛=1

|𝑥𝑛 |2
∑︁

1≤𝑚≤𝑁
𝑚≠𝑛

1
(𝜆𝑚 − 𝜆𝑛)2 . (G.18)

The terms with 𝑟 ≠ 𝑠 contribute∑︁
1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

𝑥𝑟𝑥𝑠

∑︁
1≤𝑚≤𝑁
𝑚≠𝑟
𝑚≠𝑠

1
(𝜆𝑚 − 𝜆𝑟 ) (𝜆𝑚 − 𝜆𝑠)

. (G.19)

Since 𝑟 ≠ 𝑠, we may write

1
(𝜆𝑚 − 𝜆𝑟 ) (𝜆𝑚 − 𝜆𝑠)

=
1

𝜆𝑟 − 𝜆𝑠

( 1
𝜆𝑚 − 𝜆𝑟

− 1
𝜆𝑚 − 𝜆𝑠

)
.

On inserting this in (G.19), we find that the expression is∑︁
1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

𝑥𝑟𝑥𝑠

𝜆𝑟 − 𝜆𝑠

( ∑︁
1≤𝑚≤𝑁
𝑚≠𝑟
𝑚≠𝑠

1
𝜆𝑚 − 𝜆𝑟

−
∑︁

1≤𝑚≤𝑁
𝑚≠𝑟
𝑚≠𝑠

1
𝜆𝑚 − 𝜆𝑠

)
.

In the first inner sum the summand is finite if we were to allow 𝑚 to take the
value 𝑠, so we drop the constraint 𝑚 ≠ 𝑠. Similarly, in the second inner sum we
drop the constraint 𝑚 ≠ 𝑟 . After accounting for the effect of these alterations,
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we find that the expression above is

= 2
∑︁

1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

𝑥𝑟𝑥𝑠

(𝜆𝑟 − 𝜆𝑠)2 +
∑︁

1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

𝑥𝑟𝑥𝑠

𝜆𝑟 − 𝜆𝑠

∑︁
1≤𝑚≤𝑀
𝑚≠𝑟

1
𝜆𝑚 − 𝜆𝑟

−
∑︁

1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

𝑥𝑟𝑥𝑠

𝜆𝑟 − 𝜆𝑠

∑︁
1≤𝑚≤𝑀
𝑚≠𝑠

1
𝜆𝑚 − 𝜆𝑠

= 2𝑇1 + 𝑇2 − 𝑇3, (G.20)

say.
Since |𝑥𝑟𝑥𝑠 | ≤ 1

2 |𝑥𝑟 |
2 + 1

2 |𝑥𝑠 |
2, it follows that

|𝑇1 | ≤
𝑁∑︁
𝑟=1

|𝑥𝑟 |2
∑︁

1≤𝑠≤𝑁
𝑠≠𝑟

1
(𝜆𝑟 − 𝜆𝑠)2 . (G.21)

We note that

𝑇2 =

𝑁∑︁
𝑟=1

𝑥𝑟

( ∑︁
1≤𝑠≤𝑁
𝑠≠𝑟

𝑥𝑠

𝜆𝑟 − 𝜆𝑠

) ( ∑︁
1≤𝑚≤𝑁
𝑚≠𝑟

1
𝜆𝑚 − 𝜆𝑟

)
.

On taking complex conjugates of both sides of (G.17), and then setting 𝑚 = 𝑟 ,
we find that the first inner sum above is = −𝑖𝜆𝑥𝑟 since 𝜆 is real. Thus

𝑇2 = −𝑖𝜆
𝑁∑︁
𝑟=1

|𝑥𝑟 |2
∑︁

1≤𝑚≤𝑁
𝑚≠𝑟

1
𝜆𝑚 − 𝜆𝑟

.

Similarly,

𝑇3 =

𝑁∑︁
𝑠=1

𝑥𝑠

( ∑︁
1≤𝑟≤𝑁
𝑟≠𝑠

1
𝜆𝑟 − 𝜆𝑠

) ( ∑︁
1≤𝑚≤𝑁
𝑚≠𝑠

1
𝜆𝑚 − 𝜆𝑠

)
.

By multiplying both sides of (G.17) by −1, and taking 𝑚 = 𝑠, we find that the
first inner sum above is = −𝑖𝜆𝑥𝑠 . Thus

𝑇3 = −𝑖
𝑁∑︁
𝑠=1

|𝑥𝑠 |2
∑︁

1≤𝑚≤𝑁
𝑚≠𝑠

1
𝜆𝑚 − 𝜆𝑠

.

Hence 𝑇2 = 𝑇3, so the contributions of these terms in (G.20) cancel. Thus the
expression (G.19) is precisely 𝑇1. On combining (G.18) with (G.21) we deduce
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that the left hand side of (G.16) does not exceed

3
𝑁∑︁
𝑛=1

|𝑥𝑛 |2
∑︁

1≤𝑚≤𝑁
𝑚≠𝑛

1
(𝜆𝑚 − 𝜆𝑛)2 .

We may assume that the 𝜆𝑛 are in increasing order, so that |𝜆𝑚−𝜆𝑛 | ≥ 𝛿 |𝑚−𝑛|.
Hence the inner sum above does not exceed

1
𝛿2

∑︁
1≤𝑚≤𝑁
𝑚≠𝑛

1
(𝑚 − 𝑛)2 ≤ 2𝜁 (2)

𝛿2 =
𝜋2

3𝛿2 .

Thus we have (G.16), and the proof is complete. □

We now use Theorem G.14 to derive a trigonometric variant, which is useful
when we work modulo 1.

Theorem G.15 Let 𝛼1, 𝛼2, . . . , 𝛼𝑅 be distinct modulo 1, and let 𝛿 > 0 have
the property that ∥𝛼𝑟 − 𝛼𝑠 ∥ ≥ 𝛿 whenever 𝑟 ≠ 𝑠. Then���� ∑︁

1≤𝑟 ,𝑠≤𝑅
𝑟≠𝑠

𝑢𝑟𝑣𝑠

sin 𝜋(𝛼𝑟 − 𝛼𝑠)

���� ≤ 1
𝛿

( 𝑅∑︁
𝑟=1

|𝑢𝑟 |2
)1/2 ( 𝑅∑︁

𝑠=1
|𝑣𝑠 |2

)1/2
(G.22)

for arbitrary real or complex 𝑢𝑟 and 𝑣𝑠 .

On setting 𝑣𝑠 = 𝑢𝑠 we see in particular that���� ∑︁
1≤𝑟 ,𝑠≤𝑅
𝑟≠𝑠

𝑢𝑟𝑢𝑠

sin 𝜋(𝛼𝑟 − 𝛼𝑠)

���� ≤ 1
𝛿

𝑅∑︁
𝑟=1

|𝑢𝑟 |2 (G.23)

for arbitrary real or complex 𝑢𝑟 .

Proof We recall that the Weierstrass product formula for the sine function
asserts that

sin 𝜋𝑧 = 𝜋𝑧
∞∏
𝑘=1

(
1 − 𝑧

𝑘

) (
1 + 𝑧

𝑘

)
.

On taking logarithmic derivatives, it follows that

𝜋 cot 𝜋𝑧 =
1
𝑧
+

∞∑︁
𝑘=1

( 1
𝑧 − 𝑘 + 1

𝑧 + 𝑘

)
.

Now
1

sin 𝜋𝑧
=

1
2

cot
𝜋𝑧

2
− 1

2
cot

𝜋(𝑧 + 1)
2

,
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so

𝜋

sin 𝜋𝑧
=

1
𝑧
+

∞∑︁
𝑘=1

(−1)𝑘
( 1
𝑧 − 𝑘 + 1

𝑧 + 𝑘

)
= lim
𝐾→∞

𝐾∑︁
𝑘=−𝐾

(−1)𝑘
𝑧 − 𝑘 . (G.24)

We apply Theorem G.14 with doubly-indexed variables 𝑥𝑛𝑟 , 𝑦𝑚𝑠 and 𝜆𝑛𝑟 . Thus���� ∑︁
𝑟 ,𝑠,𝑚,𝑛

(𝑛,𝑟 )≠(𝑚,𝑠)

𝑥𝑛𝑟 𝑦𝑚𝑠

𝜆𝑛𝑟 − 𝜆𝑚𝑠

���� ≤ 𝜋

𝛿

(∑︁
𝑛,𝑟

|𝑥𝑛𝑟 |2
)1/2 (∑︁

𝑚,𝑠

|𝑦𝑚𝑠 |2
)1/2

.

We now take 𝑥𝑛𝑟 = (−1)𝑛𝑢𝑟 , 𝑦𝑚𝑠 = (−1)𝑚𝑣𝑠 , and 𝜆𝑛𝑟 = 𝑛 + 𝛼𝑟 for 1 ≤ 𝑚, 𝑛 ≤
𝐾 . Thus���� ∑︁

(𝑛,𝑟 )≠(𝑚,𝑠)

(−1)𝑛−𝑚𝑢𝑟𝑣𝑠
𝑛 − 𝑚 + 𝛼𝑟 − 𝛼𝑠

���� ≤ 𝐾𝜋

𝛿

( 𝑅∑︁
𝑟=1

|𝑢𝑟 |2
)1/2 ( 𝑅∑︁

𝑠=1
|𝑣𝑠 |2

)1/2
.

As ∑︁
1≤𝑚,𝑛≤𝐾
𝑚≠𝑛

(−1)𝑛−𝑚
𝑛 − 𝑚 = 0,

we may replace the condition (𝑛, 𝑟) ≠ (𝑚, 𝑠) by the simpler condition 𝑟 ≠ 𝑠.
We put 𝑘 = 𝑚 − 𝑛 and divide by 𝐾 to see that���∑︁

𝑟≠𝑠

𝑢𝑟𝑣𝑠

𝐾∑︁
𝑘=−𝐾

(−1)𝑘 (1 − |𝑘 |/𝐾)
𝛼𝑟 − 𝛼𝑠 − 𝑘

��� ≤ 𝜋

𝛿

( 𝑅∑︁
𝑟=1

|𝑢𝑟 |2
)1/2 ( 𝑅∑︁

𝑠=1
|𝑣𝑠 |2

)1/2
.

From (G.24) we see that the left hand side above tends to

𝜋

���∑︁
𝑟≠𝑠

𝑢𝑟𝑣𝑠

sin 𝜋(𝜆𝑟 − 𝜆𝑠)

���
as 𝐾 → ∞, so the proof is complete. □

Suppose that
𝜆1 < 𝜆2 < · · · < 𝜆𝑁 , (G.25)

and let
𝛿𝑛 = min

𝑚
𝑚≠𝑛

|𝜆𝑚 − 𝜆𝑛 |. (G.26)

Thus in Theorem G.14 we may take 𝛿 = min𝑛 𝛿𝑛. When some of the 𝜆𝑛 are
more widely spaced from their neighbors than others, it is advantageous to
work with the 𝛿𝑛 rather than with 𝛿, as it is possible to derive a weighted form
the Hilbert inequality:
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Theorem G.16 Let 𝜆1, 𝜆2, . . . , 𝜆𝑁 be distinct real numbers, and let the num-
bers 𝛿𝑛 be defined as in (G.26). Then���� ∑︁

1≤𝑚,𝑛≤𝑁
𝑚≠𝑛

𝑥𝑚𝑦𝑛

𝜆𝑚 − 𝜆𝑛

���� ≤ 3
2
𝜋

( 𝑁∑︁
𝑛=1

|𝑥𝑛 |2
𝛿𝑛

)1/2 ( 𝑁∑︁
𝑚=1

|𝑦𝑚 |2
𝛿𝑚

)1/2
(G.27)

for arbitrary real or complex numbers 𝑥𝑛 and 𝑦𝑚.

This includes Theorem G.14 apart from the factor 3/2. It is unknown whether
the above is true with the constant 𝜋. On taking 𝑦𝑚 = 𝑥𝑚 we see in particular
that ���� ∑︁

1≤𝑚,𝑛≤𝑁
𝑚≠𝑛

𝑥𝑛𝑥𝑚

𝜆𝑚 − 𝜆𝑛

���� ≤ 3
2
𝜋

𝑁∑︁
𝑛=1

|𝑥𝑛 |2
𝛿𝑛

(G.28)

for arbitrary real or complex numbers 𝑥𝑛.
To prepare for the proof of Theorem G.16 we establish some useful inequal-

ities.

Lemma G.17 Let the 𝜆𝑛 and 𝛿𝑛 be as in (G.25) and (G.26). Suppose that 𝑓
is defined on (0,∞), that 𝑓 is positive, decreasing, convex upwards, and that∫ ∞
𝛿
𝑓 (𝑥) 𝑑𝑥 < ∞ for 𝛿 > 0. Then∑︁
𝑛>𝑟

𝛿𝑛 𝑓 (𝜆𝑛 − 𝜆𝑟 ) ≤ (𝜆𝑟+1 − 𝜆𝑟 ) 𝑓 (𝜆𝑟+1 − 𝜆𝑟 ) +
∫ ∞

𝜆𝑟+1−𝜆𝑟
𝑓 (𝑥) 𝑑𝑥 (G.29)

for 𝑟 < 𝑁 , and∑︁
𝑛<𝑟

𝛿𝑛 𝑓 (𝜆𝑟 − 𝜆𝑛) ≤ (𝜆𝑟 − 𝜆𝑟−1) 𝑓 (𝜆𝑟 − 𝜆𝑟−1) +
∫ ∞

𝜆𝑟−𝜆𝑟−1

𝑓 (𝑥) 𝑑𝑥 (G.30)

for 𝑟 > 1.

Proof The contribution of 𝑛 = 𝑟 + 1 in (G.29) is

𝛿𝑟+1 𝑓 (𝜆𝑟+1 − 𝜆𝑟 ) ≤ (𝜆𝑟+1 − 𝜆𝑟 ) 𝑓 (𝜆𝑟+1 − 𝜆𝑟 )

since 𝛿𝑟+1 ≤ 𝜆𝑟+1 − 𝜆𝑟 and 𝑓 is positive. For 𝑛 > 𝑟 + 1 we set ℳ𝑛 = [𝜆𝑛 −
1
2𝛿𝑛, 𝜆𝑛 +

1
2𝛿𝑛], and observe that

𝛿𝑛 𝑓 (𝜆𝑛 − 𝜆𝑟 ) ≤
∫
ℳ𝑛

𝑓 (𝑥 − 𝜆𝑟 ) 𝑑𝑥

by the convexity of 𝑓 . The intervals ℳ𝑛 are disjoint, and lie in the interval
[𝜆𝑟+1,∞), so ∑︁

𝑛>𝑟+1
𝛿𝑛 𝑓 (𝜆𝑛 − 𝜆𝑟 ) ≤

∫ ∞

𝜆𝑟+1

𝑓 (𝑥 − 𝜆𝑟 ) 𝑑𝑥
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since 𝑓 is nonnegative. Thus we have (G.29), and (G.30) is proved similarly. □

Corollary G.18 Let the 𝜆𝑛 and 𝛿𝑛 be as in (G.25) and (G.26). Then

𝑁∑︁
𝑛=1
𝑛≠𝑟

𝛿𝑛

(𝜆𝑛 − 𝜆𝑟 )2 ≤ 4
𝛿𝑟

(G.31)

and
𝑁∑︁
𝑛=1
𝑛≠𝑟

𝛿𝑛

(𝜆𝑛 − 𝜆𝑟 )4 ≤ 8
3𝛿3
𝑟

(G.32)

for 1 ≤ 𝑟 ≤ 𝑁 .

Proof By taking 𝑓 (𝑥) = 1/𝑥2 in (G.29) we find that∑︁
𝑟<𝑛≤𝑁

𝛿𝑛

(𝜆𝑛 − 𝜆𝑟 )2 ≤ 2
𝜆𝑟+1 − 𝜆𝑟

≤ 2
𝛿𝑟
,

and the corresponding sum over 𝑛 < 𝑟 is bounded similarly using (G.30). This
gives (G.31), and (G.32) is proved similarly by taking 𝑓 (𝑥) = 1/𝑥4. □

Lemma G.19 Let the 𝜆𝑛 and 𝛿𝑛 be as in (G.25) and (G.26). If 1 ≤ 𝑟, 𝑠 ≤ 𝑁

and 𝑟 ≠ 𝑠, then∑︁
1≤𝑛≤𝑁
𝑛≠𝑟
𝑛≠𝑠

𝛿𝑛

(𝜆𝑛 − 𝜆𝑟 )2 (𝜆𝑛 − 𝜆𝑠)2 ≤ 4
(𝜆𝑟 − 𝜆𝑠)2

( 1
𝛿𝑟

+ 1
𝛿𝑠

)
. (G.33)

Proof Let Let 𝑓 (𝑥) = (𝑥 − 𝜆𝑟 )−2 (𝑥 − 𝜆𝑠)−2. We first show that 𝑓 is concave
upwards. By taking logarithmic derivatives we see that

𝑓 ′

𝑓
(𝑥) = −2

𝑥 − 𝜆𝑟
+ −2
𝑥 − 𝜆𝑠

.

By differentiating both sides of this we find that( 𝑓 ′
𝑓

)′
(𝑥) = 2

(𝑥 − 𝜆𝑟 )2 + 2
(𝑥 − 𝜆𝑠)2 .

Here the left hand side is ( 𝑓 ′′ (𝑥) 𝑓 (𝑥) − 𝑓 ′ (𝑥)2)/ 𝑓 (𝑥)2, so by multiplying both
sides of the above by 𝑓 (𝑥)2 and then adding 𝑓 ′ (𝑥)2 we deduce that

𝑓 ′′ (𝑥) 𝑓 (𝑥) = 𝑓 ′ (𝑥)2 + 𝑓 (𝑥)2
( 2
(𝑥 − 𝜆𝑟 )2 + 2

(𝑥 − 𝜆𝑠)2

)
> 0.

Since 𝑓 (𝑥) > 0, it follows that 𝑓 ′′ (𝑥) > 0.
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Letℳ𝑛 = [𝜆𝑛 − 𝛿𝑛/2, 𝜆𝑛 + 𝛿𝑛/2]. Since 𝑓 is convex upwards, it follows that

𝛿𝑛 𝑓 (𝜆𝑛) ≤
∫
ℳ𝑛

𝑓 (𝑥) 𝑑𝑥,

and on summing this over 𝑛 we find that∑︁
1≤𝑛≤𝑁
𝑛≠𝑟
𝑛≠𝑠

𝛿𝑛 𝑓 (𝜆𝑛) ≤
∑︁

1≤𝑛≤𝑁
𝑛≠𝑟
𝑛≠𝑠

∫
ℳ𝑛

𝑓 (𝑥) 𝑑𝑥. (G.34)

Now

𝜆𝑛 +
1
2
𝛿𝑛 = 𝜆𝑛+1 − (𝜆𝑛+1 − 𝜆𝑛) +

1
2
𝛿𝑛 ≤ 𝜆𝑛+1 −

1
2
(𝜆𝑛+1 − 𝜆𝑛)

≤ 𝜆𝑛+1 −
1
2
𝛿𝑛+1,

so the intervals ℳ𝑛 are pairwise disjoint. Let ℛ = R \
(
ℳ𝑟 ∪ℳ𝑠

)
. Since

𝑓 (𝑥) > 0 for all 𝑥, it follows that the right hand side of (G.34) is

≤
∫
ℛ

𝑓 (𝑥) 𝑑𝑥. (G.35)

We note that
1

(𝑥 − 𝜆𝑟 ) (𝑥 − 𝜆𝑠)
=

1
𝜆𝑟 − 𝜆𝑠

( 1
𝑥 − 𝜆𝑟

− 1
𝑥 − 𝜆𝑠

)
.

On squaring both sides of this, and then expanding the right hand side, we
deduce that

𝑓 (𝑥) = 1
(𝜆𝑟 − 𝜆𝑠)2 (𝑥 − 𝜆𝑟 )2 − 2

(𝜆𝑟 − 𝜆𝑠)2 (𝑥 − 𝜆𝑟 ) (𝑥 − 𝜆𝑠)

+ 1
(𝜆𝑟 − 𝜆𝑠)2 (𝑥 − 𝜆𝑠)2

= 𝑓1 (𝑥) + 𝑓2 (𝑥) + 𝑓3 (𝑥),

say.
Since 𝑓1 (𝑥) ≥ 0 for all 𝑥, it follows that∫

ℛ

𝑓1 (𝑥) 𝑑𝑥 ≤
∫
ℳ
𝑐
𝑟

𝑓1 (𝑥) 𝑑𝑥 =
2

(𝜆𝑟 − 𝜆𝑠)2

∫ ∞

𝛿𝑟/2
𝑥−2 𝑑𝑥

=
4

𝛿𝑟 (𝜆𝑟 − 𝜆𝑠)2 , (G.36)

and similarly ∫
ℛ

𝑓3 (𝑥) 𝑑𝑥 ≤ 4
𝛿𝑠 (𝜆𝑟 − 𝜆𝑠)2 . (G.37)
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It remains to treat
∫
ℛ
𝑓2 (𝑥) 𝑑𝑥. We observe that

𝑓2 (𝑥) =
−2

(𝜆𝑟 − 𝜆𝑠)3

( 1
𝑥 − 𝜆𝑟

− 1
𝑥 − 𝜆𝑠

)
=

−2
(𝜆𝑟 − 𝜆𝑠)3 (𝑥 − 𝜆𝑟 )

+ 2
(𝜆𝑟 − 𝜆𝑠)3 (𝑥 − 𝜆𝑠)

= 𝑓21 (𝑥) + 𝑓22 (𝑥),

say. Let ℐ(𝑋) = [−𝑋, 𝑋]. Then∫
ℛ

𝑓2 (𝑥) 𝑑𝑥 = lim
𝑋→∞

∫
ℛℐ (𝑋)

𝑓2 (𝑥) 𝑑𝑥

= lim
𝑋→∞

∫
ℛℐ (𝑋)

𝑓21 (𝑥) 𝑑𝑥 + lim
𝑋→∞

∫
ℛℐ (𝑋)

𝑓22 (𝑥) 𝑑𝑥. (G.38)

Suppose that 𝑋 is large. Then∫
ℛℐ (𝑋)

𝑓21 (𝑥) 𝑑𝑥 =
∫
ℳ
𝑐
𝑟ℐ (𝑋)

𝑓21 (𝑥) 𝑑𝑥 −
∫
ℳ𝑠

𝑓21 (𝑥) 𝑑𝑥 <
∫
ℳ𝑟ℐ (𝑋)

𝑓21 (𝑥) 𝑑𝑥

since 𝑓21 (𝑥) > 0 for 𝑥 ∈ ℳ𝑠 . The remaining integral above is −2/(𝜆𝑟 − 𝜆𝑠)3

times ∫ 𝑋

𝜆𝑟+ 1
2 𝛿𝑟

𝑑𝑥

𝑥 − 𝜆𝑟
+

∫ 𝜆𝑟− 1
2 𝛿𝑟

−𝑋

𝑑𝑥

𝑥 − 𝜆𝑟
= log

𝑋 − 𝜆𝑟
𝑋 + 𝜆𝑟

,

which tends to 0 as 𝑋 → ∞. Thus the first limit in (G.38) is negative. As for
the second limit, we note that∫

ℛℐ (𝑋)
𝑓22 (𝑥) 𝑑𝑥 =

∫
ℳ
𝑐
𝑠ℐ (𝑋)

𝑓22 (𝑥) 𝑑𝑥 −
∫
ℳ𝑟

𝑓22 (𝑥) 𝑑𝑥 <
∫
ℳ
𝑐
𝑠ℐ (𝑋)

𝑓22 (𝑥) 𝑑𝑥

since 𝑓22 (𝑥) > 0 for 𝑥 ∈ ℳ𝑟 . The remaining integral above is 2/(𝜆𝑟 − 𝜆𝑠)3

times ∫ 𝑋

𝜆𝑠+ 1
2 𝛿𝑠

𝑑𝑥

𝑥 − 𝜆𝑠
+

∫ 𝜆𝑠− 1
2 𝛿𝑠

−𝑋

𝑑𝑥

𝑥 − 𝜆𝑠
= log

𝑋 − 𝜆𝑠
𝑋 + 𝜆𝑠

,

which tends to 0 as 𝑋 → ∞. Thus the second limit in (G.38) is also negative,
so ∫

ℛ

𝑓2 (𝑥) 𝑑𝑥 < 0.

The stated result now follows by combining this with (G.36)and (G.37) in
(G.35). □



G.4 Hilbert’s inequality 431

Proof of Theorem G.16 Put 𝑢𝑛 = 𝑥𝑛/
√
𝛿𝑛 and 𝑣𝑚 = 𝑦𝑚/

√
𝛿𝑚. Thus we have

to show that���� ∑︁
1≤𝑚,𝑛≤𝑁
𝑚≠𝑛

√
𝛿𝑚𝛿𝑛

𝜆𝑚 − 𝜆𝑛
𝑢𝑛𝑣𝑚

���� ≤ 3
2
𝜋

( 𝑁∑︁
𝑛=1

|𝑢𝑛 |2
)1/2 ( 𝑁∑︁

𝑚=1
|𝑣𝑚 |2

)1/2

for all 𝑢𝑛 and 𝑣𝑚. By Cauchy’s inequality, the left hand side above is

≤
( 𝑁∑︁
𝑚=1

|𝑣𝑚 |2
)1/2

( 𝑁∑︁
𝑚=1

���� 𝑁∑︁
𝑛=1
𝑛≠𝑚

√
𝛿𝑚𝛿𝑛

𝜆𝑚 − 𝜆𝑛
𝑢𝑛

����2)1/2
.

Thus it suffices to show that
𝑁∑︁
𝑚=1

���� 𝑁∑︁
𝑛=1
𝑛≠𝑚

√
𝛿𝑚𝛿𝑛

𝜆𝑚 − 𝜆𝑛
𝑢𝑛

����2 ≤ 9
4
𝜋2

𝑁∑︁
𝑛=1

|𝑢𝑛 |2 (G.39)

for all 𝑢𝑛. Let 𝐴 = [𝑎𝑚𝑛] be the 𝑁 × 𝑁 matrix with coefficients

𝑎𝑚𝑛 =


√
𝛿𝑚𝛿𝑛

𝜆𝑚 − 𝜆𝑛
if 𝑚 ≠ 𝑛,

0 if 𝑚 = 𝑛.

Thus 𝐴∗ = −𝐴, so that 𝐴 is skew-hermitian, and hence normal. Thus by
Corollary G.11 we know that 𝜌(𝐴) = ∥𝐴∥. Thus we may assume that 𝒖 is an
eigenvector of 𝐴. Since −𝑖𝐴 is Hermitian, any eigenvalue 𝜆 of −𝑖𝐴 is real, so
that if 𝒖 is an associated eigenvector, then −𝑖𝐴𝒖 = 𝜆𝒖. On multiplying both
sides of this by 𝑖, we deduce that 𝐴𝒖 = 𝑖𝜆𝒖. Thus the eigenvalues of 𝐴 are
of the form 𝑖𝜆 where 𝜆 is real. As we continue, we assume that 𝒖 is such an
eigenvector, so that

𝑁∑︁
𝑛=1
𝑛≠𝑚

√
𝛿𝑚𝛿𝑛

𝜆𝑚 − 𝜆𝑛
𝑢𝑛 = 𝑖𝜆𝑢𝑚 (G.40)

for all 𝑚. We may further assume that 𝒖 is a unit vector, which is to say that
𝑁∑︁
𝑛=1

|𝑢𝑛 |2 = 1. (G.41)

We expand the left hand side of (G.39) and take the sum over 𝑚 inside, to
see that the expression is

=

𝑁∑︁
𝑟=1

√︁
𝛿𝑟𝑢𝑟

𝑁∑︁
𝑠=1

√︁
𝛿𝑠𝑢𝑠

∑︁
1≤𝑚≤𝑁
𝑚≠𝑟
𝑚≠𝑠

𝛿𝑚

(𝜆𝑚 − 𝜆𝑟 ) (𝜆𝑚 − 𝜆𝑠)
.
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The terms with 𝑟 = 𝑠 contribute
𝑁∑︁
𝑟=1

𝛿𝑟 |𝑢𝑟 |2
𝑁∑︁
𝑚=1
𝑚≠𝑟

𝛿𝑚

(𝜆𝑚 − 𝜆𝑟 )2 . (G.42)

The terms with 𝑟 ≠ 𝑠 contribute∑︁
1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

√︁
𝛿𝑟𝛿𝑠𝑢𝑟𝑢𝑠

∑︁
1≤𝑚≤𝑁
𝑚≠𝑟
𝑚≠𝑠

𝛿𝑚

(𝜆𝑚 − 𝜆𝑟 ) (𝜆𝑚 − 𝜆𝑠)
. (G.43)

Since 𝑟 ≠ 𝑠 in the above, we may write

𝛿𝑚

(𝜆𝑚 − 𝜆𝑟 ) (𝜆𝑚 − 𝜆𝑠)
=

1
𝜆𝑟 − 𝜆𝑠

( 𝛿𝑚

𝜆𝑚 − 𝜆𝑟
− 𝛿𝑚

𝜆𝑚 − 𝜆𝑠

)
.

On inserting this in (G.43), we find that the expression is

=
∑︁

1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

√
𝛿𝑟𝛿𝑠

𝜆𝑟 − 𝜆𝑠
𝑢𝑟𝑢𝑠

( ∑︁
1≤𝑚≤𝑁
𝑚≠𝑟
𝑚≠𝑠

𝛿𝑚

𝜆𝑚 − 𝜆𝑟
−

∑︁
1≤𝑚≤𝑁
𝑚≠𝑟
𝑚≠𝑠

𝛿𝑚

𝜆𝑚 − 𝜆𝑠

)
.

In the first sum over 𝑚 there is no need to exclude 𝑚 = 𝑠, and in the second
sum over 𝑚 there is no need to exclude 𝑚 = 𝑟 . On inserting these terms we see
that the above is

=
∑︁

1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

√
𝛿𝑟𝛿𝑠 (𝛿𝑟 + 𝛿𝑠)
(𝜆𝑟 − 𝜆𝑠)2 𝑢𝑟𝑢𝑠 +

∑︁
1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

√
𝛿𝑟𝛿𝑠

𝜆𝑟 − 𝜆𝑠
𝑢𝑟𝑢𝑠

𝑁∑︁
𝑚=1
𝑚≠𝑟

𝛿𝑚

𝜆𝑚 − 𝜆𝑟

−
∑︁

1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

√
𝛿𝑟𝛿𝑠

𝜆𝑟 − 𝜆𝑠
𝑢𝑟𝑢𝑠

𝑁∑︁
𝑚=1
𝑚≠𝑠

𝛿𝑚

𝜆𝑚 − 𝜆𝑠

= 𝑇1 + 𝑇2 − 𝑇3, (G.44)

say. By taking 𝑚 = 𝑟 in (G.40) and then taking complex conjugates we find that

𝑁∑︁
𝑠=1
𝑠≠𝑟

√
𝛿𝑟𝛿𝑠

𝜆𝑟 − 𝜆𝑠
𝑢𝑠 = −𝑖𝜆𝑢𝑟

since 𝜆 is real. Thus

𝑇2 = −𝑖𝜆
𝑁∑︁
𝑟=1

|𝑢𝑟 |2
𝑁∑︁
𝑚=1
𝑚≠𝑟

𝛿𝑚

𝜆𝑚 − 𝜆𝑟
.



G.4 Hilbert’s inequality 433

By taking 𝑚 = 𝑠 in (G.40) and then multiplying by −1 we find that
𝑁∑︁
𝑟=1
𝑟≠𝑠

√
𝛿𝑟𝛿𝑠

𝜆𝑟 − 𝜆𝑠
𝑢𝑟 = −𝑖𝜆𝑢𝑠 .

Thus

𝑇3 = −𝑖𝜆
𝑁∑︁
𝑠=1

|𝑢𝑠 |2
𝑁∑︁
𝑚=1
𝑚≠𝑠

𝛿𝑚

𝜆𝑚 − 𝜆𝑠
.

On comparing these formulæ we deduce that𝑇2 = 𝑇3, so that these terms cancel
in (G.40), so we now estimate 𝑇1.

Clearly

|𝑇1 | ≤
∑︁

1≤𝑟 ,𝑠≤𝑁
𝑟≠𝑠

√
𝛿𝑟𝛿𝑠 (𝛿𝑟 + 𝛿𝑠)
(𝜆𝑟 − 𝜆𝑠)2 |𝑢𝑟𝑢𝑠 | = 𝑈,

say. We note that

𝑈 = 2
𝑁∑︁
𝑟=1

|𝑢𝑟 |
𝑁∑︁
𝑠=1
𝑠≠𝑟

√
𝛿𝑟𝛿𝑠𝛿𝑠

(𝜆𝑟 − 𝜆𝑠)2 |𝑢𝑠 |.

Thus by Cauchy’s inequality,

(𝑈/2)2 ≤
( 𝑁∑︁
𝑟=1

|𝑢𝑟 |2
) ( 𝑁∑︁

𝑟=1
𝛿𝑟

���� 𝑁∑︁
𝑠=1
𝑠≠𝑟

𝛿
3/2
𝑠 |𝑢𝑠 |

(𝜆𝑟 − 𝜆𝑠)2

����2) .
Here the first factor on the right hand side is 1 in view of (G.41). In the second
factor we expand the modulus-squared and take the sum over 𝑟 inside. Thus the
right hand side above is

=
∑︁

1≤𝑠,𝑡≤𝑁
𝛿

3/2
𝑠 𝛿

3/2
𝑡 |𝑢𝑠𝑢𝑡 |

∑︁
1≤𝑟≤𝑁
𝑟≠𝑠
𝑟≠𝑡

𝛿𝑟

(𝜆𝑟 − 𝜆𝑠)2 (𝜆𝑟 − 𝜆𝑡 )2 .

By distinguishing those terms for which 𝑠 = 𝑡 from those for which 𝑠 ≠ 𝑡, we
see that the above is

=

𝑁∑︁
𝑠=1
𝛿3
𝑠 |𝑢𝑠 |2

𝑁∑︁
𝑟=1
𝑟≠𝑠

𝛿𝑟

(𝛿𝑟 − 𝛿𝑠)4

+
∑︁

1≤𝑠,𝑡≤𝑁
𝑠≠𝑡

𝛿
3/2
𝑠 𝛿

3/2
𝑡 |𝑢𝑠𝑢𝑡 |

∑︁
1≤𝑟≤𝑁
𝑟≠𝑠
𝑟≠𝑡

𝛿𝑟

(𝜆𝑟 − 𝜆𝑠)2 (𝜆𝑟 − 𝜆𝑡 )2 .
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In the first term we use (G.32) to bound the sum over 𝑟. By (G.41) it follows that
this term is ≤ 8/3. In the second term we use (G.33) to estimate the sum over 𝑟 .
The resulting bound is precisely 4𝑈. Since (𝑈/2)2 ≤ 8/3 + 4𝑈, it follows that

|𝑇1 | ≤ 𝑈 ≤ 8 + 4
√︁

14/3 < 16.641.

This is our upper bound for the expression (G.43). By (G.31) and (G.41) we see
that the expression (G.42) is ≤ 4. On summing these estimates we see that the
left hand side of (G.39) is ≤ 20.641. The right hand side is 9𝜋2/4 ≥ 22.206,
so (G.39) holds, and the proof is complete. □

In the same way that we derived Theorem G.15 from Theorem G.14, we
can derive a weighted inequality for use modulo 1 from the weighted Hilbert
inequality (Theorem G.16.

Theorem G.20 Let 𝛼1, 𝛼2, . . . , 𝛼𝑅 be distinct modulo 1, and put

𝛿𝑟 = min
1≤𝑠≤𝑅
𝑠≠𝑟

∥𝛼𝑟 − 𝛼𝑠 ∥.

Then ���� ∑︁
1≤𝑟 ,𝑠≤𝑅
𝑟≠𝑠

𝑢𝑟𝑣𝑠

sin 𝜋(𝛼𝑟 − 𝛼𝑠)

���� ≤ 3
2

( 𝑅∑︁
𝑟=1

|𝑢𝑟 |2
𝛿𝑟

)1/2
( 𝑅∑︁
𝑠=1

|𝑣𝑠 |2
𝛿𝑠

)1/2
(G.45)

for arbitrary real or complex 𝑢𝑟 and 𝑣𝑠 .

Proof As in the proof of Theorem G.15, we employ a doubly-indexed family
of 𝜆’s, namely 𝜆𝑛𝑟 = 𝑛+𝑟 for 1 ≤ 𝑛 ≤ 𝐾 and 1 ≤ 𝑟 ≤ 𝑅. Thus |𝜆𝑛𝑟 −𝜆𝑚𝑠 | ≥ 𝛿𝑟
whenever (𝑚, 𝑠) ≠ (𝑛, 𝑟). We continue as in the proof of Theorem G.15, but
with an appeal to Theorem G.16 in place of Theorem G.14. □

G.5 Exercise

1. Write cos 𝜋𝛼 = (𝑒𝑖 𝜋𝛼 + 𝑒−𝑖 𝜋𝛼)/2, and apply Theorem G.15 twice to show
that ���� ∑︁

1≤𝑟 ,𝑠≤𝑅
𝑟≠𝑠

𝑢𝑟𝑣𝑠 cot 𝜋(𝛼𝑟 − 𝛼𝑠)
���� ≤ 1

𝛿

( 𝑅∑︁
𝑟=1

|𝑢𝑟 |2
)1/2 ( 𝑅∑︁

𝑠=1
|𝑣𝑠 |2

)1/2

for arbitrary real or complex 𝑢𝑟 and 𝑣𝑠 .
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G.6 Notes

For more material on bilinear forms and matrix inequalities, see (Hardy, Little-
wood, pp. 196–259) Marcus & Minc (1964), Bellman (1970), and Beckenbach
& Bellman (1965). For properties of integral matrices see Newman (1972).

Section G.1. Theorem G.1 is due to Hellinger & Toeplitz (1910), who also added autoref
dealt with the convergence issues that arise when accepting infinite-dimensional
matrices. The case 𝑞 = 𝑝′ of Exercise G.1.1.8 is due to F. Riesz (1913), and check ex. no.
the general case is due to his younger brother, M. Riesz (1927).

Section G.2. Theorem G.9, is Satz I of Schur (1909); it is one of the found- added autoref
ational results of linear algebra. The bound of Exercise G.2.1.17(f) can be check ex no.
sharpened, slightly, by replacing the supremum of | 𝑓 | by its essential supremum
which is defined to be the supremum of the set of those numbers 𝑉 for which
{𝑥 : | 𝑓 (𝑥) | ≥ 𝑉} has positive measure. With this refinement, the bound is best
possible, since the argument of Exercise G.2.1.19 can be extended with 𝑠(𝑥) check ex nos.

here and belowreplaced by an arbitrary measurable function. Schur (1921) gave a simple proof
that |𝐺 (𝑞) | = √

𝑞 when 𝑞 is odd, determined det 𝐸 , 𝐸2, 𝐸4 (as in Exercises
G.2.1.22–23), and then deduced the multiplicities 𝑚𝑎, and hence the values
of 𝐺 (𝑞) when 𝑞 is odd. His argument is reproduced in (Landau, 1958, pp.
207–212), except that Schur took for granted that the eigenvalues of 𝐴2 are the
squares of those of 𝐴. (This is an easy consequence of his triangularization
theorem G.9.) Morton (1980) has constructed a set of 𝑞 linearly independent
eigenvectors of the Schur matrix. Balatoni (1969) has derived both upper and
lower bounds for the largest and smallest eigenvalues of the matrix whose
determinant is the Smith determinant.

Section G.3. The original Bessel inequality was published by the physi- added autoref
cist/astronomer/mathematician F. W. Bessel in 1828. Boas (1941) and Bellman
(1944) proposed generalisations of Bessel’s inequality, in which the given vec-
tors are close to orthonormal. Rényi (1949a,b,c, 1950, 1958, 1959) developed made proper

cites; did you
mean all?a number of principles along these lines, for purposes of improving the large

sieve of Linnik. Heilbronn (1958) gave a further bound, which turns out to be
a little weaker than the estimate of Halá in Exercise G.3.1.3. From the first two Halá or

Halász?
check ex no.

exercises at the end of this section we see that such extensions of Bessel’s in-
equality are equivalent to consideration of bilinear forms, although sometimes
(e.g. in §E.3.3) we still find it convenient to think in terms of Bessel’s inequal- add autoref
ity. Discussion of the large sieve continued to be framed in terms of Bessel’s
inequality, even after the seminal works of Roth and Bombieri in 1965. Elli-
ott (1971, 1973) and Matthews (1972a, 1872b, 1973) were among the first to
address the large sieve in terms of bilinear forms.

Section G.4. In lectures, Hilbert proved the inequalities (G.12), (G.13), but added autoref
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the latter with the constant 2𝜋. His proof is reproduced in Hardy, Littlewood &
Pólya (1952, pp. 235–236). The inequalities were first proved with the optimalproper auto-

cite here and
below constant 𝜋 by Schur (1911); for his proof see ibid (p. 213). For an extended dis-

cussion of the original Hilbert inequalities see §8.12, Chapter IX, and Appendix
III of Hardy, Littlewood & Pólya (1952).

Atle Selberg wrote out for the authors Theorems G.14, G.16, and their proofs.
He left us to deal with the problem of proving Theorems G.15 and G.20. We
achieved this by inserting trigonometric functions in all of his formulas, al-
though, as the reader will see, it has now been found that these latter theorems
are more easily derived directly from Selberg’s original theorems, by exploit-
ing the partial fraction expansion (G.24) of the cosecant function. Preissmann
(1984) showed that the constant 3

2𝜋 in (G.27) can be replaced by 4
3𝜋. In con-

versations, Selberg reported that he had shown that the inequality holds with
the constant 3.2, but it seems that no trace remains of the method he used to
achieve this. (Selberg, 1991, pp. 220–225) later derived Theorem G.14 by a
different method, but our proof above of Theorem G.15 follows Selberg’s ori-
ginal unpublished argument. Let𝐶0 denote the best constant that could take the
place of 3

2𝜋 in (G.27). By following Selberg’s method as found in this section,
one encounters the problem of establishing an inequality of the sort

𝑁∑︁
𝑟=1

|𝑢𝑟 |
𝑁∑︁
𝑠=1
𝑠≠𝑟

√
𝛿𝑟𝛿𝑠 (𝛿𝑟 + 𝛿𝑠)
(𝜆𝑟 − 𝜆𝑠)2 |𝑢𝑠 | ≤ 𝐶1

𝑁∑︁
𝑟=1

|𝑢𝑟 |2. (G.46)

This form is Hermitian and positive, so we would expect that it might be easy
to estimate. From this approach we find that

𝐶0 ≤
√︂
𝜋2

3
+ 𝐶1.

If we could establish (G.46) with 𝐶1 = 2
3𝜋

2, then we would have 𝐶0 = 𝜋.
However, Yangjit (2023) recently showed that the best constant 𝐶1 in (G.46) is
≥ 0.70094𝜋2. If Selberg reached 3.2 by estimating𝐶1, then his bound was very
close to optimal, and that approach would never give 𝐶0 ≤ 3.19. For more on
this topic see Li (2005) and Preissmann & Lévêque (2013).

Montgomery & Vaaler (1998) introduced a still more general weighted form
of Hilbert’s inequality: Let the 𝜆𝑛 be as before, and suppose that 𝛽𝑛 ≥ 0 for all
𝑛. Then ����� 𝑁∑︁

𝑚=1

𝑁∑︁
𝑛=1

𝑚≠𝑛

𝑧𝑚𝑧𝑛

𝛽𝑚 + 𝛽𝑛 + 𝑖(𝛾𝑚 − 𝛾𝑛)

����� ≤ 84
𝑁∑︁
𝑛=1

|𝑧𝑛 |2
𝛿𝑛

. (G.47)

.
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Appendix H
Linear Programming

H.1 Fundamental theory

The following simple and intuitively obvious result is fundamental.

Theorem H.1 Let 𝒞 be a closed convex set in R𝑚, and suppose that 𝒃 ∉ 𝒞.
Then there is a hyperplaneℋ = {𝒖 ∈ R𝑚 : 𝒏 · 𝒖 = 𝑐} that separates 𝒃 from𝒞
in the sense that 𝒃·𝒏 < 0 and 𝒏·𝒖 ≥ 0 for all 𝒖 ∈ 𝒞.

Proof Let 𝒖0 be a point of𝒞 whose distance from 𝒃 is minimal. It is clear that
this minimal distance is attained by some point 𝒖0 of𝒞, even if𝒞 is unbounded
and therefore not compact, since we may restrict our attention to a sufficiently
large compact subset of 𝒞. Set 𝒏 = 𝒖0 − 𝒃 and put 𝑐 = 𝒖0·𝒏. Then

𝒃·𝒏 = (𝒖0 − 𝒏)·𝒏 = 𝑐 − |𝒏|2 < 𝑐

since 𝒏 ≠ 0.
Suppose on the other hand that 𝒖 ∈ 𝒞. The points (1 − 𝑡)𝒖0 + 𝑡𝒖, 0 ≤ 𝑡 ≤ 1,

constitute the line segment joining 𝒖0 to 𝒖. Since𝒞 is convex, these points are
also members of𝒞. Consider the distance of such a point from 𝒃. We note that

| (1 − 𝑡)𝒖0 + 𝑡𝒖 − 𝒃 |2 = |𝒖 + 𝑡 (𝒖 − 𝒖0) |2 = |𝒏|2 + 2𝑡 (𝒖 − 𝒖0)·𝒏 + |𝒖 − 𝒖0 |2𝑡2.

If it were the case (𝒖 − 𝒖0)·𝒏 < 0, then the above would be smaller than |𝒏|2
if we took 𝑡 sufficiently small and positive. Then we would have a point of 𝒞
that is closer to 𝒃 than 𝒖0. Since 𝒖0 was chosen to minimize this distance, we
conclude that (𝒖 − 𝒖0)·𝒏 ≥ 0, which is to say that 𝒖·𝒏 ≥ 𝑐. □

Corollary H.2 A closed convex set in R𝑚 is the intersection of its supporting
translated half-spaces.

Suppose that 𝒂 and 𝒃 are vectors in 𝑹𝑚. We say that 𝒂 ≥ 𝒃 if 𝑎𝑖 ≥ 𝑏𝑖 for all
respective coordinates.

439
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Theorem H.3 (Farkas’ Lemma 1902) Suppose that 𝒃 ∈ R𝑚 and that 𝐴 is an
𝑚 × 𝑛 real matrix. Then exactly one of the following is true:

(i) There is an 𝒙 ∈ R𝑛 such that 𝐴𝒙 = 𝒃 and 𝒙 ≥ 0;
(ii) There is a 𝒚 ∈ R𝑚 such that 𝒃·𝒚 < 0 and 𝐴T𝒚 ≥ 0.

Proof That the alternatives are mutually exclusive is clear, for if both (i) and
(ii) held, then we would have

0 > 𝒚T𝒃 = 𝒚T (𝐴𝒙) = (𝒚T𝐴)𝒙 =
(
𝐴T𝒚

)T
𝒙 ≥ 0.

Let 𝒞 = {𝐴𝒙 ∈ R𝑚 : 𝒙 ≥ 0} be the closed convex cone generated by the
columns of 𝐴. By Theorem H.1, either 𝒃 ∈ 𝒞, in which case we are in case
(i), or else there is a vector 𝒏 ∈ R𝑚 and a real number 𝑐 such that 𝒏·𝒃 < 𝑐 but
𝒏·𝒖 ≥ 𝑐 for all 𝒖 ∈ 𝒞. Since 0 ∈ 𝒞 it follows that 𝑐 ≤ 0. On the other hand,
if there were an 𝒖 = 𝐴𝒙 ∈ 𝒞 such that 𝒏·𝒖 < 0, then such numbers would be
unbounded below, since 𝒖 can be replaced by 𝛼𝒖 with 𝛼 ≥ 0 arbitrarily large.
Thus 𝑐 = 0. We take 𝒚 = 𝒏, and observe that 𝒚T𝐴𝒙 ≥ 0 for all 𝒙 ≥ 0 if and only
if 𝒚T𝐴 ≥ 0. Thus the proof is complete. □

Theorem H.4 Suppose that 𝒃 ∈ R𝑚 and that 𝐴 is an 𝑚 × 𝑛 matrix. Then
exactly one of the following is true:

(i) There is an 𝒙 ∈ R𝑛 such that 𝐴𝒙 ≤ 𝒃 and 𝒙 ≥ 0;
(ii) There is a 𝒚 ∈ R𝑚 such that 𝒃·𝒚 < 0, 𝐴T𝒚 ≥ 0, and 𝒚 ≥ 0.

Proof That the alternatives are mutually exclusive is clear, for if both (i) and
(ii) held, then we would have

0 > 𝒚T𝒃 ≥ 𝒚T (𝐴𝒙) = (𝒚T𝐴)𝒙 ≥ 0.

We apply Theorem H.3 with 𝑛 replaced by 𝑚 + 𝑛, 𝐴 replaced by [𝐴 | 𝐼], and 𝒙

replaced by
[
𝒙
𝒘

]
where 𝒘 ∈ R𝑚. In case (i) of Theorem H.3 we have

[
𝐴 | 𝐼

] 
𝒙

𝒘

 = 𝒃

where 𝒙 ≥ 0 and 𝒘 ≥ 0. That is, 𝐴𝒙 + 𝒘 = 𝒃, which is case (i) above.
Alternatively, in case (ii) of Theorem H.3 there is a 𝒚 ∈ R𝑚 such that 𝒃·𝒚 < 0
and 𝒚T [𝐴 | 𝐼] ≥ 0. That is, 𝒚T𝐴 ≥ 0 and 𝒚 ≥ 0. Thus (ii) holds and the proof is
complete. □

We are now in a position to prove the Fundamental Duality Theorem of linear
programming.
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Theorem H.5 Let 𝐴 be an 𝑚 × 𝑛 matrix with real entries, and suppose that
𝒃 ∈ R𝑚 and 𝒄 ∈ R𝑛 are given. Put 𝒳 = {𝒙 ∈ R𝑛 : 𝒙 ≥ 0, 𝐴𝒙 ≤ 𝒃}, and
𝒴 = {𝒚 ∈ R𝑚 : 𝒚 ≥ 0, 𝐴T𝒚 ≥ 𝒄}. If 𝒳 and𝒴 are both non-empty, then

max
𝒙∈𝒳

𝒄·𝒙 = min
𝒚∈𝒴

𝒃·𝒚 . (H.1)

If 𝒳 is non-empty, then sup𝒙∈𝒳 𝒃·𝒙 = +∞ if and only if 𝒴 = ∅. Similarly, if
𝒴 is non-empty, then inf𝒚∈𝒴 𝒄·𝒚 = −∞ if and only if 𝒳 = ∅.

It is possible that both 𝒳 and𝒴 are empty.

Proof Let 𝐿 denote the left hand side of (H.1) if 𝒳 is non-empty, and let 𝑅
denote the right hand side of (H.1) if 𝒴 is non-empty. Since 𝒳 is connected
and 𝒄·𝒙 is a continuous function of 𝒙, it follows that the values 𝒄·𝒙, for 𝒙 ∈ 𝒳,
form an interval on the real line, 𝐼𝐿 , say. Similarly, the values 𝒃·𝒚, for 𝒚 ∈ 𝒴,
form an interval 𝐼𝑅. Suppose that 𝒙 ∈ 𝒳 and 𝒚 ∈𝒴. Since 𝒄 ≤ 𝐴T𝒚 and 𝒙 ≥ 0,
it follows that

𝒄·𝒙 = 𝒄T𝒙 ≤
(
𝒚T𝐴

)
𝒙 = 𝒚T (

𝐴𝒙
)
.

On the other hand, 𝒚 ≥ 0 and 𝐴𝒙 ≤ 𝒃, so the above is

≤ 𝒚T𝒃 = 𝒃·𝒚.

Thus the interval 𝐼𝐿 lies entirely to the left of the interval 𝐼𝑅. What is further
asserted in (H.1) is that there is no gap between these intervals. From the above
it is clear that if 𝒳 and𝒴 are both non-empty, then the interval 𝐼𝐿 is bounded
above and the interval 𝐼𝑅 is bounded below. It remains also to show that if
𝒳 ≠ ∅ and 𝒴 = ∅, then 𝐼𝐿 extends to +∞, and similarly that if 𝒳 = ∅ and
𝒴 ≠ ∅, then the interval 𝐼𝑅 extends to −∞.

Suppose that 𝒳 is non-empty and that 𝜇 is a number chosen so large that
𝜇 > 𝐿. Then there does not exist an 𝒙 ≥ 0 such that

𝐴

−𝒄T

 𝒙 ≤

𝒃

−𝜇

 .
We apply Theorem H.4 to this situation, and see that case (i) is excluded. Thus
there is a

[
𝒛
𝑞
] ∈ R𝑚+1 such that

[𝒃T | − 𝜇]

𝒛

𝑞

 < 0,
[
𝐴T | − 𝒄

] 
𝒛

𝑞

 ≥ 0, 𝒛 ≥ 0, 𝑞 ≥ 0.

That is, 𝒃 · 𝒛 < 𝜇𝑞 and 𝐴T𝒛 ≥ 𝑞𝒄. We see that 𝑞 > 0, for if 𝑞 = 0, then we would
have 𝒃·𝒛 < 0, 𝐴T𝒛 ≥ 0, and 𝒛 ≥ 0, which is case (ii) of Theorem H.4. But then
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case (i) would be excluded, which is to say that𝒳 would be empty, contrary to
assumption. Thus 𝑞 > 0 and we set 𝒚 = 1

𝑞
𝒛. Then 𝒚 ∈ 𝒴 and 𝒃·𝒚 < 𝜇. Thus

we learn that if it is possible to choose a number 𝜇 larger than all members of
𝐼𝑅, then 𝒴 is non-empty, and also that 𝜇 > 𝑅. Thus if 𝒳 is non-empty, then
𝐿 = +∞ if and only if𝒴 is empty. As we observed at the outset, if𝒳 and𝒴 are
non-empty, then 𝐿 ≤ 𝑅. What we have now shown is that there is no number 𝜇
such that 𝐿 < 𝜇 < 𝑅. Thus 𝐿 = 𝑅.

The proof is now complete except for the very final assertion. For this we
can argue similarly, or we can exchange 𝑚 and 𝑛, replace 𝒃 by −𝒄, replace 𝒄 by
−𝒃, and replace 𝐴 by −𝐴T. Then𝒳 and𝒴 are exchanged, 𝐿 is replaced by −𝑅,
and 𝑅 is replaced by −𝐿. Through this reversal we see that the final assertion
follows from the one immediately before it, so the proof is complete. □

H.1.1 Exercises
1. Let 𝒞 be a closed convex set in R𝑚, suppose that 𝒃 ∉ 𝒞, and let 𝒖0 be a

member of𝒞 that is closest to 𝒃, as in the proof of Theorem H.1. Show that
𝒖0 is unique.

2. Let 𝒞 be a convex set in R𝑚, and suppose that 𝒃 ∉ 𝒞. Show that there is a
hyperplaneℋ = {𝒖 ∈ R𝑚 : 𝒏·𝒖 = 𝑐} that separates 𝒃 from 𝒞 in the sense
that 𝒏·𝒃 ≤ 0 but 𝒏·𝒖 ≥ 0 for all 𝒖 ∈ 𝒞.

3. Derive Theorem H.3 from Theorem H.4 by applying Theorem H.4 with 𝑚
replaced by 2𝑚, and with 𝐴, 𝒃, 𝒚 replaced respectively by

𝐴

−𝐴

 ,

𝒃

−𝒃

 ,

𝒚1

−𝒚2

 .

H.2 The application to sieves

Let A be a sequence of nonnegative numbers 𝑎(𝑘), let 𝒫 be a finite set of
primes, set 𝑃 =

∏
𝑝∈𝒫 𝑝, and for 𝛿 |𝑃 set

𝑆𝛿 =
∑︁
𝑘

(𝑘,𝑃)=𝛿

𝑎(𝑘),

so that

𝑋𝑑 =
∑︁
𝑘

𝑎(𝑘𝑑) =
∑︁
𝛿

𝑑 | 𝛿 |𝑃

𝑆𝛿
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for 𝑑 |𝑃. Let 𝑛 = 2𝜔 (𝑃) . Thus 𝑛 is the number of 𝛿 |𝑃, and the 𝑆𝛿 play the role
of the 𝑥 𝑗 in Theorem H.5. The 𝑋𝑑 are linear forms in the 𝑆𝛿 , which must obey
bounds of the sort

|𝑋𝑑 − 𝜌(𝑑)𝑋 | ≤ 𝑅𝑑 (H.2)

for 𝑑 |𝑃. Here 𝜌(𝑑) is a multiplicative function defined on the divisors of 𝑃 with
0 ≤ 𝜌(𝑝) ≤ 1 for all 𝑝 |𝑃. This gives rise to 𝑚 = 2𝑛 linear inequalities

𝑋𝑑 ≤ 𝜌(𝑑)𝑋 + 𝑅𝑑 ,
−𝑋𝑑 ≤ −𝜌(𝑑)𝑋 + 𝑅𝑑

for 𝑑 |𝑃. Let 𝐴 be the 𝑚 × 𝑛 partitioned matrix

𝐴 =


𝐴+
𝑑𝛿

𝐴−
𝑑𝛿


where

𝐴+
𝑑𝛿 =

{
1 if 𝑑 |𝛿,
0 otherwise,

𝐴−
𝑑𝛿 =

{
−1 if 𝑑 |𝛿,
0 otherwise

Let 𝑺 be a column vector whose 𝑛 coordinates are the numbers 𝑆𝛿 , and let
𝒃 be a column vector whose 𝑚 = 2𝑛 coordinates are partitioned so that the
first 𝑛 coordinates are the numbers 𝑏+

𝑑
= 𝜌(𝑑)𝑋 + 𝑅𝑑 , followed by 𝑛 further

coordinates 𝑏−
𝑑
= −𝜌(𝑑)𝑋 + 𝑅𝑑 . Thus the vectors 𝑺 are subject to the condition

𝑺 ≥ 0 and 𝐴𝑺 ≤ 𝒃. Let 𝒳 denote the set of these admissible vectors 𝑺. Let 𝒄
be a vector in R𝑛 whose coordinates are indexed by the 𝛿 |𝑃 with

𝑐𝛿 =

{
1 if 𝛿 = 1,
0 if 𝛿 > 1.

For an upper bound sieve, we would want to derive an upper bound for the size
of 𝒄 ·𝑺. To construct the dual extremal problem we let 𝝀 ∈ R𝑚 have nonnegative
coordinates, partitioned into two halves, so that 𝝀 = [𝜆+

𝑑
| 𝜆−
𝑑
]. Note that in this

situation, 𝜆+
𝑑

is not an upper bound sifting function, nor is 𝜆−
𝑑

a lower bound
sifting function. Rather, they are building blocks which will be used to form an
upper bound sifting function. In addition to 𝝀 ≥ 0, the 𝝀 are required to satisfy
𝝀𝐴 ≥ 𝒄. That is, ∑︁

𝑑
𝑑 | 𝛿

𝜆+𝑑 −
∑︁
𝑑
𝑑 | 𝛿

𝜆−𝑑 ≥ 𝑐𝛿 =
{

1 if 𝛿 = 1,
0 if 𝛿 > 1.
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Let𝒴 denote the set of those 𝝀 that meet these requirements. For any 𝝀 ∈ 𝒴,
the quantity 𝒃·𝝀 is an upper bound for 𝒄·𝑺 for all 𝑺 ∈ 𝒳. That is,

𝑆1 ≤ [𝑏+𝑑 | 𝑏
−
𝑑 ] · [𝜆

+
𝑑 | 𝜆

−
𝑑 ] = 𝑋

∑︁
𝑑 |𝑃

(
𝜆+𝑑 − 𝜆

−
𝑑

)
𝜌(𝑑) +

∑︁
𝑑 |𝑃

(
𝜆+𝑑 + 𝜆

−
𝑑

)
𝑅𝑑 .

Suppose that 𝜆𝑑 is given, and that 𝜆+
𝑑

and 𝜆−
𝑑

take nonnegative values so that
𝜆+
𝑑
− 𝜆−

𝑑
= 𝜆𝑑 . If 𝜆𝑑 ≥ 0, then the quantity 𝜆+

𝑑
+ 𝜆−

𝑑
is minimized by taking

𝜆+
𝑑
= 𝜆𝑑 and 𝜆−

𝑑
= 0. Similarly, if 𝜆𝑑 ≤ 0, the quantity 𝜆+

𝑑
+ 𝜆−

𝑑
is minimized

by taking 𝜆+
𝑑
= 0 and 𝜆−

𝑑
= −𝜆𝑑 . Thus

𝑆1 ≤ 𝑋
∑︁
𝑑 |𝑃

𝜆𝑑𝜌(𝑑) +
∑︁
𝑑 |𝑃

|𝜆𝑑 |𝑅𝑑 (H.3)

where ∑︁
𝑑 | 𝛿

𝜆𝑑 ≥
{

1 if 𝛿 = 1,
0 if 𝛿 > 1.

Moreover, by Theorem H.5 we know that the minimum of the bound (H.3) over
𝝀 ∈ 𝒴 is equal to the maximum of 𝑆1 as 𝑺 takes all possible values in 𝒳,
provided that both𝒳 and𝒴 are nonempty. For𝒴 this is easy: Just take 𝜆1 = 1
and 𝜆𝑑 = 0 for 𝑑 > 1. To exhibit a point in 𝒳, we note that if

𝑆𝛿 = 𝜌(𝛿)
∏
𝑝 |𝑃/𝛿

(1 − 𝜌(𝑝))𝑋

for all 𝛿 |𝑃, then 𝑋𝑑 = 𝜌(𝑑)𝑋 for all 𝑑 |𝑃. Hence in particular, any upper bound
that can be derived from the hypotheses (H.2) must be at least as large as

𝑋
∏
𝑝 |𝑃

(1 − 𝜌(𝑝)),

and any lower bound cannot exceed this value.
To obtain a corresponding result for lower bound sieves, we let 𝐴, 𝒃, and 𝒳

be defined as above, but we now set 𝒄 ∈ R𝑛 to be 𝒄 = (𝑐𝛿) with

𝑐𝛿 =

{
−1 if 𝛿 = 1,
0 if 𝛿 > 1 𝛿 |𝑃.

That is, 𝒄 is the negative of its former value. This results in a change in the
definition of𝒴. We still take𝒴 to be the subset of R2𝑛 consisting of partitioned
vectors 𝝀 = [𝜆+

𝑑
, 𝜆−
𝑑
] such that 𝐴𝑇𝝀 ≥ 𝒄, but this condition now reads∑︁
𝑑
𝑑 | 𝛿

𝜆+𝑑 −
∑︁
𝑑
𝑑 | 𝛿

𝜆−𝑑 ≥
{
−1 if 𝛿 = 1,
0 if 𝛿 > 1 𝛿 |𝑃
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for 𝛿 |𝑃. Put 𝜆𝑑 = 𝜆−
𝑑
− 𝜆+

𝑑
. Then∑︁
𝑑
𝑑 | 𝛿

𝜆𝑑 ≤
{

1 if 𝛿 = 1,
0 if 𝛿 > 1, 𝛿 |𝑃.

Hence

−𝑆1 ≤ [𝑏+𝑑 | 𝑏
−
𝑑 ] · [𝜆

+
𝑑 | 𝜆

−
𝑑 ] = 𝑋

∑︁
𝑑 |𝑃

(
𝜆+𝑑 − 𝜆

−
𝑑

)
𝜌(𝑑) +

∑︁
𝑑 |𝑃

(
𝜆+𝑑 + 𝜆

−
𝑑

)
𝑅𝑑

= −𝑋
∑︁
𝑑 |𝑃

𝜆𝑑𝜌(𝑑) +
∑︁
𝑑 |𝑃

(
𝜆+𝑑 + 𝜆

−
𝑑

)
𝑅𝑑 .

To minimize the value of 𝜆+
𝑑
+𝜆−

𝑑
, if 𝜆𝑑 ≥ 0, set 𝜆−

𝑑
= 𝜆𝑑 , 𝜆+

𝑑
= 0, and if 𝜆𝑑 < 0

set 𝜆+
𝑑
= −𝜆𝑑 and 𝜆−

𝑑
= 0. On rearranging the inequality above, we find that

𝑋
∑︁
𝑑 |𝑃

𝜆𝑑𝜌(𝑑) −
∑︁
𝑑 |𝑃

|𝜆𝑑 |𝑅𝑑 ≤ 𝑆1,

and that the maximum of the left hand side over all 𝝀 ∈𝒴 is equal to the min-
imum of the right hand side over all 𝑺 ∈ 𝒳. Note that 𝒳 is nonempty because
it is unchanged from our upper bound discussion, and that 𝒴 is nonempty
because 0 ∈ 𝒴. Indeed, it sometimes happens that the best lower bound for
𝑆1 is 0, and in that case 𝝀 = 0 is optimal. (For example, this happens when
A = {2, 3, 4}, 𝒫 = {2, 3}.)

It may seem that our considerations are not very useful because the number
of variables grows exponentially as a function of 𝑛. However, in most practical
situations, the 𝑋𝑑 are well-approximated only for 𝑑 of limited size, which is to
say for 𝑑 ≤ 𝑧 for some parameter 𝑧. We then set 𝑅𝑑 = ∞ for 𝑑 > 𝑧, which has
the effect of forcing the support of 𝝀 to lie in [1, 𝑧].

H.2.1 Exercise
1. (USA Mathematical Olympiad 2011 Problem 6) Let 𝒜 be a set of 225

integers, let 𝒜1, . . . ,𝒜11 be subsets of 𝒜 such that card 𝐴𝑖 = 45 for 1 ≤
𝑖 ≤ 11, and also such that card𝒜𝑖 ∩ 𝒜𝑗 = 9 for 1 ≤ 𝑖 < 𝑗 ≤ 11. Let
𝒟 = 𝒜1 ∪𝒜2 ∪ · · · ∪𝒜11, and set ℛ = 𝒜 \𝒟. The object of this Exercise
is to show that card𝒟 ≥ 165, and to show that this is best possible.

(a) Note that the first part of the object is equivalent to showing that
cardℛ ≤ 60. This resembles an upper bound sieve problem, in which
the𝒜𝑖 correspond to multiples of a prime 𝑝𝑖 which are deleted, and the
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numbers in ℛ remain. For 𝑎 ∈ 𝑚𝑎𝑡ℎ𝑠𝑐𝑟𝐴 define a weight

𝑤(𝑎) = 1 + 𝜆1
∑︁

1≤𝑖≤11
𝑎∈𝒜𝑖

1 + 𝜆2
∑︁

1≤𝑖< 𝑗≤11
𝑎∈𝒜𝑖∩𝒜𝑗

1

where 𝜆1 and 𝜆2 are yet to be chosen.
(b) Note that if 𝑤(𝑎) ≥ 0 for all 𝑎 ∈ 𝒜 and 𝑤(𝑎) ≥ 1 for all 𝑎 ∈ ℛ, then

cardℛ ≤
∑︁
𝑎∈𝒜

𝑤(𝑎).

(c) Show that ∑︁
𝑎∈𝒜

𝑤(𝑎) = 225 + 495(𝜆1 + 𝜆2).

(d) For 𝑎 ∈ 𝒜, let 𝑚 = 𝑚(𝑎) denote the number of 𝑖, 1 ≤ 𝑖 ≤ 11, for which
𝑎 ∈ 𝒜𝑖 . Show that

𝑤(𝑎) = 1 +
(
𝑚

1

)
𝜆1 +

(
𝑚

2

)
𝜆2 = 𝑓 (𝑚),

say.
(e) Choose 𝜆1 and 𝜆2 so that 𝑓 (3) = 𝑓 ′ (3) = 0. With the 𝜆 𝑗 chosen this

way, show that 𝜆1 + 𝜆2 = −1/3, and that 𝑓 (𝑚) = (𝑚 − 3)2/9, with the
result that 𝑓 (0) = 1, 𝑓 (𝑚) ≥ 0 for all 𝑚, and 𝑓 (𝑚) = 0 only when
𝑚 = 3.

(f) Conclude that cardℛ ≤ 60, which is to say that card𝒟 ≥ 165.
(g) To achieve equality in the above argument, the 𝒜𝑖 must be chosen so

that 𝑚(𝑎) = 3 for all 𝑎 ∈ 𝒟. Note that
(11

3
)
= 165. Choose 165 distinct

integers, and for each triple (𝑖, 𝑗 , 𝑘) with 1 ≤ 𝑖 < 𝑗 < 𝑘 ≤ 11 place
one of these integers in 𝒜𝑖 ∩ 𝒜𝑗 ∩ 𝒜𝑘 . The 𝒜𝑖 are to have no other
members. Show that card𝒟 = 165, that card𝒜𝑖 = 45 for all 𝑖, and that
card𝒜𝑖 ∩𝒜𝑗 = 9 for all pairs 𝑖 < 𝑗 .

H.3 Notes

Section H.1. Theorem H.1 is true also in many other spaces, but it is importantadded autoref
that the space in question be locally convex.

The history of linear programming can be traced back to Fourier (1826),
who determined whether a polyhedron defined by linear inequalities is empty
by projecting it to a space of dimension one less; thus he eliminated one
variable at a time. This process is now known as Fourier–Motzkin elimination.
See Dantzig & Eaves (1973) and Williams (1986) for accounts of this. The
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next major development was the discovery of Farkas, J. (1902), but this had
little impact until much later. de la Vallée Poussin (1911) devised an iterative
procedure for solving a minimax problem, but this also seems not to have
attracted attention. Retrospectively, Farebrother (2006) argues that with a few
small adjustments, de la Vallée Poussin’s procedure could have been converted
to provide a linear programming algorithm. Economists made progress in the
1930s and 40s, and George Dantzig invented the Simplex Method in the summer
of 1947, but it was on October 3, 1947, when Dantzig described his work to von
Neumann at the Institute for Advanced Study, that von Neumann immediately
conjectured the duality principle. von Neumann’s contention was that Dantzig’s
problem was essentially equivalent to a problem in the theory of games that
had already been discussed in von Neumann & Morgenstern (1944). Dantzig
was assigned the job of writing up rigorous proofs, a task he completed by
January 5, 1948. However, he did not publish his paper, because he considered
it to be the work of von Neumann. In 1948, Gale, Kuhn and Tucker started their
work on nonlinear programming, and soon discovered duality, independently of
von Neumann. See Gale, Kuhn & Tucker (1951). Further seminal papers from
this era are found in the conference proceedings edited by Koopmans (1951).
For details as to how and by whom such terms as ‘Primal’, ‘Simplex Method’,
‘Linear Programming’ were invented, see Dantzig (1982) and Dorfman (1984).

In most applications, the Simplex Method seems to run in a little more
than linear time, but some artificial situations have been constructed in which
it runs much slower. Shor (1970) proposed a different algorithm for linear
programming, of a type called ‘ellipsoidal’, Khachiyan (1979) modified it, and
thus was able to prove that the linear programming problem runs in polynomial
time. However, these algorithms are not so fast in practice. On the other hand,
Karmarkar (1984), at Bell Labs, proposed a method that deals simultaneously
with issues of projection and scaling, and is fast in practice. For more details,
with instructive code fragments, see Chakraborty, Chandru & Rao (2020).

Section H.2. Chebyshev advanced our understanding of the distribution of added autoref
prime numbers by employing truncated versions of the Möbius function. The
first person to modify the Möbius function to form a sifting function as we think
of them today was a young French mathematician, Jean Merlin, who was killed
in WWI. Thus we have from him only one brief announcement, Merlin (1911),
communicated by Poincaré, and one posthumous paper Merlin (1915), prepared
by Hadamard. Viggo Brun was stimulated by these items, and developed an
effective sieve method. Buchstab devised a method by which sieve estimates
could be improved, but without any indication that sifting functions had the
capability of delivering optimal results. In his Stony Brook lectures, Selberg
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(1971) argued that sifting functions can deliver optimal bounds because they
represent the supporting planes of a certain convex body. We have expressed
the situation in terms of linear programming, in order to make it more amenable
to numerical explorations.

The published account of the Olympiad Problem includes three solutions,
none of which treat the problem as one of linear programming. The number
225 was cunningly chosen so that 45 = 225/5 and 9 = 225/52, but this has
no bearing on the solution. If 225 is replaced by any number 𝑁 > 165, then
card𝒟 = 165 and cardℛ = 𝑁 − 165. We understand that this problem was
solved by exactly two contestants.
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Œuvres II Paris, pp. 317–328.

Gale, D., Kuhn, H. W. & Tucker, A. W. (1951). Linear programming and the theory of
games, Cowles Commission Monographs, No. 13 New York:Wiley, pp. 317–329.

Karmarkar, N. K. (1984). A new polynomial-time algorithm for linear programming,
Combinatorica 4, 373–395.

Khachiyan, L. G. (1979). A polynomial algorithm in Linear Programming, Dokl. Akad.
Nauk SSSR 244, 1093-1096; Soviet Mathematics Doklady 20, 191–194.

Koopmans, T. C. (1951). Activity Analysis of Production and Allocation, New York:
Wiley.
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Errata for Volume 1

page line Correction
6 15 The value given of li(1013) is incorrect; it should be

346065645809.01.
7 −10 For ‘𝑘’ read ‘𝐾’.
17 −2 insert comma before ‘then’.
23 −6 Replace ‘𝑛 = 1’ by ‘𝑛 = 2’.
41 −10 The typeface in the first line under the first sum is too small.
42 14 insert parentheses: 𝑐 =

(
2𝐶0 − 1 − 𝜁 ′ (2)

)
/𝜁 (2)

57 7 For ‘1/d’ read ‘1/𝑑’.
64 12 After ‘Show that’ insert ‘if 𝑞 > 1, then’.
67 −1 In summation replace 𝑓 ≤ 𝑥 by 𝑓 > 𝑥.
70 14 The right hand side of the inequality should read

li(log 𝑛) +𝑂
(
(log 𝑛) exp

(
− 𝑐

√︁
log log 𝑛

) )
70 16 The right hand side of the inequality should read

li(log 𝑛) +𝑂
(
(log 𝑛) exp

(
− 𝑐

√︁
log log 𝑛

) )
88 In Exercise 6(d), replace ‘𝜁 (2) −1/𝑧’ by ‘𝜁 (2) −1/(𝑧−1)’.
92 3 After ‘Λ1’ insert ‘= 1’.
92 6 Replace ‘𝑔( [𝑑, 𝑒])’ by ‘𝑏( [𝑑, 𝑒])’.
117 −9 Replace ‘Lemma 4.2’ by ‘Lemma 4.3’.
122 8 For ‘ 𝐿′

𝐿
(𝑠, 𝜒)’ read ‘ 𝐿′

𝐿
(𝑠, 𝜒0 )’.

126 1 The condition ‘𝑛 ≡ 𝑎 (mod 𝑞)’ should be ‘𝑝 ≡ 𝑎

(mod 𝑞)’.
126 2 The condition ‘𝑛 ≡ 𝑎 (mod 𝑞)’ should be ‘𝑝 ≡ 𝑎

(mod 𝑞)’.
126 3 The condition ‘𝑛 ≡ 𝑎 (mod 𝑞)’ should be ‘𝑝 ≡ 𝑎

(mod 𝑞)’.
131 13 For

(
1 − 1

𝑁 (𝔭)

)−1

read
(
1 − 1

𝑁 (𝔭)𝑠
)−1

133 3 For ‘be written’ read ‘may be written’.
133 −5 For ‘𝐿 (1, 𝜒)’ read ‘𝐿 (1, 𝜒) ≠ 0’.
138 −3 For ‘𝑥𝜎0 ’ read ‘𝑥𝜎0 ’.
139 12, 13 ‘𝑠𝑖’ should be ‘si’.
147 5 Replace ‘+ 1

2 ’ by ‘+ 1
4 ’, ‘− 1

2 ’ by ‘− 1
4 ’, ‘+ 𝑖2 ’ by ‘+ 𝑖4 ’, and ‘− 𝑖2 ’

by ‘− 𝑖4 ’.
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page line Correction
158 −5 Replace

∑
𝑠→0+ by lim𝑠→0+ .

193 3 For ‘𝑐𝑜𝑠𝜃’ read ‘cos 𝜃’.
258 4 For ‘contraction’ read ‘contradiction’.
258 8 For ‘arithemtic’ read ‘arithmetic’.
284 7 For ‘for some integer 𝑘 .’ read ‘for some integer 𝑘 ,

when (𝑛, 𝑝) = 1.’
286 −7 Replace ‘𝑒(𝑎/𝑞)’ by ‘𝑒(−𝑎/𝑞)’.
310 −5 Replace 𝜒(2) by 𝜒(2).
311 4, 6, 8 Replace 𝑁/𝑞 by 𝑞/𝑁 in three places.
318 3 For ‘𝑙’ read ‘ℓ’.
346 −9 For ‘𝑀ℎ (𝑅)’ read 𝑀ℎ (𝑅) = max |𝑧 | ≤𝑅 |ℎ(𝑧) |’.
347 3 For ‘𝐾2’ read ‘𝒦2’.
348 −13 For ‘Exercise 10.1’ read ‘Exercise 10.2.1’.
348 −12 For ‘Exercise 10.4’ read ‘Exercise 10.2.4’.
369 −9 For ‘(5.23)’ read ‘(5.25)’.
369 −8 For ‘𝑒𝑛/𝑥’ read ‘𝑒−𝑛/𝑥’.
374 3 Replace ‘(10)’ by ‘(11.10)’.
377 8 Delete ‘(a)’.
377 12, 13 Delete all of part (b) of the exercise.
386 −5 Replace ‘𝑥’ by ‘𝑛’ in two places.
386 −7 Replace ‘𝑥’ by ‘𝑛’.
389 7 Replace ‘𝑒𝐶0 ’ by ‘𝑒−𝐶0 ’.
409 −10 close the space between

( 𝜁 ′
𝜁

) ′ and (0).
409 −2 Replace +(−1 + cosh 1/𝑧) log 𝑧 by −(−1 + cosh 1/𝑧) log 𝑧.
411 11 For ‘𝜙(𝑠)’ read ‘Φ(𝑠)’.
423 −4 For ‘𝛾2 < −𝛾1’ read ‘𝛾2 < −𝛾1/2’.
423 −3 Replace ‘𝛾2 < −𝛾1’ by ‘𝛾2 < −𝛾1/2’ in two places.
430 Ex. 2 Replace 𝐹 by 𝜓1 in five places.
434 5 Replace ‘(13.25)’ by ‘(13.35)’.
434 In the last error term in (13.37), replace ‘𝑦1−𝜎’ by ‘𝑥1−𝜎’.
434 In the last term of (13.38), replace ‘𝑦1−𝜎’ by ‘𝑥1−𝜎’.
435 −2 Replace ‘Corollary 13.13’ by ‘Theorem 13.13’.
438 6 In the second sum, replace ‘ Λ(𝑛)

𝑛 log 𝑛 ’ by ‘ 1
𝑘𝑝𝑘

’.
442 −9 Between ‘Put’ and ‘𝜎′

1 insert ‘𝜎0 = 1 + 1/log 𝑥,’.
442 −5 For ‘Theorem 13.22’ read ‘Theorem 13.23’.
442 −4 For ‘

∫
𝜎1
𝜎0’ read ‘

∫ 𝜎0
𝜎1

’.
442 −2 For ‘Theorem 13.22’ read ‘Theorem 13.23’.
444 −1 Replace |𝐿 (𝑠, 𝜒) | by | log 𝐿 (𝑠, 𝜒) |.
445 4 The displayed formula should read

| log 𝐿 (𝑠, 𝜒) | ≤ log log log 𝑞𝜏 +𝑂 (1).
445 7 Replace |𝐿 (𝑠, 𝜒) | by | log 𝐿 (𝑠, 𝜒) |.
446 −5 For ‘𝐵1 (𝑥/𝑑2)’ read ‘𝐵1 ({𝑥/𝑑2})’.
461 2 For ‘2𝜋𝑆(𝑡) ≤ 𝑐 log log𝑇’ read ‘𝑆(𝑡) ≤ 𝑐

𝜋

√︃
1
2 log log𝑇’,

and for ‘
∫ 𝑐
∞ ’ read ‘

∫ 𝑐
−∞’.
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page line Correction
464 4 Replace ‘and’ by ‘and if Θ > 1/2, then’
465 −6 Replace ‘since Θ ≥ 1/2, it follows that’ by ‘if Θ > 1/2,

then’.
465 −11 For ‘Lemma 1’ read ‘Lemma 15.1’.
475 −2 Replace ‘𝑒𝑖𝛾1𝜙/𝜌𝐾1 ’ by ‘𝑒𝑖𝛾1𝜙/𝜌𝐾+1

1 ’.
476 10 Replace ‘no prime power’ by ‘no logarithm of a prime

power’.
492 11 For ‘𝜉 ≤ 𝑥 ≤ 𝑏’ read 𝑎 ≤ 𝑥 ≤ 𝜉’.
500 12 For ‘𝜁 (2) = 𝜋/6’ read ‘𝜁 (2) = 𝜋2/6’.
501 6 For ‘(1)’ read ‘(B.1)’.
503 −8 For ‘N’ read ‘𝑁’.
508 7 Replace ‘𝐵1 (𝑥)’ by ‘𝐵1 ({𝑥})’.
508 −5 For ‘𝑐’ read ‘𝐶’.
508 −2 Replace ‘𝐵1 (𝑥)’ by ‘𝐵1 ({𝑥})’.
508 −1 Replace ‘𝐵2 (𝑥)’ by ‘𝐵2 ({𝑥})’.
520 5 For ‘constatnt’ read ‘constant’.
530 −8 For ‘

∫ ∞
0 ’ read ‘

∫ 1
0 ’.

535 −7 Replace ‘ 𝑓 (𝑘)’ by ‘ �̂� (𝑘)’.
536 In the figure, the label 0 is at 0.1, but it should be at 0.0 on

the horizontal axis.
536 −2 For ‘𝑍’ read ‘Z’.
539 2 For ‘ �̂� (𝑘)’ read ‘𝐹 (𝑘)’.
551 −22 For ‘powe series’ read ‘power series’.
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Lévêque, O., 437
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