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1. Suppose that k ∈ N, δj > 0 (1 ≤ j ≤ k) and Γ is a set of points γ ∈
Rk with the property that the open sets {β ∈ Rk : ∥βj − γj∥ < δj, 0 ≤
βj < 1} are pairwise disjoint. Let Nj ∈ N and for n ∈ N =

∏k
j [1, Nj]

let a(n) be arbitrary complex numbers. Define

S(α) =
∑
n∈N

a(n)e(α.n).

Prove that
∑
γ∈Γ

|S(γ)|2 ≪
∑
n∈N

|a(n)|2
k∏

j=1

(Nj + δ−1
j ).

Perhaps the easiest proof is to adapt Gallagher’s method for the
1-dimensional large sieve. This starts from some version of

2δf(x) =

∫ x+δ

x−δ

(
f(y) + (δ − |x− y|) sgn(x− y)f ′(y)

)
dy

which is obtained by integrating

f(x) = f(y)−
∫ y

x

f ′(u)du.

In k-dimensions one would have

2kδ1 . . . δkf(x) =

∫
I(x,δ)

k∏
j=1

(
1+(δj −|xj −yj|) sgn(xj −yj)

∂

∂yj

)
f(y)dy

where I(x, δ) = [x1 − δ1, x1 + δ1] × · · · × [x1 − δk, xk + δk] and would
take f(y) = S(y)S(−y). An alternative method is given in HLM.

Note that the alternative condition that
k∑

j=1

∥γj − γ′
j∥δ−1

j ≫ 1 when

γ ̸= γ ′ is also sufficient. For if this holds but for some small constant
c the sets {β ∈ Rk : ∥βj − γj∥ < cδj, 0 ≤ βj < 1} are not pairwise
disjoint, then for some distinct pair γ, γ ′ the corresponding boxes will
have a common point and so by the triangle inequality ∥γj−γ′

j∥ ≤ 2cδj
(1 ≤ j ≤ k) and so the sum will be bounded by 2ck and for c sufficiently
small this gives a contradiction.

2. The notation ν(x) = νk(x) represents the vector (x, x2, . . . , xk).
Thus the polynomial α1x+ · · ·+ αkx

k = α.ν(x). Let

f(α;N) =
N∑

n=1

e(α.ν(n))

and suppose that 1 ≤ m ≤ N .
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(i) Prove that

f(α;N) =
N+m∑

n=1+m

e(α.ν(n−m)) =

∫ 1

0

g(α, β;m)
N+m∑
y=1+m

e(−yβ)dβ.

where g(α, β;m) =
2N∑
n=1

e(α.ν(n−m) + nβ).

(ii) Let M ⊂ (N ∩ [1, N ]) and M = card(M). Prove that

f(α) ≪ M−1(log 2N) sup
β∈[0,1]

∑
m∈M

g(α, β;m).

(i) Immediate on replacing the variable n by n−m, and then using
orthogonality. (ii) Immediate from the triangle inequality and summing
over the elements of M.

3. Define the k − 1 dimensional vector γ(m) by

α.ν(x−m) =
k∑

j=1

αj(−m)j +
k−1∑
h=1

xhγh(m) + αkx
k.

(i) Prove that γh(m) =
∑k

j=h αj

(
j
h

)
(−m)j−h.

(ii) Specialise to the case k = 3. Prove that if m, m′ are two different
elements of M, then ∥3α3(m − m′)∥ = ∥γ2(m) − γ2(m

′)∥, ∥2α2(m −
m′)∥ ≤ ∥γ1(m)− γ1(m

′)∥+ 2N∥γ2(m)− γ2(m
′)∥.

(i) By the binomial theorem LHS =
∑k

j=1 αj

∑j
h=0

(
j
h

)
xh(−m)j−h

and identity follows on interchanging the order of summation. (ii)
When k = 3 and h = 1 we have γ1(m) = α1−2α2m+3α3m

2 and when
h = 2 we have γ2(m) = α2 − 3α3m. Hence 3α3(m

′ − m) = γ2(m) −
γ2(m

′) and 2α2(m
′−m) = γ1(m)−γ1(m

′)− (m+m′)
(
γ2(m)−γ2(m

′)
)
.

Therefore ∥2α2(m−m′)∥ ≤ ∥γ1(m)− γ1(m
′)∥+ 2N∥γ2(m)− γ2(m

′)∥.


